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Preface





This book covers comprehensive aspects of Amazon Elastic Kubernetes Service (EKS), emphasizing the importance of container orchestration in modern cloud architecture. It introduces readers to the critical role of EKS in today's enterprise environments, and demonstrates how containerized applications are transforming the way organizations deploy and manage their workloads. This book solves the complex challenges of understanding and implementing EKS in production environments, while ensuring readers grasp both theoretical concepts and practical applications.


This book takes a hands-on approach for cloud practitioners, solution architects, and DevOps professionals. It covers numerous real-world scenarios and production-grade implementations. It will demonstrate how EKS is fundamentally used for container orchestration, microservices architecture, and scalable applications. Solution architects will find detailed architectural patterns and best practices for designing resilient systems. The book explains how EKS can be effectively utilized for automated deployments, high availability configurations, and cost-optimized infrastructure. Readers will learn to design resilient architectures across multiple regions, and implement robust security controls for enterprise-grade deployments.


This book is divided into twelve comprehensive chapters. They cover everything from EKS fundamentals to advanced topics such as service mesh implementation, multi-region deployments, and performance optimization. Each chapter builds upon the previous one, creating a logical learning progression. Starting with basic concepts and cluster setup, moving through networking and security, and culminating in advanced operational aspects such as cost optimization and performance tuning. The detailed chapter breakdown follows, providing readers with a clear roadmap for mastering EKS.


By focusing on both theoretical knowledge and practical implementation, this book serves as a complete guide for anyone looking to leverage EKS in their cloud journey. So, whether you are new to containerization or an experienced practitioner, you will find valuable insights and practical solutions throughout these pages.


Chapter 1: This provides a comprehensive introduction to Amazon Elastic Kubernetes Service (EKS) and cloud-native principles. Readers will understand the evolution of containerization, the relationship between AWS and Kubernetes, and core cloud-native concepts. The chapter covers fundamental architecture patterns, explaining how EKS fits into the broader AWS ecosystem. Through practical examples, readers will learn the benefits and challenges of running Kubernetes on AWS, setting the foundation for their cloud-native journey. Essential concepts such as control plane management, worker nodes, and basic Kubernetes objects are explained in detail, making complex topics accessible to both the beginners, as well as experienced practitioners.


Chapter 2: This dives into the practical aspects of establishing a production-ready EKS environment. It helps the readers to walk through the vital tools and configurations needed for a robust EKS setup. Starting with AWS CLI configuration, it progresses through VPC setup, IAM role configuration, and cluster creation using both eksctl and Infrastructure as Code solutions. Readers will learn the best practices for network planning, security group configuration, and cluster access management. The chapter also includes hands-on exercises for creating and managing clusters, implementing proper security controls, and establishing a solid foundation for production workloads.


Chapter 3: It covers the fundamentals of container technology with a focus on Docker, and its integration with EKS. This chapter covers container basics, from writing efficient Dockerfiles to implementing multi-stage builds for optimized images. Readers will learn how to effectively use Amazon Elastic Container Registry (ECR), implement container security scanning, and optimize container performance. The chapter also includes practical examples of container orchestration, image management strategies, and best practices for maintaining a secure container environment. Special attention is given to production considerations such as image tagging strategies, pull policies, and container resource management.


Chapter 4: This focuses on the day-to-day operations and management of EKS clusters. Readers will learn advanced node group management techniques, including handling mixed instance types, and implementing effective auto-scaling strategies. The chapter covers essential operational tasks such as cluster upgrades, backup procedures, and maintenance windows. Through real-world examples, readers can understand and learn how to implement proper resource quotas, manage cluster capacity, and handle node lifecycle events. Special attention is given to operational excellence, including monitoring, logging, and troubleshooting methodologies that ensure cluster reliability and performance.


Chapter 5: This chapter explores the complex world of Kubernetes networking within AWS. It dives deep into AWS VPC CNI plugin, explaining how pod networking integrates with VPC networking. Readers will learn about service mesh implementation using AWS App Mesh, load balancer integration (ALB/NLB), and advanced network policies. The chapter covers crucial topics such as service discovery, cross-node communication, and network security groups. Practical examples demonstrate how to implement ingress controllers, configure network policies, and optimize network performance for production workloads.


Chapter 6: This provides a comprehensive coverage of EKS security best practices. Readers can learn how to implement IAM Roles for Service Accounts (IRSA), configure pod security policies, and manage secrets effectively using AWS Secrets Manager. The chapter also includes detailed examples of network security configurations, encryption at rest and in transit, and security audit procedures. Readers will understand how to implement a defense-in-depth strategy, comply with security standards, and maintain a robust security posture in their EKS clusters.


Chapter 7: It covers sophisticated deployment techniques for maintaining high availability, and minimizing risks. This chapter also covers implementation of blue-green deployments, canary releases, and rolling updates in EKS. Readers will learn how to use GitOps with ArgoCD for automated deployments and configuration management. Through practical examples, the chapter demonstrates how to implement deployment strategies that ensure zero-downtime updates, facilitate rollbacks, and maintain application reliability. Special focus is given to automation and monitoring of deployment processes.


Chapter 8: This provides comprehensive observability solutions for your EKS clusters. The chapter details the implementation of monitoring and logging solutions using Amazon CloudWatch, Prometheus, and Grafana. Readers will learn how to implement distributed tracing with AWS X-Ray, and set up the ELK stack for log aggregation. The chapter covers creation of custom metrics, alerting strategies, and visualization techniques. Real-world examples demonstrate how to gain deep insights into cluster health, application performance, and user experience.


Chapter 9: It addresses the critical aspects of managing stateful applications in EKS. Readers will learn how to implement persistent storage solutions using EBS CSI drivers and EFS integration. The chapter covers StatefulSet configurations, persistent volume management, and backup strategies for stateful workloads. Through practical examples, you can easily understand how to handle data persistence, implement storage classes, and manage storage lifecycle. Special focus has been given to performance optimization, data protection, and disaster recovery considerations for stateful applications in Kubernetes.


Chapter 10: This covers the building and maintaining of highly available EKS clusters that can withstand failures at multiple levels. The chapter includes multi-AZ deployment strategies, cross-region failover configurations, and comprehensive backup solutions. Readers can understand and learn how to implement business continuity plans, conduct disaster recovery testing, and ensure data consistency across regions. Through real-world scenarios, the chapter demonstrates how to achieve the desired Recovery Time Objective (RTO) and Recovery Point Objective (RPO), while maintaining operational efficiency.


Chapter 11: This chapter helps the readers to master the art and technology of running cost-effective EKS clusters, while maintaining performance. It explores the implementation of Spot instances, capacity planning strategies, and effective resource quota management. Readers will learn how to use AWS Cost Explorer for Kubernetes cost analysis, implement budget alerts, and optimize resource utilization. The chapter includes practical examples of cost allocation strategies, tagging policies, and automated cost optimization techniques. Special focus is given to balancing cost optimization with performance, and reliability requirements.


Chapter 12: This chapter teaches you how to optimize your EKS clusters for maximum performance and scalability. It covers implementation of both Horizontal and Vertical Pod Autoscaling, along with Cluster Autoscaler configuration. Readers can easily and quickly understand as well as learn the advanced performance tuning techniques, including resource request/limit optimization, node configuration, and network performance tuning. Through real-world examples, the chapter demonstrates how to conduct performance benchmarking, implement load testing, and optimize application performance at scale.
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CHAPTER 1


Introduction to EKS



Introduction

In today’s rapidly evolving digital landscape, organizations are increasingly adopting cloud-native technologies to build scalable, resilient, and highly available applications. At the forefront of this transformation is Amazon Elastic Kubernetes Service (EKS) - a managed Kubernetes service that has become instrumental in modernizing application deployment and management.

This chapter lays the foundation for understanding cloud-native architecture and its implementation using AWS EKS. We will further explore the fundamental concepts of Kubernetes orchestration, examining how EKS simplifies the complex task of managing containerized applications at scale. Through a comprehensive overview of cloud-native principles, you will learn why organizations are embracing this architectural approach, and how it enables faster innovation and improved operational efficiency.

As we delve into microservices architecture patterns, you will discover how breaking down monolithic applications into smaller, independently deployable services can enhance development agility and system reliability. This chapter serves as your gateway to understanding the symbiotic relationship between EKS, Kubernetes, and Cloud-native principles, setting the stage for more advanced topics in subsequent chapters.

So, whether you are a developer, architect, or operations professional, this introduction will equip you with the essential knowledge needed to begin your journey into cloud-native application development with AWS EKS.

Structure

In this chapter, we will discuss the following topics:


	AWS EKS Overview

	Kubernetes Fundamentals

	Cloud-Native Principles in AWS

	Microservices Architecture Patterns




AWS EKS Overview


Amazon Elastic Kubernetes Service (EKS) stands as AWS’s fully managed Kubernetes service, designed to streamline the deployment, management, and scaling of containerized applications. As a certified Kubernetes conformant platform, EKS maintains complete compatibility with the existing Kubernetes tooling and applications, while removing the operational burden of managing the Kubernetes control plane.

In the evolving landscape of container orchestration, Amazon EKS distinguishes itself through a comprehensive set of features that address the complex challenges of running Kubernetes at scale. By combining AWS’s infrastructure reliability with Kubernetes’ orchestration capabilities, EKS delivers a platform that significantly reduces operational overhead while enhancing application reliability and scalability. The service’s key features extend beyond basic container management, offering organizations the tools and capabilities needed to build and maintain production-grade containerized applications efficiently. Figure 1.1 provides AWS EKS overview and its core components.
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Figure 1.1: AWS EKS Overview


Managed Control Plane


At the heart of EKS lies its managed control plane, which automatically handles scaling and ensures high availability by operating across multiple AWS Availability Zones. The service manages version upgrades, security patching, and the complex task of maintaining the Kubernetes master components. This automated management significantly reduces the operational overhead traditionally associated with running Kubernetes clusters.

EKS Storage Options

Amazon EKS provides comprehensive storage solutions through integration with various AWS storage services and Kubernetes storage primitives. Here is a detailed breakdown of storage options:


	
Persistent Storage with Amazon EBS: Amazon Elastic Block Store serves as the default storage class for EKS, providing block-level storage volumes with dynamic provisioning through the CSI driver. EBS offers different volume types, including gp3, io2, and st1, each optimized for specific performance requirements. The service enables snapshot and backup capabilities, ensuring data persistence and protection for stateful applications.

	
Shared File Storage with Amazon EFS: Amazon Elastic File System delivers managed NFS file system capabilities, enabling shared storage across multiple pods with ReadWriteMany access mode support. EFS provides automatic scaling and lifecycle management, making it ideal for shared content repositories and stateful workloads requiring concurrent access from multiple sources.

	
Object Storage with Amazon S3: Amazon Simple Storage Service integration through CSI driver offers object storage capabilities, suitable for large-scale data storage requirements. S3 provides cost-effective storage for infrequently accessed data, with support for versioning and lifecycle policies, enabling efficient management of long-term data storage needs.

	
Storage Classes and Features: Dynamic provisioning capabilities enable automated volume creation and attachment, with customizable storage class specifications and parameters. The platform supports volume expansion and provides comprehensive data persistence through PersistentVolumes (PV) and PersistentVolumeClaims (PVC), along with storage quotas and volume snapshot functionality.



Performance optimization requires careful selection of storage classes based on workload requirements, considering IOPS needs, and implementing proper monitoring of storage metrics. Cost management involves choosing appropriate volume types, implementing storage quotas, and enabling auto-scaling where beneficial. Security measures include encryption at rest, IAM roles for service accounts, network policies, and access control through RBAC.

This comprehensive storage framework enables organizations to implement the right storage solution for their specific workload requirements, while maintaining security, performance, and cost efficiency.

Security and Compliance

Amazon EKS implements enterprise-grade security through a comprehensive, multi-layered architecture seamlessly integrated with AWS’s security infrastructure. The service leverages AWS Identity and Access Management (IAM) for fine-grained access control, and deploys encrypted TLS communication channels between all cluster components. Meeting major compliance standards like SOC, PCI DSS, and HIPAA BAA, EKS ensures regulatory adherence across industries while providing robust security across network, data, and container layers. The platform’s security framework encompasses VPC isolation, automated security patching, pod security policies, and ECR vulnerability scanning, complemented by CloudTrail audit logging and AWS Config compliance monitoring. These capabilities, along with native IAM integration, Security Group policies, encrypted worker node communications, and systematic security updates, establish a secure and compliant foundation for containerized workloads, while minimizing operational overhead in security maintenance.

Integration with AWS Services

Amazon EKS provides deep integration with the broader AWS ecosystem, creating a cohesive platform for container orchestration and management. The service seamlessly connects with AWS Application and Network Load Balancers to efficiently distribute traffic across containerized applications, while leveraging Amazon Container Registry (ECR) for secure, scalable container image storage and management. Through native CloudWatch integration, EKS delivers comprehensive monitoring and logging capabilities, enabling detailed insights into cluster performance and application behavior. The platform’s compatibility with AWS Auto Scaling enables dynamic resource management, automatically adjusting cluster capacity to meet changing workload demands, ensuring optimal performance and cost efficiency across deployments.

Networking Options

Amazon EKS offers a flexible and robust networking foundation through the Amazon VPC Container Network Interface (CNI), delivering native AWS networking capabilities that seamlessly integrate with existing infrastructure. The platform supports sophisticated networking architectures, including private cluster deployments and custom networking configurations to meet specific organizational requirements. Enhanced security and controlled access are achieved through AWS PrivateLink integration, enabling private communication between services without traversing the public internet. This comprehensive networking framework extends to support various service mesh solutions, allowing organizations to implement advanced traffic management, security policies, and observability across their microservices architectures.

EKS Deployment Models

Amazon EKS offers a spectrum of deployment options, each designed to address different organizational needs, technical requirements, and operational preferences. These deployment models range from fully managed, hands-off approaches to highly customizable configurations, enabling organizations to select the perfect balance between control and convenience. Whether prioritizing operational simplicity through Managed Node Groups, embracing serverless architecture with Fargate, or maintaining complete infrastructure control via self-managed nodes, EKS provides the flexibility to align infrastructure management with business objectives and team capabilities. Let us explore these three distinct deployment models that cater to different operational requirements and management preferences:


	
Managed Node Groups: Amazon EKS Managed Node Groups streamlines cluster administration by automating the provisioning and lifecycle management of worker nodes, significantly reducing operational complexity in Kubernetes deployments. The service offers flexible compute options through support for both on-demand and spot instances, enabling cost-effective resource allocation, while maintaining workload reliability. Through automatic node updates and replacement capabilities, EKS ensures cluster nodes remain current with security patches and version updates without manual intervention. These capabilities are complemented by built-in node scaling features that dynamically adjust cluster capacity based on workload demands, delivering an efficient and automated approach to Kubernetes infrastructure management.
Managed Node Groups are ideal for organizations seeking a balance between control and automation in their Kubernetes infrastructure. This model serves teams that want to minimize operational overhead, while maintaining flexibility in instance management. It suits environments requiring both spot and on-demand instances, with standard infrastructure requirements and needs for automated scaling and updates. The cost structure includes EC2 instances plus EKS control plane charges, while offering medium-to-low operational effort, moderate learning curve, medium customization capabilities, and low maintenance overhead.



	
AMI Lifecycle Changes: EKS managed node groups now provide enhanced AMI lifecycle management capabilities. These changes streamline how custom AMIs are handled and maintained within node groups. Administrators can define AMI refresh schedules, enabling automatic updates of node AMIs based on security patches and version updates. The system supports both EKS-optimized AMIs and custom AMIs, with improved controls for AMI validation and rollback procedures. This enhancement reduces operational overhead, while maintaining security compliance through systematic AMI updates and management.

	
EKS Auto Mode: EKS Auto Mode is an enhanced feature of Managed Node Groups that further simplifies cluster management. It automatically handles the entire lifecycle of nodes, including provisioning, scaling, and updates, based on workload demands. This mode eliminates manual intervention in node management tasks, offering a hands-off approach to cluster operations.
Auto Mode continuously optimizes capacity by adjusting node count and instance types for optimal resource utilization and cost-efficiency. It provides intelligent scaling based on pod resource requirements and manages node updates automatically, minimizing disruption to workloads. The system can leverage a mix of instance types and manage both Spot and On-Demand instances to balance performance, cost, and reliability.

This feature is ideal for organizations seeking to minimize operational overhead and focus on application development, rather than infrastructure management.



	
Fargate Profile: Amazon EKS Fargate represents a serverless computing solution that abstracts away the complexities of node management, allowing organizations to run Kubernetes pods without managing the underlying infrastructure. This profile implements a pay-per-pod pricing model that precisely aligns costs with actual resource consumption, eliminating the need to pay for unused capacity. Through automatic resource provisioning, Fargate dynamically allocates compute resources, based on pod requirements, ensuring optimal performance while maintaining efficiency. Thus, by removing the operational overhead of node management, including patching, scaling, and capacity planning, Fargate enables teams to focus solely on application development and deployment, significantly simplifying Kubernetes operations.
Fargate Profile is optimized for organizations prioritizing operational simplicity and minimal infrastructure management. This serverless model excels in environments with variable workloads requiring precise scaling, and organizations focused primarily on application development rather than infrastructure management. It particularly benefits teams needing strict workload isolation for compliance requirements. The pricing follows a pay-per-pod model, offering minimal operational effort, low learning curve, and virtually, no maintenance overhead, though with limited customization options.



	
Self-Managed Nodes: Amazon EKS self-managed nodes provide organizations with complete control over their Kubernetes infrastructure, enabling granular customization of node configurations to meet specific workload requirements. This deployment model supports the use of custom Amazon Machine Images (AMIs), allowing teams to precisely tailor the operating system environment and pre-installed software packages for their applications. Organizations gain full flexibility in selecting instance types, enabling optimal price-performance ratios for diverse workload characteristics. While this approach requires manual node lifecycle management, including updates, scaling, and maintenance, it offers the highest degree of customization and control for teams that require specific infrastructure configurations, or have unique compliance requirements.
Self-Managed Nodes cater to organizations requiring extensive control and customization of their Kubernetes infrastructure. This model is particularly valuable for teams with specific compliance requirements, needs for specialized instance types, or unique configuration demands. It best serves organizations with the existing infrastructure expertise and resources for hands-on management. While offering maximum customization flexibility, it involves higher operational effort, a steeper learning curve, and significant maintenance overhead, with costs covering EC2 instances and the EKS control plane.





Figure 1.2 explains various deployment models:
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Figure 1.2: EKS Deployment Models

The following decision factors matrix helps organizations make informed decisions based on their specific requirements, resources, and operational capabilities. The choice often depends on finding the right balance between control, operational overhead, and customization needs.









	
Decision Factor


	
Managed Node Groups


	
Fargate Profile


	
Self-Managed Nodes





	
Control


	
Medium


	
Low


	
High





	
Operation Overhead


	
Low


	
Minimal


	
High





	
Cost Predictability


	
Medium


	
High


	
Variable





	
Scaling Complexity


	
Low


	
Minimal


	
High





	
Customization


	
Medium


	
Low


	
High





	
Maintenance Effort


	
Low


	
Minimal


	
High





	
Time to Deploy


	
Fast


	
Fastest


	
Slow





	
Learning Curve


	
Moderate


	
Low


	
Steep






Table 1.1: EKS Deployment Models

Node Group Update Strategies

Node group update strategies in Amazon EKS are essential mechanisms designed to maintain and upgrade worker nodes, while ensuring cluster stability and application availability. These strategies provide systematic approaches to handle various update scenarios, from routine maintenance to critical security patches, while minimizing disruption to running applications.


	
Rolling Update Strategy: The most common approach is the Rolling Update strategy, which serves as the default method for updating nodes in EKS. This strategy updates nodes one at a time, ensuring that the cluster maintains its capacity throughout the update process. During a rolling update, new nodes are created with updated configurations, while the existing nodes are cordoned and drained before being terminated. This methodical approach helps maintain service availability, and reduces the risk of application downtime.
EKS also offers flexibility in update configurations through parameters like maxUnavailable and maxUnavailablePercentage. These settings allow organizations to control the pace of updates by specifying either the number of nodes or the percentage of nodes that can be unavailable during the update process. For instance, setting maxUnavailable to 1 ensures minimal disruption, while using maxUnavailablePercentage provides more flexibility for larger clusters.



	
Force Update Strategy: For scenarios requiring immediate updates such as critical security patches, the Force Update Strategy can be employed. While this approach does not guarantee workload stability, it ensures quick application of the necessary changes. However, this strategy should be used cautiously as it may cause temporary service disruptions. Organizations typically reserve this option for emergency situations where the security risk outweighs the potential for brief service interruptions.
The best practices for node group updates include proper capacity planning, implementing comprehensive health checks, and configuring Pod Disruption Budgets (PDBs). Organizations should ensure sufficient cluster capacity during updates, account for pod anti-affinity rules, and consider peak workload requirements. Regular monitoring of key metrics such as node health status, pod scheduling success, and resource utilization helps maintain cluster stability during updates.



	
Blue-Green Deployments: Advanced update patterns include Blue-Green deployments, where a new node group is created alongside the existing one, allowing for careful testing and gradual workload migration. This approach provides additional safety but requires more resources during the transition period. Organizations can also implement scheduled updates during maintenance windows to minimize the impact on business operations.

	
Scheduled Updates Using AWS Systems Manager: Automation plays a crucial role in managing node group updates effectively. EKS provides various tools and integrations, including AWS CLI commands, the eksctl utility, and AWS Systems Manager, to automate update processes. These tools help reduce operational overhead, and ensure consistency in update procedures across the cluster.



Error handling and rollback procedures are vital components of any update strategy. Organizations should maintain documented procedures for pausing updates, and reverting to previous versions, if necessary. Regular testing of these procedures helps ensure quick recovery in case of update-related issues.

When implementing node group update strategies, organizations should consider their specific requirements regarding application availability, update urgency, and resource constraints. The chosen strategy should align with organizational policies and service level agreements, while maintaining security and performance standards.

Thus, it is important to note that while these strategies provide robust mechanisms for managing node updates, regular testing in non-production environments is crucial. This helps validate update procedures, and identify potential issues before they affect production workloads. Additionally, staying current with AWS best practices and new features helps optimize update strategies over time.

Cost Considerations

Amazon EKS implements a multi-faceted pricing model that reflects the service’s distributed architecture, and integration with various AWS components. The core pricing structure begins with control plane charges calculated per cluster per hour, representing the cost of managing the Kubernetes control plane infrastructure. Worker node costs vary based on the chosen deployment model, with EC2-based nodes incurring standard compute charges and Fargate offering precise per-pod pricing. Additional costs arise from essential supporting services such as load balancers, storage volumes, and data transfer. Organizations can optimize their expenditure through strategic use of spot instances for interruptible workloads, and implementing right-sizing practices to match resource allocation with actual application demands.

Common Use Cases

Amazon EKS serves as a versatile platform powering diverse enterprise workloads across multiple domains. The platform primarily supports five key use cases:


	
Microservices Applications: Amazon EKS provides an ideal platform for deploying and managing microservices architectures, enabling organizations to break down complex applications into smaller, independently deployable services. The platform excels in handling the intricate orchestration requirements of microservices, offering native service discovery, load balancing, and automated scaling capabilities. Through EKS, teams can efficiently manage inter-service communication, implement precise resource allocation per service, and maintain isolated deployment environments. The service’s integration with AWS’s ecosystem further enhances microservices operations through features like Application Load Balancer for intelligent routing, AWS X-Ray for distributed tracing, and Amazon CloudWatch for granular monitoring, ultimately delivering the scalability, reliability, and operational efficiency required for modern microservices deployments.

	
Batch Processing Workloads: Amazon EKS excels in managing batch processing workloads by combining Kubernetes’ native job scheduling capabilities with AWS’s scalable infrastructure. The platform efficiently handles resource-intensive batch operations through automated scaling of compute resources, parallel processing capabilities, and intelligent workload distribution. EKS supports both time-sensitive and long-running batch jobs, offering features such as job queuing, prioritization, and automatic retry mechanisms for failed tasks. Organizations can leverage spot instances for cost-effective processing of interruptible workloads, while the platform’s integration with AWS services such as CloudWatch enables comprehensive monitoring and logging of batch operations. This makes EKS particularly effective for data processing pipelines, ETL operations, scientific computing, and financial calculations where efficient batch processing is crucial for business operations.

	
Machine Learning Deployments: Amazon EKS provides robust support for machine learning workloads by seamlessly integrating specialized computing resources with containerized ML frameworks and tools. The platform excels in orchestrating complex ML deployments, from model training to inference, by efficiently managing GPU-enabled instances and optimizing resource allocation for computational demands. Through EKS, organizations can implement end-to-end ML pipelines, leveraging Kubernetes’ scheduling capabilities to manage distributed training jobs, while maintaining high resource utilization. The service’s integration with AWS’s ML ecosystem, including SageMaker and Deep Learning AMIs, enables teams to build scalable ML infrastructure that supports both development and production environments. This makes EKS an ideal platform for organizations deploying deep learning models, running real-time inference services, or managing large-scale ML experimentation workflows.

	
CI/CD Pipelines: Amazon EKS serves as a powerful foundation for continuous integration and continuous delivery (CI/CD) pipelines, enabling automated and reliable application deployment workflows. The platform seamlessly integrates with popular CI/CD tools like Jenkins, GitLab, and AWS CodePipeline, facilitating automated testing, building, and deployment of containerized applications. Through EKS, organizations can implement sophisticated deployment strategies such as blue-green deployments, canary releases, and rolling updates while maintaining high availability. The service’s native integration with AWS Developer Tools, including CodeBuild and CodeDeploy, streamlines the automation of build processes and deployment workflows. This infrastructure supports rapid iteration cycles, ensures consistent deployment environments, and enables teams to maintain reliable, repeatable deployment processes across multiple environments, making it ideal for organizations adopting DevOps practices.

	
Application Modernization Projects: Amazon EKS stands as a cornerstone platform for application modernization initiatives, providing organizations with a structured path to transform legacy applications into cloud-native architectures. The service facilitates gradual migration from monolithic systems to microservices, enabling teams to modernize applications at their own pace, while maintaining operational stability. Through EKS, organizations can implement modern deployment patterns, containerize existing applications, and adopt cloud-native principles without disrupting current business operations. The platform’s support for hybrid architectures allows for phased transitions, while its integration with AWS’s comprehensive service portfolio enables teams to leverage modern cloud capabilities such as auto-scaling, service mesh, and serverless computing. This makes EKS particularly valuable for enterprises undertaking digital transformation initiatives, helping them achieve improved scalability, reduced operational costs, and enhanced application performance through modern containerized architectures.

	
Generative AI Workloads: Amazon EKS provides a robust platform for deploying and scaling Generative AI applications, offering specialized capabilities for managing complex AI workloads. The platform excels in orchestrating resource-intensive GenAI models through efficient GPU and inference optimization, while supporting popular frameworks like PyTorch, TensorFlow, and Hugging Face. Through EKS, organizations can implement scalable inference endpoints, manage Large Language Models (LLMs), and handle dynamic workload requirements with automated scaling. The service’s integration with AWS’s AI infrastructure, including Amazon SageMaker, GPU-enabled instances, and AWS Inferentia chips, enables cost-effective deployment of GenAI applications. Teams can leverage EKS to build and operate AI-powered applications such as chatbots, content generation systems, and image synthesis services, while maintaining optimal performance, cost efficiency, and resource utilization. This makes EKS particularly valuable for organizations implementing enterprise-scale GenAI solutions that require high availability, scalability, and reliable performance.



Operational Excellence and Best Practices

Successful Amazon EKS implementations require a comprehensive approach to operational excellence, focusing on key pillars of scalability, availability, security, observability, and service connectivity. Horizontal Pod Autoscaling (HPA) enables automatic scaling of applications based on CPU, memory, or custom metrics, while Karpenter provides just-in-time node provisioning for optimized cluster scaling. Cluster sizing begins with analyzing workload requirements, considering factors such as CPU, memory, network throughput, and storage needs, along with overhead for system components and future growth.

Service mesh implementations using AWS App Mesh or Istio provide advanced traffic management, security, and observability features, while handling service-to-service communication. Service discovery is facilitated through AWS Cloud Map and Kubernetes’ native DNS service, enabling dynamic endpoint discovery and load balancing. Resource management follows a structured approach with proper resource requests and limits, employing Quality of Service (QoS) classes and Priority Classes for workload prioritization.

Integration with CNCF projects enhances cluster capabilities: Prometheus and Thanos for scalable metrics, Flux and ArgoCD for GitOps workflows, Harbor for container registry, Crossplane for infrastructure provisioning, OpenTelemetry for observability standardization, and Cilium for eBPF-based networking and security. External-DNS manages external DNS records, Cert-Manager handles certificate automation, and Velero provides backup and disaster recovery.

The observability strategy incorporates comprehensive monitoring through CloudWatch and Prometheus for metrics, Fluent Bit or Fluentd for logging, and AWS X-Ray or Jaeger for distributed tracing. This three-pillar approach ensures complete visibility into application and cluster health. Following the twelve-factor app methodology, applications should maintain configuration in the environment, treat logs as event streams, and ensure strict separation of build and run stages.

High availability is achieved through multi-AZ deployments, utilizing managed node groups across availability zones, and implementing proper Pod Disruption Budgets (PDBs) for controlled maintenance. Role-Based Access Control (RBAC) provides granular access management, enabling organizations to implement the principle of least privilege across teams and services. These practices, combined with proper capacity planning, automated scaling configurations, and regular security audits, establish a foundation for reliable, observable, and cost-efficient Kubernetes operations that align with cloud-native best practices as well as the twelve-factor application principles.

Kubernetes Fundamentals

Kubernetes has emerged as the de facto standard for container orchestration, providing a robust platform for automating the deployment, scaling, and management of containerized applications. This section explores the fundamental concepts and components that form the foundation of Kubernetes architecture and operations. Refer to Figure 1.3 for Kubernetes fundamental components, and how various components fit together.
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Figure 1.3: Kubernetes Fundamental Components


Control Plane Architecture


The Kubernetes control plane represents the brain of the cluster, consisting of several critical components working together to maintain the desired state. This critical system component acts as the cluster’s central nervous system, making decisions about scheduling, detecting and responding to events, and maintaining the desired state of all workloads.


	
API Server: The API server serves as the primary entry point for all administrative operations and cluster communication. It processes REST operations, validates them, and updates the corresponding objects in etcd. All communication between components flows through the API server, making it central to cluster operations.

	
Etcd: As the cluster’s distributed key-value store, etcd maintains the state of all Kubernetes objects. It ensures consistency, and provides reliable data storage for the entire cluster configuration, making it crucial for cluster stability and recovery.

	
Scheduler: The scheduler assigns pods to nodes based on resource availability, constraints, and policies. It implements complex algorithms to ensure optimal pod placement, considering factors like resource requirements, node selection criteria, and affinity/anti-affinity rules.

	
Controller Manager: Multiple controllers work together to maintain the desired state of the cluster. Key controllers include the Node Controller, Replication Controller, and Endpoints Controller, each responsible for specific aspects of cluster state management.



Worker Node Components

While the control plane makes decisions, worker nodes perform the actual work of running containerized applications. These components form the execution environment where applications live, managing everything from container runtime operations to networking and storage integration.


	
Kubelet: The Kubelet acts as the primary node agent, ensuring that containers are running in pods as specified. It manages container lifecycle, handles volume mounting, and reports node and pod status to the control plane.

	
Container Runtime: The container runtime (such as containerd or CRI-O) handles container operations including image pulling, container startup, and cleanup. It implements the Container Runtime Interface (CRI) for standardized container management.

	
Kube-proxy: Maintaining network rules and enabling service abstraction, kube-proxy handles pod-to-pod and external-to-pod networking. It implements load balancing for service endpoints and manages network policies.



Kubernetes Objects and Workloads

Kubernetes objects represent the building blocks for deploying and managing applications within the cluster. These fundamental abstractions provide the vocabulary for expressing application requirements, from basic pod definitions to complex deployment strategies.


	
Pod Management: Pods represent the smallest deployable units in Kubernetes, encapsulating one or more containers. The key concepts include:

	
Deployments and ReplicaSets: These resources manage stateless applications, handling replica scaling, rolling updates, and rollbacks. They ensure that the specified number of pod replicas are running smoothly, and are healthy.

	
StatefulSets: Designed for stateful applications, StatefulSets maintain pod identity and state, ensuring ordered deployment and scaling. They provide stable network identities and persistent storage for applications requiring state management.

	
DaemonSets: DaemonSets ensure specific pods run on all (or selected) nodes, typically used for cluster-wide operations like monitoring or logging agents.



Networking Architecture

Networking in Kubernetes implements a sophisticated model that enables seamless communication between application components. This architecture provides the foundation for service discovery, load balancing, and external access, essential elements for building distributed applications.

Service Types

Services provide stable endpoints for pod access:


	ClusterIP for internal cluster communication

	NodePort for external access through node ports

	LoadBalancer for cloud provider load balancer integration

	ExternalName for external service mapping



Ingress Resources: Ingress controllers manage external access to services, providing HTTP/HTTPS routing, SSL termination, and name-based virtual hosting.


Storage Management


Persistent storage management represents a critical aspect of running stateful applications in Kubernetes. The platform’s storage architecture provides flexible abstractions that accommodate various storage requirements, while maintaining portability across different environments.

Volume Management

Kubernetes supports various volume types and persistent storage options through:


	PersistentVolumes (PV) for storage resources

	PersistentVolumeClaims (PVC) for storage requests

	StorageClasses for dynamic provisioning

	Volume snapshots and cloning capabilities



Security and Access Control

Security stands as a paramount concern in Kubernetes deployments, requiring a comprehensive approach to access control and resource protection. The platform’s security framework provides multiple layers of defense, from authentication and authorization to network policies and container security.

RBAC (Role-Based Access Control)

RBAC implements authorization through:


	Roles and ClusterRoles defining permissions

	RoleBindings and ClusterRoleBindings assigning permissions

	Service Accounts for pod identity management



Security Contexts

Security contexts define privilege and access control settings for pods and containers, including:


	User and group contexts

	Linux capabilities

	SELinux options

	Seccomp profiles



Resource Management

Efficient resource utilization and allocation form the backbone of successful Kubernetes operations. Through sophisticated resource management capabilities, Kubernetes ensures applications receive necessary resources, while maintaining the overall cluster efficiency.

Resource Allocation

Effective resource management through:


	Resource requests and limits

	Quality of Service (QoS) classes

	Namespace resource quotas

	LimitRanges for default values



Autoscaling

Automatic scaling capabilities include the following:


	Horizontal Pod Autoscaling (HPA)

	Vertical Pod Autoscaling (VPA)

	Cluster Autoscaling



Best Practices

Success with Kubernetes requires more than just technical knowledge; it demands adherence to proven practices and patterns. These best practices, derived from real-world implementations, help organizations avoid common pitfalls and achieve operational excellence.

Operational Excellence


	Implement proper monitoring and logging.

	Maintain backup and disaster recovery procedures.

	Follow security best practices.

	Plan for cluster scaling and upgrades.

	Leverage AMI lifecycle management features for consistent and secure node images.

	Schedule regular AMI updates.

	Implement AMI validation procedures.

	Maintain AMI version control.

	Monitor AMI deployment status.

	Configure rollback procedures.





	Implement proper resource management.



Application Design


	Design for container-native operations.

	Implement proper health checks.

	Handle configuration through ConfigMaps and Secrets.

	Design for horizontal scaling.

	Implement proper security controls.



This comprehensive overview of Kubernetes fundamentals provides the essential knowledge required for understanding and implementing containerized applications in a Kubernetes environment. The subsequent sections will build upon these concepts to explore specific implementations in Amazon EKS.

Cloud-Native Principles in AWS

Cloud-native principles in AWS establish the foundation for building modern, scalable, and resilient applications. Amazon’s extensive service portfolio enables organizations to implement these principles effectively, creating architectures that leverage the full potential of cloud computing, while maintaining operational excellence and cost efficiency.

AWS Integration


	
Containerization and Orchestration: Amazon Elastic Container Registry (ECR) provides secure container image storage and management, integrating seamlessly with Amazon EKS for container orchestration. The combination enables streamlined image lifecycle management, vulnerability scanning, and efficient deployment processes. AWS Fargate extends containerization benefits by offering serverless container execution, eliminating infrastructure management overhead, while maintaining containerization advantages.

	
Microservices Implementation: AWS App Mesh provides service mesh capabilities for microservices architectures, offering traffic management, service discovery, and monitoring. Amazon API Gateway enables API management and request routing, while AWS Cloud Map provides service discovery across the AWS infrastructure. These services create a robust foundation for building and managing microservices architectures at scale.

	
Infrastructure as Code: AWS CloudFormation and AWS CDK enable declarative infrastructure definition, supporting version-controlled and repeatable deployments. These tools integrate with AWS Organizations and AWS Control Tower for multi-account management, ensuring consistent infrastructure deployment across environments, while maintaining security and compliance requirements.




Resilience and Availability



	
High Availability Design: Amazon EKS implements multi-AZ deployments for both control plane and worker nodes, ensuring application availability during zone failures. Integration with AWS Auto Scaling enables automated capacity management, while Elastic Load Balancing provides intelligent request distribution across multiple availability zones.

	
Fault Tolerance: AWS Route 53 enables DNS-based routing and failover capabilities, complementing EKS cluster resilience. AWS Systems Manager provides automated remediation capabilities, while AWS Health Dashboard offers insights into AWS service health and planned maintenance activities affecting your applications.



Observability and Monitoring


	
Metrics and Logging: Amazon CloudWatch integrates with EKS for comprehensive monitoring, collecting metrics from clusters, nodes, and applications. AWS CloudWatch Logs centralizes log management, while CloudWatch Container Insights provides specialized container monitoring capabilities. AWS X-Ray enables distributed tracing across AWS services and applications.

	
Performance Management: AWS CloudWatch Synthetics enables proactive monitoring through canary testing, while CloudWatch Alarms provide automated response to performance issues. Integration with AWS Lambda enables automated remediation actions based on monitoring data.



Security Implementation


	
Identity and Access Management: AWS IAM provides fine-grained access control through roles and policies, integrating with EKS through IAM roles for service accounts. AWS KMS enables encryption key management, while AWS Certificate Manager handles SSL/TLS certificate provisioning and renewal.

	
Network Security: AWS VPC offers isolated network environments with security groups and network ACLs. AWS PrivateLink enables private service access, while AWS WAF provides web application firewall capabilities for ingress protection.



Operational Excellence


	
Automation and CI/CD: AWS CodePipeline orchestrates continuous integration and delivery workflows, integrating with AWS CodeBuild for build processes and AWS CodeDeploy for deployment automation. AWS Systems Manager provides configuration management and automation capabilities across the infrastructure.

	
Cost Optimization: AWS Cost Explorer and AWS Budgets enable financial monitoring and optimization of container workloads. Integration with AWS Savings Plans and Spot Instances provides cost-effective compute options for containerized applications.



Best Practices


	
Resource Management: Effective use of EKS node groups and Fargate profiles optimizes resource utilization. Implementation of appropriate instance types and scaling policies ensures cost-effective operations while maintaining performance requirements.

	
Security and Compliance: Regular security assessments using AWS Security Hub and AWS Config ensure compliance with security standards. Integration with AWS Organizations enables centralized security policy management across multiple accounts and clusters.

	
Disaster Recovery: Implementation of cross-region backup strategies using AWS Backup ensures data protection. Regular testing of disaster recovery procedures maintains business continuity capabilities.



Application Architecture


	
Service Communication: Implementation of asynchronous communication patterns using Amazon SQS and Amazon SNS for reliable message handling. Use of Amazon EventBridge for event-driven architectures enables loose coupling between services.

	
Data Management: Integration with Amazon RDS for relational databases, Amazon DynamoDB for NoSQL requirements, and Amazon ElastiCache for caching layers provides comprehensive data management capabilities.



Development Workflow


	
Local Development: AWS Cloud9 and AWS CLI facilitate local development and testing of containerized applications. AWS SAM enables local testing of serverless components integrated with containerized services.

	
Testing and Validation: Implementation of testing strategies across multiple environments using AWS CodeBuild and AWS Device Farm. Integration testing across AWS services ensures reliable application behavior.



This comprehensive approach to implementing cloud-native principles on AWS provides organizations with a robust foundation for building modern applications. The integration of AWS services with EKS creates a powerful platform for deploying and managing containerized applications, while maintaining security, scalability, and operational efficiency.


Microservices Architecture Patterns


Microservices architecture represents a modern approach to building distributed applications where complex systems are decomposed into smaller, independently deployable services. In the context of Amazon EKS, these patterns provide proven solutions for common architectural challenges, while leveraging AWS’s extensive service portfolio for implementation.

Core Architecture Patterns


	
Service Decomposition Pattern: Service decomposition involves breaking down applications into discrete services based on business capabilities. Each service owns its data model and business logic, communicating through well-defined APIs. In AWS, this pattern leverages services like Amazon API Gateway for interface management, while EKS provides the runtime environment for these decomposed services.

	
Database Per Service Pattern: Each microservice maintains its own database, ensuring loose coupling and independent scalability. This pattern utilizes various AWS database services, including Amazon RDS for relational data, DynamoDB for NoSQL requirements, and Amazon ElastiCache for caching layers. Data consistency is maintained through event-driven updates and eventual consistency models.

	
API Gateway Pattern: Amazon API Gateway serves as the entry point for external clients, providing routing, authentication, and rate limiting. The pattern implements API versioning, request/response transformation, and security policies, while integrating with AWS WAF for protection against common web exploits.



Communication Patterns


	
Synchronous Communication: REST and gRPC protocols enable direct service-to-service communication. AWS App Mesh provides service mesh capabilities for managing this communication, implementing features such as circuit breaking, retry logic, and timeout management. Load balancing is handled through EKS Services and AWS Load Balancers.

	
Asynchronous Communication: Event-driven patterns utilize Amazon SQS for queue-based processing and Amazon SNS for pub/sub messaging. Amazon EventBridge enables complex event routing and processing, while maintaining loose coupling between services. This pattern ensures reliability through message persistence and retry mechanisms.

	
Saga Pattern: Distributed transactions are managed through choreography or orchestration-based sagas. AWS Step Functions coordinates complex workflows across multiple services, maintaining data consistency while handling compensation transactions for failure scenarios.



Data Management Patterns


	
CQRS Pattern: Command Query Responsibility Segregation separates read and write operations. Amazon Aurora’s read replicas support read scaling, while write operations are directed to the primary instance. DynamoDB streams enable event sourcing for maintaining read models.

	
Event Sourcing Pattern: State changes are captured as a sequence of events. Amazon Kinesis handles real-time event streaming, while Amazon S3 provides event storage. This pattern enables complete audit trails and system state reconstruction from historical events.



Resilience Patterns


	
Circuit Breaker Pattern: Prevents cascading failures across service boundaries. AWS App Mesh implements circuit breaking logic, while Amazon CloudWatch monitors service health, and triggers circuit state changes based on defined thresholds.

	
Bulkhead Pattern: Resource isolation prevents failures from spreading. EKS namespaces and resource quotas implement logical separation, while AWS Auto Scaling groups provide physical resource isolation between service groups.



Deployment Patterns


	
Blue-Green Deployment: Zero-downtime deployments through parallel environments. AWS Route 53 manages traffic switching, while EKS deployments handle container version management. This pattern enables rapid rollback capabilities when needed.

	
Canary Releases: Gradual traffic shifting to new service versions. AWS App Mesh provides fine-grained traffic control, while CloudWatch monitors service health metrics to automate rollout decisions.



Security Patterns


	
Identity and Access Management: Fine-grained access control through AWS IAM roles for service accounts. Integration with Amazon Cognito provides user authentication and authorization, while AWS Secrets Manager handles sensitive configuration data.

	
Service Mesh Security: AWS App Mesh implements mutual TLS between services, while AWS Certificate Manager handles certificate lifecycle management. Network policies in EKS provide additional security through traffic control between services.



Operational Patterns


	
Observability Pattern: Comprehensive monitoring through CloudWatch Container Insights, while AWS X-Ray provides distributed tracing. Centralized logging uses CloudWatch Logs with structured logging formats for efficient analysis.

	
Service Discovery Pattern: AWS Cloud Map provides service discovery across the infrastructure. EKS ServiceAccounts integrate with IAM for secure service identity, while DNS-based service discovery handles internal service resolution.



Performance Patterns


	
Caching Pattern: Multi-level caching using Amazon ElastiCache for application caching and CloudFront for content delivery. Cache-aside and write-through strategies optimize data access patterns.

	
Scaling Pattern: Automatic scaling based on demand through Horizontal Pod Autoscaling in EKS and AWS Auto Scaling. Custom metrics enable business-aware scaling decisions.



Best Practices

Design Principles


	Service independence through clear boundaries

	Data ownership and encapsulation

	Resilient communication patterns

	Automated deployment and operations

	Security at every layer



Implementation Guidelines


	API design and versioning strategies

	Data consistency models

	Error handling and retry strategies

	
Monitoring and alerting approaches

	Security implementation patterns



This comprehensive overview of microservices patterns provides architects and developers with proven solutions for building robust and scalable applications on Amazon EKS. These patterns, when properly implemented, enable organizations to create maintainable and resilient microservices architectures, while leveraging AWS services for optimal performance and reliability.

Conclusion

Thus, Amazon EKS represents a powerful foundation for modern application deployment, combining the robustness of Kubernetes with AWS’s comprehensive service portfolio. Throughout this chapter, we have explored how EKS enables organizations to build and manage containerized applications efficiently, from basic deployment models to sophisticated microservices architectures. We have also explored the core components and architecture of Amazon EKS, various deployment models and their use cases, storage options and implementation strategies, as well as crucial security and compliance considerations. Additionally, we have examined EKS’s integration capabilities with other AWS services, cloud-native principles, microservices patterns, and fundamental Kubernetes concepts as they apply to EKS.

With this foundational knowledge in place, readers are now well-equipped to delve into more advanced implementation patterns and operational practices in the chapters that follow. This comprehensive understanding of EKS enables organizations to construct scalable and resilient applications, while optimizing operational costs and maintaining security compliance. The exploration of operational excellence and best practices further enhances the ability to leverage EKS effectively, setting the stage for more sophisticated containerized application management and deployment strategies.

Points to Remember


	EKS is AWS’s managed Kubernetes service that automates control plane operations, providing a highly available and secure container orchestration platform.

	Three EKS deployment models (Managed Node Groups, Fargate, and Self-Managed Nodes) offer different levels of control and automation.

	Storage options in EKS include EBS for block storage, EFS for shared file systems, and S3 for object storage.

	Security implementation integrates with AWS IAM, VPC networking, and encryption services.

	
Cloud-native principles emphasize containerization, microservices architecture, and declarative configuration.

	Kubernetes architecture consists of control plane components (API server, etcd, scheduler) and worker nodes.

	Microservices patterns include service decomposition, API gateway, and communication patterns.

	Operational excellence requires monitoring, logging, and proper resource management.

	Cost optimization involves proper instance selection, spot usage, and resource right-sizing.

	High availability is achieved through multi-AZ deployments and proper service design.



Multiple Choice Questions


	Which EKS deployment model provides serverless container execution? 

	Managed Node Groups

	Fargate Profile

	Self-Managed Nodes

	Worker Nodes





	Which component serves as the primary entry point for Kubernetes API operations? 

	etcd

	Controller Manager

	API Server

	Scheduler





	Which AWS service provides service mesh capabilities for EKS? 

	AWS Cloud Map

	AWS App Mesh

	AWS CloudWatch

	AWS Route 53





	
Which storage option is the best for shared file systems in EKS? 

	Amazon EBS

	Amazon EFS

	Amazon S3

	Instance Store





	Which pattern helps prevent cascading failures in microservices? 

	Saga Pattern

	CQRS Pattern

	Circuit Breaker Pattern

	Bulkhead Pattern





	Which AWS service is used for container image storage with EKS? 

	Amazon S3

	Amazon EBS

	Amazon ECR

	Amazon EFS





	Which feature enables automatic scaling of pods based on metrics? 

	Cluster Autoscaler

	Vertical Pod Autoscaler

	Horizontal Pod Autoscaler

	Node Auto Scaling





	What provides DNS-based service discovery in AWS? 

	Route 53

	Cloud Map

	App Mesh

	API Gateway





	Which deployment strategy enables gradual traffic shifting? 

	Blue-Green Deployment

	Canary Release

	
Rolling Update

	Recreate





	Which AWS service integrates with EKS for distributed tracing? 

	CloudWatch

	X-Ray

	CloudTrail

	Systems Manager







Answers


	b

	c

	b

	b

	c

	c

	c

	b

	b

	b



Key Terms


	
Amazon EKS (Elastic Kubernetes Service): AWS’s managed Elastic Kubernetes Service

	
Control Plane: Kubernetes management layer that controls the cluster

	
Fargate: Serverless compute engine for containers

	
Microservices: Architectural style breaking applications into small, independent services

	
Container Orchestration: Automated management of containerized applications

	
Service Mesh: Infrastructure layer managing service-to-service communication

	
Pod: Smallest deployable unit in Kubernetes

	
Node Group: Collection of EC2 instances managing containerized applications

	
IAM Roles for Service Accounts (IRSA): AWS IAM integration with Kubernetes service accounts

	
Container Network Interface (CNI): Networking framework for containers

	
Persistent Volume: Storage resource in Kubernetes

	
Horizontal Pod Autoscaling: Automatic scaling of pod replicas

	
CloudWatch Container Insights: Monitoring solution for containers

	
AWS App Mesh: Service mesh implementation for AWS

	
Cluster Autoscaler: Automatic scaling of worker nodes
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