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    FOREWORD I




    


    


    


    


    


  




  

    I am glad to learn that a book on “Marvels of Artificial and Computational Intelligence in Life Sciences”, an undisputed lead technology that rules the world, is the combination of different computing technologies. AI & CA are not just about computers but the life, threat, and security of science, individuals, and humanity. AI & CA are composite fields involving computer science, mathematics, database, and network management. A common objective of AI is to enrich and enhance the experience of the users of different gadgets and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation so that the right people can access accurate information at the right time. One should not forget that the use of the internet, social media, smartphones, and tablet computers are indispensable in daily life. In this context, this book focuses on the applications and futuristic trends in the perspective direction to address the dreams of the younger generations, who aspire to gain knowledge on applications that would provide imaginative thinking and forethought. The reader would gain new avenues of thought for applications of AI in IoT, and computational approaches for data analytics would be the expected lines of development in all fields of life. I hope that ideas and futuristic prospects underlined by the contributors will evolve into research hubs as the contributors have done extensive work to kindle the novel thoughts of research.




    The young population has become increasingly dependent on computers and gadgets as information resources for communication, entertainment, financial transactions, education, socializing, and private and government services. Today, the infrastructure is information technology infrastructure rather than other physical structures. Many computer users think that their firewall and antivirus software provides them with all the protection they need to keep their computers secure. On the other hand, ever-evolving data science and data analytics of information systems also raise security concerns from many facets. However, AI and CA have become resourceful to users for the addition of more information to a growing number of databases. Meanwhile, the phenomenon coexists with increased expectations of exposure to hacking and attacks, misuse of information, and other security breaches. This book also describes informative systems that are vulnerable to illegal usage through internet connections.




    I also envisage the editors and authors will continue to do the same work on different topics of interest in years to come. The efforts by the authors, editors, and publishers are commendable, and I wish the team to continue to serve the student community on a large scale in the coming days.




    

      T.K.S. Kumar


      Department of Chemistry & Biochemistry


      University of Arkansas, Fayetteville


      Arkansas 72701, USA

    




    


    


    


    


    


    


    


    


    




    

      FOREWORD II




      I am happy to realize that the editors of the book "Marvels of Artificial and Computational Intelligence in Life Sciences" provide a valuable window on applications of AI & CA and cover the necessary components from various quarters of life, science and technological advancements of today. AI is becoming a critical technology that takes on life and productive scenarios of human beings and being human in ever-evolving situations of life. The book discusses the wide scope of research and deployed ability of AI & CA. All the chapters are highly impressive, well-researched, and authoritative in introducing all the facets of sciences and trending technologies, which integrate the highest volume of data. On the basis of available data, analytical research algorithms are being designed to address many questions/tasks in the present scenario. For instance, in restaurants, shops, or even on road walks, the data of individuals are being captured for analysis to decide on the needs of the individual, popularly known as 'proactive internet analytics'. Hence, artificial intelligence and computational approaches emerged as the indispensable technologies of the current decade and will continue to rule even for more decades. In this new age of global interconnectivity and interdependence, it is necessary for students to have awareness and knowledge about AI & CA and their supremacy. Hence, the initiative of these professional editors and authors is highly appreciated.




      This book can help teachers develop a shared vision and understanding of interpretive discussion and its flexible uses across subjects and grade levels. The framework annotated examples and appendixes can structure and guide teachers’ joint work as they prepare questions, co-lead discussions, observe and analyze classroom experiments, and discuss emergent questions and problems. As teachers gain confidence and skill through collaborative experimentation and development, they can also study the impact of participating in such discussions on students’ confidence and academic skills. Tie-together, this book offers a curriculum for teacher learning at every career stage. Reading the book, you will find it hard to defend the view that good teachers are born, not made. I hope that this book will become a primer for teachers, teacher educators, and professional developers, helping teachers across the globe with applications of AI & CA to learn, teach, and practice the marvels of AI & CA.




      I hope the book is a good resource for the students’ community and teachers of contemporary technologies. I congratulate the editors and the authors for their efforts in bringing this book to the perspectives of researchers and as well teachers.


    




    

      G. Sainarayanan


      Technical Head, R&D, HCL Technologies


      Chennai – 600119, Tamil Nadu, India

    


  




  




  




  

    PREFACE




    


    


    


    


    


  




  

    At present, we are living in a technology-advanced world, which was not dreamt of by most of us when we were in our childhood. Similarly, how many of us are dreaming about the world that would be in the next century? In everyday life, we are using many non-living things that are functioning on par with human actions: alarm clocks, air-conditioners, refrigerators, washing machines, micro ovens, rice cookers, TV remotes, speed controllers for vehicles, smart watch/phone/TV and so on. In science, performing computational analysis before starting any research work is becoming mandatory to design and complete the tasks smartly. In general, Artificial Intelligence (AI) is dealing with simulations of human processes by a combination of mechanical, electrical, biological and computer engineering in particular. Computational approaches help to speed up calculation processes, which may be either simple mathematics or complex mathematics accounting for various physical forces acting on object(s). Thus, AI, a higher version of computational analysis, is becoming indispensable from sophisticated science and general lifestyle standpoints: For instance, robots in industries, in defense forces, and so on. Simply, it is the order of the day for humankind that a person cannot live without the influence of artificial intelligence and its applications.




    With this background, we brought this book titled "Marvels of Artificial and Computational Intelligence in Life Sciences" for young aspiring candidates who have intellectual enthusiasm to pursue a career in the subject areas of artificial intelligence (AI) and computational approaches (CA). The book consists of 16 chapters (9 and 7 chapters are under the headings of AI & CA, respectively) describing the roles and applications of AI and CA in the different parts of our life systematically and lucidly. As you can refer, the contents are a good blend of topics in such a way the readers would clearly understand the multi-disciplinary nature of the emerging fields. The first 9 chapters of the book deal with the applications of AI in disease surveillance, disease diagnosis, drug discovery, drug design, home appliances, bio farms, power engineering & CAD modeling. The next 7 chapters of the book deal with the uniqueness of CA in identifying inhibitors to various druggable protein molecules, in health care systems, in numerical simulations, and data analysis of biophysical experiments. We trust that this book throws light on the things to come in the years to go. Let us all celebrate smartness and be in line with advanced technologies.




    Taking this opportunity, the Editors would like to thank all authors of the book chapters for their sincere contributions, and anonymous reviewers for their constructive and perspective comments on the book chapters in their previous versions, which are the combined prime factors behind the present scientific merit of the book. The Editors express heartfelt thanks to the Editorial board and professional members of the Bentham Science Publishers for their intellectual encouragement, technical support, and entrepreneurship patronage for successfully bringing the book in all possible ways. The Editors also thank all the personnel, well-wishers, and almighty, who are behind this achievement.




    Constructive suggestions on any parts of the book may be sent to the Editors and as well to the Publishers, and those suggestions will be addressed in future editions of the book.
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      Abstract




      Artificial intelligence (AI) is a branch of science that mainly deals with computers. It can store massive data through built-in programs that can accumulate the required data and convert it into intellectual actions with a reason. In recent years, AI has played a vital role in various governmental and non-governmental sectors such as engineering, medicine and economics. The development of AI in the field of infectious diseases is colossal with a spectrum of applications including pathogen detection, public health surveillance, cellular pathways and biomolecules in host-pathogen interactions, drug discovery and vaccine development. Similarly, early detection is the key to controlling any disease outbreak. Systematic collection and analysis of data will yield vital data on the required tools for controlling the outbreak situation. The antibiotic stewardship program is being implemented in very few healthcare institutions due to its intense cost and work. AI is used for tackling the rise in antibiotic use and developing an algorithm that can effectively control the use of antibiotics along with diagnostic and treatment measures.
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      INTRODUCTION




      Artificial intelligence (AI) is a branch of science that deals with computers and built-in programs that can accumulate required data and convert it into intellectual actions with a reason. IBM defines AI as “that computers and machines mimic the problem-solving and decision-making capabilities of the human mind”. AI heavily relies on reasoning, machine learning, and application development.




      AI includes systems that mimic human intelligence such as rational thinking and perform tasks with the available trained datasets. This helps to understand and solve problems efficiently and rapidly. The root relies on the inputs from trained and untrained datasets from various sources. The capability of the supercomputers in a specific format brings AI to act like humans and enhance the capabilities and contributions to human society.




      The transformation from the “Human approach” in which systems think and act like humans to the “Perfect approach” in which systems think and act rationally is warranted to make problem-solving systems. The field of AI is a combination of computers and validated datasets. These are utilized including machine learning and deep learning algorithms. The developed systems make targeted predictions based on trained datasets. Machine learning utilizes algorithms with the previous data to predict the newer data. For this, different approaches to machine learning are implemented. Classical machine learning is implemented through supervised learning, unsupervised learning, semi-supervised learning and reinforcement learning. Depending on the data and the required output, any of the above approaches is chosen.




      The application in medicine including dental sciences, optics and allied health sciences is widely spread recently. The convergence of AI and meta-optics has resulted in major developments in design, simulation and optical applications in terms of device testing and interpretation [1]. The development of AI in the field of infectious diseases is massive with a spectrum of applications including pathogen detection, public health surveillance, cellular pathways and biomolecules in host-pathogen interactions, drug discovery, and vaccine development.




      The swift emergence of machine learning algorithms and computational resources in genomics and proteomics and other databases results in greater efficiency, precision, and dependability. These current techniques have provided growing prospects for their regular use in healthcare. Apart from medical sciences, AI has found its applications in different disciplines including engineering and economics as well.




      The UK National Screening Committee assessed the use of AI systems that can screen, examine and classify mammograms and efficiently interpret and implement them into the UK Breast Screening Program. Improved programs to include specificity and detect a wide spectrum of diseases were taken into important consideration for obtaining maximum benefits. Retrospective and prospective studies could provide substantial evidence for the health professionals for women’s well-being [2].




      Several models have been built of which the “black box” model is one of the recently evolved models with high precision for healthcare systems. A model was built for cardiologists with different techniques for making predictions based on interpretable agnostic explanations and surrogate decision trees. A similar “black box” model has been reported to decide on pharmacovigilance.




      The recent pandemic experiences of COVID-19 increased the search for new drugs and the repurposing of drugs for the control of the hyperinflammatory immune response. The anti-inflammatory drug baricitinib, a Janus Kinase (JAK) 1/2 inhibitor approved for rheumatoid arthritis has recently been strongly recommended by the WHO for use in COVID-19 patients. Assisted by AI, the drug’s antiviral and anti-inflammatory activities swiftly navigated to the clinical trials for use along with other immune modulators and JAK inhibitors. This indicates that drug discovery including drug repurposing that is assisted by AI can tremendously benefit therapy [3]. A smart contract-based solution has been developed for analysing the impact of contact tracing, and digital records for COVID-19 vaccinees with encrypted data chains and interplanetary file systems [4-7].




      A model for the prediction of patients’ need for ICU admission and risk assessment on mortality was developed based on trained deep-learning model datasets of clinical features and chest radiographs. The AI tool and random forest analysis were used on the datasets to build the architecture and it was tested on prospectively recruited patients successfully [8]. The influence of AI on mobile users in the form of applications for monitoring and improving health has created now future perspectives on infectious disease control and therapeutic solutions.




      Clinical diagnosis and appropriate therapeutic strategies are the areas that require immediate attention from AI. Antimicrobial resistance is the biggest challenge all over the globe, especially in intensive care unit settings. The extensive and unnecessary use of antibiotics has contributed to antimicrobial resistance that increases morbidity and mortality rate. The antibiotic stewardship program is being implemented in very few healthcare institutions due to its intense cost and work. The use of AI has been seen in tackling the rise in antibiotic use and developing an algorithm that effectively controls the use of antibiotics along with diagnostic and treatment applications. Suitable antibiotic therapy could be devised for specific infections or scenarios based on trained datasets of clinical data and suggest appropriate antibiotics for a better outcome. This could help establish antimicrobial stewardship more effectively to combat the nightmares of multi-drug-resistant pathogens [9].




      Early detection is the key to controlling any disease outbreak. Systematic collection and analysis of data will yield vital data on the required tools for controlling the outbreak situation. A supervised hidden Markov model was developed for infectious disease outbreak detection in Germany. The model was used to monitor outbreaks of Salmonella and Campylobacter [10].




      Infectious disease surveillance is carried out as part of public health programs and includes health assessment, surveillance, encouraging health practices, prevention of disease and protection from risks. This can prevent epidemics if carried out efficiently. During public health surveillance, the data collection, analysis, and interpretation are largely time-consuming and error-prone due to the volume of data. The surveillance system is not in place many times due to this constraint and lack of follow-up. The inclusion of AI in the public health surveillance system can bring all three modules of data collection, analysis, and interpretation for the evaluation of public health.




      Several guidelines exist for the evaluation of surveillance systems. Any guidelines specifically check on the aspects of its objectives, components, usefulness, expense, data accuracy, data completeness and quality control. The system can be built on the AI architecture to make it more self-reliant and able to monitor them in real-time. The current problems with the surveillance mechanisms could be addressed with AI using the existing surveillance system.




      In the USA, AI contributed to public health surveillance through the National Electronic Telecommunications Systems for Surveillance (NEDSS) by connecting the health departments of all the states for the collection of information on notifiable diseases. The implementation of NEDSS analysed and responded to different public health issues including infectious disease outbreaks. This was then integrated into the public health surveillance systems across the United States backed by public health professionals and government agencies.




      The applications of AI in the detection of disease outbreak detection expanded to early prediction, findings on the trend, and response monitoring and assessment. The baseline data sparsity was improved with social networking and other measures with the help of deep learning-based models together with statistical assessment. The AI-enabled deep learning, reinforcement learning, knowledge graph, Bayesian networks, and multiagent systems together contribute to public health surveillance and response. The resulting extended data sources, analytics and epidemic modelling and simulation and applications of each response were interestingly very large [11]. AI was utilized to devise novel strategies to dig big data to create the public domain and retrieve meaningful data from the same domain and explore public health surveillance. To improve the sensitivity and specificity of the AI-enabled detection, several indicators were included such as health, environmental, social and economic factors along. This expanded the search criteria and yielded more meaningful as well as sufficient data. Analysis of the spatiotemporal pattern in predicting and assessing the risk of epidemic included information on meteorological information including climatic conditions, socio-economic information and vector transmission. Such trained datasets are used in powerful support vector machines and random forest algorithms in predicting and preventing vector-borne diseases.




      Life-threatening diseases are caused by bacteria, viruses, fungi, and parasites. The discovery of novel mathematical modelling tools focuses on infection detection, analysis and prevention of transmission and monitoring prognosis. The important criteria for the collection of datasets include information on pathogens and their transmission cycle. The preliminary data from primary care are collected and collated by the data scientist. These data are fed in AI-enabled decision support. The resulting outcome is brought for implementation. Reports exist on the importance of machine learning for image processing such are X-rays, CT- and MRI- scans for the identification of early signs of disease. This could be especially useful in developing countries, resource-limited settings and bedside testing, especially for the diagnosis of cancers such as lymphomas. Similarly, for the classification of patients at risk of influenza based on signs and symptoms, the classifiers such as respiratory rate, heart rate, and body temperature have been reported. Patient samples with the use of support vector machines, are classified based on clinical investigation data to identify a suspected illness. Autoregressive integrated moving average (ARIMA) was developed by a team from three countries for predicting infectious diseases. This model was also trained to predict future outbreaks based on recent trends and outbreak reports. The model was effectively tested and used for the prediction of diseases such as dengue fever and tuberculosis. A slightly modified model was analysed for predicting diseases like HIV and tuberculosis in South Africa [12].




      There are two types of learning methods used in AI which include machine learning and deep learning. Machine learning is a subset of AI, that can directly learn and improve accordingly from experience without being programmed explicitly. ML algorithms mainly depend on the characteristic features. Some of the most dominant ML methods include artificial neural networks (ANN), support vector machines (SVM), random forests (RF) and decision trees (DT) [13].




      Deep learning is the subset of machine learning which can solve complex schemes via representation learning. Some of the dominant DL methods include conventional neural network (CNN), long short-term memory (LSTM), and recurrent neural network (RNN) [14, 15].




      A combination of deep learning and its hybrid models such as PSPNet and SegNet with trained datasets of 3000 images from COVID-19-positive patients is used to develop lung computed tomography called the COVLIAS lesion locator test. Compared to MedSeg, COVLIASLesion had a similar benchmark in segmenting COVID-19 lesions in scans reliably [16, 17, 18].




      An AI-based framework that uses a high-performance machine learning classifier called XGBoost (eXtreme gradient boosting) combined with eXplainable artificial intelligence (EAI) methodology was developed for the active surveillance of the West Nile virus. In contrast to the “black box”, where the rationale of the resulting outcome is not understood, explainable AI refers to different techniques that result in an outcome understood by human experts. The decisions made by such AI had a greater impact and it gives more insights into decision-making models.




      Emerging and re-emerging infectious diseases are analysed using dynamical systems theory to identify trends in critical slowdown. The emergence risk is quantified through the collection time of early warning symbols, and an established detection threshold. This approach is found effective for measuring the emergence risk for the study of epidemiological dynamics. For preventing transmission, an enhanced detection system has been developed that utilizes genomic sequence and computer algorithms to match with the closest strain of the etiological agent.




      Cognitive technologies and machine learning in healthcare settings have large benefits. AI technology applications make the lifestyle healthy and easy. In addition, health professionals are benefitted from it in everyday medical practice, clinical management and support.


    




    

      CONCLUSION




      The discovery of novel mathematical modelling tools and the Artificial Intelligence model focusing on infection detection, analysis and prevention of transmission and monitoring prognosis have made decision-making easier. The decisions made by such AI had a greater impact and give more insights into decision-making models. AI was utilized to devise novel strategies to dig big data to create the public domain and retrieve meaningful data from the same domain and explore public health surveillance. Cognitive technologies and machine learning in healthcare settings have large benefits. AI technology applications make the lifestyle healthy and easy. In addition, health professionals are benefitted from it in everyday medical practice, clinical management and support. Therefore, further improvement in AI-based infectious disease surveillance may pave a way for the prevention, and enhanced detection of infectious diseases.




      AI is a highly adaptive technique to be used in complex, dynamic and data-rich environments. This technology is used for various public health surveillance and responses including early detection of diseases outbreak, trend prediction, modeling and assessment. The rapid development of AI techniques in the context of public and private health sectors is highlighted. Similarly, the surveillance of COVID 19 pandemic was discussed in detail with respect to developing public health data for surveillance. AI applications could be broadly enabled and enhanced in the field of public health surveillance and response but with significant challenges.
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      Abstract




      This chapter explores recent Artificial Intelligence (AI) innovations in core engineering domains, especially in Electrical and Electronics Engineering. The major grounds for these innovations arise due to the engineer's work toward the forefront innovative technologies, by contributing in research, design, development, testing, and manufacturing of next-generation equipment. The Electrical and Electronics Engineering expands its research and development methodology in applications with artificial intelligence subsets such as machine learning, deep learning, and data science algorithms. This as an upshot made an industrial revolution 4.0. In the evolution of new generation areas of research and development, which are discussed in this chapter, AI algorithms are implemented in the field of power systems, power electronics, smart grids, and renewable energy technologies. The experimental verification for these innovations has been executed using Matlab/Simulink design environment.
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      INTRODUCTION




      Recently, Artificial intelligence (AI) is a fast-growing field and during the last few decades, it plays an important role in research areas [1, 2]. The goal of AI is to make machines (systems) simulate the intelligence of humans in it such as learning and reasoning. It has numerous advantages and has been effectively implemented in most industrial applications which include image classification,




      speech recognition, autonomous cars, etc. Because of its high potential value, power electronics and power systems also benefit from the evolution of AI, especially in the power module heatsink design optimization [3] and maximum power point tracking control for renewable energy sources such as wind and solar power plants [4, 5]. Autonomous power electronic components can be enabled by implementing/integrating AI with the system. This feature may improve the self-adaptability and self-awareness of the system. In addition, the power electronic component requires a variety of data throughout its life cycle, it can be fulfilled by the development of the internet of things (IoT), sensor technology, and big data analytics [6, 7].




      AI is utilized to extract the data to revamp a product rival by design optimization, automation, system health monitoring, etc. Subsequently, the research in power electronics and power systems (electrical engineering) can be conducted from a data-driven perspective which is advantageous to challenging cases. AI (machine learning) is important in power systems and power electronics due to its nonlinear and complex characteristics such as tuning speed in control implementation, high sensitivity in condition monitoring for aging detection, etc. As a result, there is a demand for an overview of AI in electrical engineering to enhance the combined research in various applications. Based on the literature available in the sources, in this chapter, the applications of AI in electrical engineering are categorized as follows. i.e., design, control, and maintenance.




      Over the decades, applications of AI are almost ubiquitous and experienced spectacular dynamism. The continuously growing research area is the system control and correspondingly the number of publications has also increased over the past few years. Several existing pieces of literature related to AI in electrical engineering are presented here. Neural networks in industrial applications are discussed with the design of network structure, applications, and training methods [8]. The metaheuristic methods for stochastic optimization for power quality and waveform, circuit design, and control tuning are elaborated in a study [9]. By using AI techniques, such as fuzzy logic, metaheuristic methods are discussed [10], and highlighted with examples. A detailed discussion of metaheuristic methods for MPPT in a photovoltaic system is also presented [11]. Fault detection methods via AI technology in power electronics are discussed in most of the literature [12-15]. Nevertheless, it requires more details of the algorithm and a comparative analysis of machine learning methods. Subsequently, the complete review of AI algorithms and applications in electrical engineering is not discussed in detail. From the emerging perspective, this chapter aims to bridge this gap and consolidate the systematic needs of AI techniques in power electronics as well as power systems. Further, AI (fuzzy logic and machine learning technique) is impl-




      emented and compared via MATLAB simulation for electrical engineering applications.


    




    

      PROS AND CONS OF AI IN ENGINEERING




      The advantages and disadvantages of emerging technology, i.e, Artificial Intelligence (AI) in electrical and electronics engineering are detailed in this section.




      Pros of AI in engineering systems are as follows;




      • Reduction in human error




      • Saftey of human labor




      • Speed of decision making




      • Availability (continues working 24/7)




      By looking at the various advantages of AI in the engineering field, we see the other side of the shortcomings of AI discussed below.




      Cons of AI in engineering systems are as follows;




      • Making Unemployment in human society




      • Lack of emotional intelligence




      • High cost and time required for an implementation




      Now, the following pros and cons are understood from the above sections. From this, the integration of AI into electrical and electronics engineering applications can be addressed clearly in the upcoming sections [16].


    




    

      ROLE OF AI IN POWER SYSTEMS




      The most commonly implemented AI algorithms in power system engineering are Expert System Techniques, Artificial Neural Networks, and Fuzzy Logic Systems [16].




      • Expert system is a computer system-based algorithm that incorporates the right decision-making as human experts. This system is used for calculating and determining the parameters and values in Power system generation, transmission and distribution.




      • Artificial Neural Network (ANN) is a collection of interconnected units or nodes called artificial neurons which are an exact structural representation of the human brain with interconnected neurons. The aim of this algorithm is decision-making and problem-solving. In power system applications, ANN helps in stabilizing the system, state estimation, load forecasting, and modeling.




      • Fuzzy logic is a many-valued logic system. As compared with Boolean logic, it is just two values 0 or 1 as output. In power system applications, this algorithm is used for control of power systems such as voltage control, stability control, power flow control, and also stability enhancement and performance improvement of transmission lines.




      There are other AI algorithms and subsets that are also considered for the efficient generation, transmission, and distribution of power and fault detection applications. The AI optimizing techniques make use of genetic algorithms [17]. The AI subsystem includes Machine Learning algorithms, Deep Learning algorithms, etc [18]. Fuzzy-based Neural Network models implementation in the sliding mode control for parallel inverter system present in the Island mode microgrid. Similarly, Artificial Nueral Network (ANN) based Particle Swarm Optimization technique has been adopted in Microgrid optimal energy scheduling [19].


    




    

      ROLE OF AI IN POWER ELECTRONICS




      The applications over power electronics are extended to the recent advances in power system components, particularly in DC microgrids (MGs). However, the systems are seriously affected by instability issues due to the implementation/interfacing of power electronic devices connected with constant power loads. It can be overcome by employing a new adaptive control algorithm that is developed from the accurate system model. To achieve voltage stabilization, Artificial Intelligence -Machine learning technique is utilized in modern systems. In this suggested approach, control parameters are adjusted through online learning of its neural networks (NNs), which is a subset of AI. Since it is an ideal technique to relieve the manpower burden in the analysis and deduction process of parameter design and also has the capability to learn from and interpret external data by tuning its adjustable weights. The accuracy of non-linear functions of any complicated system can be handled by NN easily. Still, there should be some improvements needed in NN to achieve accuracy in unseen data. To deal with these difficulties as inspired by the strong learning capacity of NN, another subset of AI which is Machine learning and deep learning are implemented recently in most power electronics applications.




      Data-driven models are derived from data analysis and the deduction process. Further, evolutionary algorithms take the responsibility for the optimization process. By utilizing these two design steps, power electronics / DC-DC converter, the implemented system’s parameter design becomes accurate and leads to the optimal design. This process can be either human–dependent or machine-dependent based on the system design.




      • In the human-dependent design approach, the analysis and deduction process as well as an optimization process, all are carried out by humans. Many approximations have been done to reduce the complexity of the mathematical expressions and the switches are assumed to be ideal. Besides, as introduced by Lin et al., in the deduction of the output impedance of dual active bridge converter, only lower-order terms in Fourier expansion are considered. But these approximations lead to a computational burden for the designers. While the optimization process is carried out, there is no guarantee for accuracy. The analysis and deduction process time is reduced by eliminating human-dependence, so that Batch normalization -neural networks (BN-NN) are adopted to build a data-driven model. To evaluate the optimization objectives, the simulation process is carried out and then implemented with real-time models under different circumstances. BN-NN model will be more accurate in comparison with a human-dependent model while it has to complicated nonlinear relationships between design parameters and performance. Besides, it can be adopted to predict the functional performance of the new designs.


    




    

      ROLE OF AI IN COMPUTERIZED OPTIMIZATION PROCESS OF POWER ELECTRONIC COMPONENTS




      The automation process is not only utilized for analysis and detection process, further, it can be implemented for optimization also. One of the popular algorithms used in power converters is the genetic algorithm (GA). The power converter design includes continuous space and/or discontinuous space depending upon the requirements. Continuous space design is considered for switching frequency design and discontinuous space (discrete) is considered while involving practical components. Sometimes both cases will be implemented in the design. The most commonly used algorithms are PSO, GA, and ACO (particularly for discrete optimization) [20]. GA performs better compared to other algorithms in terms of mixed-integer (continuous and discrete) as well as fast convergence speed [20]. In a study [21], the author utilized an AI design approach by utilizing the GA algorithm.


    




    

      ROLE OF AI IN RENEWABLE ENERGY SYSTEMS




      Most of the power communities are focussing on the drawbacks present in the renewable energy system due to the eco-friendly nature and non-conventional sources of energy. Renewable sources of energy include Solar, Wind, Biomass, Hydropower, Tidal energy, Geothermal energy, etc. Even though maximum methods are developed for minimizing the defects, here also artificial intelligence, machine learning, and deep learning algorithms are incorporated to make the system efficient. Some of the AI algorithms are AI-based Hybrid forecasting of the wind energy systems [22], and AI-based Smart Renewable energy systems for next-generation smart cities [23]. Also, a renewable energy-based Machine Learning algorithm was developed for stability enhancement of the system as discussed with results in the below sections.


    




    

      MACHINE LEARNING ALGORITHM IN HYBRID ENERGY RESOURCES




      Machine Learning can be classified as supervised, unsupervised, semi-supervised and reinforcement learning. Supervised learning includes the data with inputs and targets, it trains the input data to match the output data with the help of its targets. Here the machine learning Algorithm – GPR comes under the specialization of Supervised learning. This supervised learning has been further categorized as Regression and Classification techniques. The Classification method is used to classify the input data with its discrete labels and Regression is mainly used to predict the continuous data values [24]. Here the Gaussian Process is considered with nonparametric regression which does not analyze prediction in a predetermined form, rather than it makes predictions based on the input data. For the GPR model, the training datasets are defined as follows {D = (xi, yi )} where i = (1,2,3…,n) sequence of data values, x and y denote the input vector and scalar targets or ground truth correspondingly. All the input vectors of n values are collected in X and scalar targets value y as Y, respectively. Input Data X has the data values with noisy or mismatched values and target or ground truth Y has the real values of the system, which is further given to the GPR model for the training process.




      In general, Gaussian process is defined by mean function m(a) and covariance function k (a, a’) of real function f(a) as shown in [24].
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      Where fa' and ma' are the function and mean variance of input data a. The term E denotes expectation for example Eq(a)[z(a)] which means expectation z(a) when x ~ q(a). From the above two equations (1) and (2); the Gaussian Process (GP) can be written as [24],
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      The Gaussian process function is illustrated as gaussian field in Fig. (1), where the gaussian function includes the mean and covariance function as given in equation (3) of the input data. The Input data is given to the Gaussian field, then the function compares it with the observation data (target data) and reduces the variation in the input values by computing the mean and covariance which is further taken as kennel function by GP for their input data, respectively.
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Fig. (1))


      Gaussian Process Function Representation.

    




    

      CREATING DATASET FOR GPR MODEL




      This process involves collecting data from the hybrid energy resources. The dataset combines the input and target data. Input data includes the values of the system response with an error value and target data is the reference value of the system. The data points considered in this system are PV DC bus voltage, wind energy torque, and active power.




      Now, the raw data for GPR is preprocessed to make an efficient training dataset as discussed in the below section.


    




    

      DATA PREPROCESSING AND TRAINING




      The dataset created from the above section is taken for data preprocessing. The data preprocessing task is executed for cleaning, smoothing, and grouping the raw data which is collected for the system with a problem statement. The major factor that affects the efficiency of the machine learning algorithm includes the representation of irrelevant information in raw data and unreliable data gathered for the learning process. This kind of data will do training in order to make the model gather difficult and less amount of knowledgefrom the data.




      The efficient performance of the machine learning model can be determined by data pre-processing which involves creating a final training dataset [25]. Fig. (2), illustrates the data preprocessing method. In this method, the dataset consists of input and its respective targets are the raw dataset. Initially, the input data is taken for preprocessing. Here we utilized a smooth data function from Matlab for the pre-processing act on input data. Smoothing data with move-median parameter removes the outliers present in the raw input data. The smooth preprocessing method includes the Move-median (Mmm) function as in equation (4).
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Fig. (2))


      Pre-processing the Raw data to reduce the outlier for feeding into Machine Learning Algorithm (GPR).



      Where (am, am-1, ………, am-n+1) represents the sequence of input data to be preprocessed. The move-median function works by sorting the middle value as the operation is similar to the median function. This function makes a fine-tuned dataset and increases the efficiency of the model (GPR). After this method, the preprocessed data are given to the GPR model for training and predict the output along with a loss value. These values help in determining the model performance.




      The pre-processed data is trained by the Gaussian Process Regression model. In general, Gaussian Process (GP) is based on the covariance function or kernel function denoted by ka, a' as given in the previous section. The squared exponential kernel function in equation (5) is mostly used in the Gaussian process for better prediction.
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      The term [image: ] is the variance of the noise-free signal, [image: ] noise variance. The covariance function computes the amount of change in two variables (a) and (a'), where both the terms are vectors. The GPR model includes the training input (Xtrain) and targets (Ytrain). For the Train and Test process, the input data are split into 70% and 30% respectively, which can be made to evaluate the model performance and calculate the loss value. The GPR Training Loss is calculated from equation (6), which used Mean Square Error (MSE) loss function. MSE can be calculated by the square of the difference between the target (actual value) and predicted data and its mean as determined in equation (6).
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      In equation (6), Ytrain denotes the target value and y~ denotes the predicted value from the model and n represents the number of input samples. After the training process is completed, if the predicted response a* and the target (Ytrain) are in the same distribution range, then the model is well trained with the data and learned more knowledge about the data. However, if the predicted response is not similar (i.e., it has higher variations), then by varying the kernel function or by training the model with the optimization process by tuning the hyper-parameter, the performance of the model can be improved. The model learning efficiency can also be determined by the loss computation of the trained GP model.




      The GPR model training accuracy and loss value for each data in the Hybrid Microgrid System are listed in Table 1. Initially, the system states and inputs are trained with a loss percentage of 0.72 and in Wind Torque 1, training the loss percentage increases to 1.99 and for other data, the loss percentage decreases, which results in a well-trained GPR model. As a result, data points from Grid Active power reach the lowest loss percentage of 0.70 with 99.3% of accuracy.




      

        Table 1 GPR Model Training Loss & Accuracy Value.




        

          

            

              	Sl.No



              	Data for Training



              	Accuracy



              	Loss

            


          



          

            

              	1



              	System States



              	98.28



              	0.72

            




            

              	2



              	Wind Torque 1



              	98.01



              	1.99

            




            

              	3



              	Wind Torque 2



              	98.52



              	1.48

            




            

              	4



              	PV DC Bus Voltage



              	99.27



              	0.73

            




            

              	5



              	Grid Active Power



              	99.3



              	0.70

            


          

        




      




      The training accuracy for each data is plotted in Fig. (3). From the plot, it is clear that the GPR model is well learned about the uncertainties present in the data. The model training accuracy increases for each data, its shows the efficiency of the GPR model. The accuracy percentage ranges from the lowest value of 98.01% for Wind Torque 1 to the highest value of 99.3% in the Grid Active Power.
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Fig. (3))


      GPR Training Accuracy.

    




    

      CONCLUDING REMARKS




      This chapter provides detailed information relating to Artificial Intelligence, machine learning, and deep learning algorithms incorporated in the electrical and electronics field for various applications. The major implementation methodologies have been discussed. Further, experimental verification of the machine learning algorithm (Gaussian Process Regression) is carried out based on hybrid energy resources data values that are trained. The efficient training of the machine learning model is determined by using the Matlab / Simulink software. This work can be extended to train the dataset with other Artificial Intelligence, machine learning, and deep learning algorithms.
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