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    FOREWORD I




    


    


    


    


    


  




  

    The book focuses on the interesting aspects of the role of Artificial Intelligence in Enhancing Internet of Things-based Cloud Applications. The reader is expected to have some basic knowledge of these three Technical Areas in Computer applications, such as how the sensors sense, connect and convert analog data to the digital formats captured from the physical world data around the human being and the machinery, also, how they interface with Single Board Computers, Micro-controllers, and similar Programmable logic Controllers. The knowledge of the WSN and present state-of-the-art concepts can bring better-added advantages for the readers to understand the contents of this book. The primary knowledge of AI in the broader sense as Machine Learning, Statistical Methodologies, Vision Computing for the feature extraction from images and videos, Text, and Natural Language Processing will be a pre-requisite to a better and easy understanding of the work presented in this book.




    The first chapter of the book discusses Expert Systems, NLP, speech recognition and machine vision. AI has well-proven and established methods in soft computing, such as Artificial Neural networks and fuzzy logic, for handling the vagueness, imprecise and ambiguous nature of the data. In addition, the Evolutionary Computing algorithms for optimization provide satisfactory solutions in some cases. The introductory chapter also brings material on the issues and challenges in AI.




    The IoT comes with the background of Wireless Sensor Networks, Smart Motes, Dusts, and Unmanned Aerial Vehicles. The Internet of Things, combined with the Industrial setups having SCADA systems, Machine to Machines and Cyber-Physical Systems, bring monitoring and predictions of certain important aspects in the picture for the investigation. IoT brings the opportunity to combine the data from several applications from the Industry, Health, Smart-City, Smart Manufacturing, and ready Digital Twins as Proofs-of-Concept. The huge data that may be characterized by the Bigdata philosophy generated from various sources cannot be converted into useful insights unless the algorithm from Artificial Intelligence is utilized. To amalgamate these technologies, it is important to understand the architecture, applications, and use cases in IoT and AI. Chapter 2 provides the discourse on it.




    Cloud-based services and products are an indispensable part of most Manufacturing Industries. The Cloud provides a flexible approach to the users, perhaps to the developers who want to launch microservice-based applications so that the continuous deployment and integration cycles persist. The managed, unmanaged, and Cloud bursts add meticulous flexibility to the Manufacturing Cloud. The Machine Learning, Computer Vision based APIs are accessible from the many established Clouds Services on an on-demand basis. The author has excellently discussed this aspect in Chapter 3.




    The Final chapter discusses the approach to integrating the IoT, Cloud, and AI-based services for effective optimization of resource utilization. There are some interesting protocols at the application layer of the IoT, such as MQTT, COAP, and XMPP. The data pushed from the edge is stored in the Cloud through the Telemetry based MQTT in popular Cloud services. After the data is stored in the Cloud, the Machine Learning Methodologies are applied to the text data, image, video, or mixed datasets.
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      FOREWORD II




      The web of things is a relationship of different gadgets connected with the web, and they can collect and trade information with one another. These IoT gadgets make a great deal of information that should be assembled and looked for essential outcomes by utilizing made mental capacity to coordinate colossal information streams and breaking points of the IoT affiliation. The book subtleties the working of this mixed framework. It has four sections. Chapter 1 deals with Preamble to Man-made Awareness. Chapter 2 inspects the blend of two advances, their plan, applications, and use cases. Troubles and future degrees are fundamental for the readings. Chapter 3 examines the advancement's establishment, applications, use cases, hardships, and future augmentation. Chapter 4 briefs on the system's characteristics, applications, challenges, use cases, and inevitable destiny of the design.
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      FOREWORD III




      The present Machine Learning (ML) is in a mix with the Internet of Things (IoTs)-based cloud applications which assume a critical part in our daily existence. All such associated (intelligent) gadgets produce massive amounts of information that should be inspected and dissected to guarantee that they ceaselessly gain accessible informational indexes and better themselves with no manual impedance. Various ML approaches and strategies that are acquainted in a brief time frame effectively assess enormous information estimations, expanding the IoT's efficiency. It would be hard for intelligent gadgets to progressively pursue smart choices without counting and authorizing ML. The IoT assists with interconnecting different equipment gadgets, such as houses, vehicles, etc., and different gadgets coordinated with actuators and sensors, so information can be gathered and shared. As different associations comprehend the ever-evolving capacity of the IoT, they have started finding different blocks they need to beneficially convey to utilize it. Various associations and organizations use ML to take advantage of the IoT's inert limit. The book introduces 4 chapters that discuss many interesting and intelligent ideas that show how artificial Intelligence helps to tackle situations in the manufacturing and operational ecosystem and machine learning solicitation for IoT and Cloud applications.




      

        Jyotir Moy Chatterjee


        Department of Information Technology


        Lord Buddha Education Foundation


        Kathmandu-44600, Nepal


      


    


  




  




  




  

    PREFACE




    


    


    


    


    


  




  

    Artificial intelligence has a place in the evolution of human intelligence, complicating teleological explanations in which symbolic artificial intelligence is a natural and inevitable result of attempts made over many years to reduce human reasoning to a logical formalism. Due to this, the history of artificial intelligence is not merely the chronicle of mechanical attempts to mimic or replace some fixed idea of human intelligence but also a developing narrative of what intelligence is. IoT can communicate without the need for a human. The related items will gain new capabilities thanks to the Internet of Things. Some early Internet of Things applications have already been created in the healthcare, transportation, and automotive industries. IoT technologies are still in their infancy.




    In contrast, there have been a lot of new advancements made in the integration of items with sensors in the cloud-based Internet. The term "cloud computing" has recently become popular among people who work in distributed computing. It is a concept for providing accessible, on-demand grid admission to a standard, programmable collection of computer aids that can be quickly delivered and discharged with little administration work or service provider involvement. Multiple people think that the cloud will revolutionize the IT sector.




    This textbook is a collection of the authors' suggestions regarding cloud, integration techno- logy, artificial intelligence, and the Internet of Things. The chapters summarize the technology's applications and drawbacks, and suggest future paths by various authors. As it provides greater insight into different technologies, researchers, and students, the collection is profitable for young readers. I want to express my gratitude to Bentham Science Publications for allowing me to write this book. I want to express my appreciation to the management of my college for their help and support. I also want to thank my friends and family for their support.
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      Abstract




      The term manufactured brilliance connotes both opportunities and threats to humanity. As a global trend, intelligence is becoming relevant at almost every level of social behavior, raising both high expectations and serious concerns. Numerous algorithms, models and methods, as well as machine learning, databases, and visualizations, are reflected in artificial intelligence. One of the main benefits is that AI-driven machines adhere to consistently rational algorithmic rules without being biased. Ethical considerations aim to instill morality in machines and make AI-driven robots more human. The process of simulating human intelligence using machines, particularly computer systems, is known as artificial intelligence. Expert systems, natural language processing, speech recognition, and machine vision are some specific applications of cleverness. This chapter explains its working, issues faced by the same and challenges of the technology.
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      1.1. INTRODUCTION




      In ways that complicate teleological accounts of how attempts over centuries have been made to reduce human reasoning to a logical formalism, it led to the natural and inevitable development of symbolic artificial intelligence (AI); artificial intelligence belongs in the history of human intelligence. At various times, human cognitive faculties have been theorized, divided, valued, and devalued in multiple ways. The past also shows that attempts to make human behavior more like a machine often co-occur with efforts to make machines more intelligent. Auto-mation efforts frequently parallel the discipline of human minds and bodies for the efficient execution of tasks, from the metronome's disciplining of factory workers' bodies in the 19th century to De Prony's search for the automatic and unthinking performance of arithmetic in his human computers.




      Real-world applications are increasingly being used by AI programs that lack common sense and other essential human understanding. Even though some people are concerned about super-intelligent, the most dangerous aspect of AI




      systems is that we will trust them too much and give them too much autonomy without fully understanding what they can and cannot do.




      The artificial intelligence landscape [2] consists of economic agents with R&D or industrial AI-related activities and is covered and categorized by the proposed taxonomy, which addresses political, research, and industrial perspectives. As a result, a wide range of core AI-related scientific subdomains and transversal topics, such as applications of the former or ethical and philosophical considera-tions, can be detected by this taxonomy. The concept of rational agents, which are entities that make decisions and act about their environment, including interaction with other agents, is also detected by this taxonomy. Rather than being distinct intelligence subsets, the domains and subdomains are related. The process by which machines convert data into knowledge or infer facts from data is the subject of the reasoning environment. Providing solutions and efficiently representing them, several classifications address knowledge representation and automated reasoning as a field of intelligence. Creating and implementing strategies to carry out some activity, typically by intelligent agents, autonomous robots, and uncrewed vehicles, is the primary objective of automated planning. Without being explicitly programmed, learning aims to learn, decide, predict, adapt, and respond to changes automatically. A machine's ability to identify, process, comprehend and generate information in written and spoken human communications is referred to as communication. The power of systems to sense their surroundings is called perception - hearing, vision, and manipulation. The combination of perception, reasoning, action, learning, and interaction with the environment—as well as characteristics like distribution, coordination, cooperation, autonomy, exchange, and integration—is the focus of the transversal domain of Integration and Interaction. Any infrastructure, software, and platform provided as services or applications—possibly in the cloud—that are available off the shelf and executed on demand to reduce the management of complex infrastructures is referred to as the transversal domain of intelligent services. As intelligent systems, philosophical and ethical issues become more prevalent, attracting citizens' and governments' policy interests. Fig. (1) portrays Taxonomy- Artificial intelligence techniques.




      There are three main ideas in the proposed taxonomy [3]. Artificial intelligence technology is a collection of techniques, algorithms, and methods that allow systems to carry out tasks frequently associated with intelligent behavior. The AI Research Field represents fields of study dependent on AI methods and would not be possible without them. The term application refers to cross-domain appli-cations that use AI to boost performance and ease of use.
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Fig. (1))


      Taxonomy- Artificial intelligence techniques [1].



      The work [4] gives mathematical structures for ART, CNN, and SVM networks. The used taxonomy provides an overview of the literature on the various algorithms of artificial intelligence used to solve this problem, ranging from military applications to other areas of application. Logistics, transportation, armed attack analysis, and communication are areas where they can use artificial intelli-gence in the military. Fig. (2) depicts the same.




      The study [5] looked at four criteria for how intelligence could be used in Iranian library systems- public services, technical services, and management services. Exploratory Factor Analysis is used in work. It is a statistical technique that depicts the variability of observed, correlated variables in terms of potential factors. It looks for such related variations to combine them into a group of variables. In the numerical taxonomy analysis method, the four intelligence techniques groups were identified as evaluation criteria.
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Fig. (2))


      Proposed taxonomy [4].



      The writing [6] suggests using technology to make data easier to read and more accessible through unnatural brilliance. It makes things more straightforward. The report recommends using technology to make data easier to read and more accessible through artificial intelligence. XBRL is a component of the choice architecture for government regulation, which uses nudging to sway mass consumers toward a preferred option. A taxonomy connects to XBRL. The article incorporates ethical considerations and develops a taxonomy to increase public understanding of artificial intelligence applications. The taxonomy is inductively derived from the offerings on the robot-advice market or includes the existing ethical codes for using robots and artificial intelligence.


    




    

      



      1.2. BACKGROUND




      Compared to interacting with a computer, cell phone, or other smart device, humans perceive and interact with robot machines with a higher physical appearance. Robots must not only meet a level of strength, robustness, physical skills, and improved cognitive ability based on intelligence to succeed in a human-driven environment; they also need to complete a social impetus and be ethically conscientious. There are a lot of obstacles in the way of designing and building social robots. One of the most important is making robots that can meet the needs and expectations of the human mind by having cognitive capabilities and being friendly. Socio-Cognitive Robotics is the interdisciplinary study and application of robots that can teach, learn, and reason about how to behave in a complex world. It has evolved and verified through a series of projects to develop advanced and modern technology-based systems to support learning and know-ledge functions. It is beginning to play an influential role in societies worldwide. The technology of social robotics offers several advantages, but it also presents obstacles that it must prepare organizations to overcome through legal and ethical means. Fig. (3) represents the Evolution of Artificial Intelligence.
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Fig. (3))


      Evolution of Artificial Intelligence [7].



      

        



        1.2.1. Medicine




        Human-shaped mechanical artistry constructed of leather, wood, and artificial organs was presented to the Emperor Mu of Zhou in the third century in China when the first humanoid automaton was first mentioned. The US Department of Defense quickly grew interested in the numerous challenging mathematical problems that computers began to tackle over the years. Artificial cleverness is regarded as an area of engineering that employs fresh ideas and creative app-roaches to tackle complex issues. Computers may one day be as clever as people if advancements in technological speed, capacity, and software coding are made in the future. Fig. (4) depicts the Evolution of Artificial Intelligence in medicine.
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Fig. (4))


        Evolution of Artificial Intelligence in Medicine [8].



        Over the past five decades, artificial intelligence in medicine has developed significantly. The development of machines that could make inferences or decisions that could previously only be made by humans was the primary focus of early intelligence. Joseph Weizenbaum introduced Eliza [9]. Its use of natural language processing was able to mimic human speech through pattern-matching and substitution techniques. It was the foundation for chatterbots in the future. Shakey [10], the first mobile robot capable of interpreting instructions, was developed at the Stanford Research Institute. Shakey could comprehend more detailed instructions and carry out the necessary actions.




        In 1973, a time-shared computer system called the Stanford University Medical Experimental–Artificial Intelligence in Medicine SUMEX-AIM [11] was developed to improve networking capabilities among numerous clinical and biomedical research institutions. Three distinct programs make up the causal-associational network known as the CASNET system [12] - model-building, consultation, and the collaboration's creation and upkeep of a database physician could benefit from this model's guidance on patient management by applying information about a specific disease to individual patients.




        MYCIN [13] might be able to provide a list of potential bacterial pathogens and then suggest antibiotic treatment options that are tailored to the patient's weight. Using the same framework as EMYCIN [14] and a more extensive medical knowledge base, INTERNIST-1 [15] assists primary care physician diagnoses. The University of Massachusetts released the decision support system DXplain [16]. A differential diagnosis helps with the symptoms you enter into this program. In addition, it serves as an electronic medical textbook with additional references and in-depth disease descriptions. DeepQA [17] analyze unstructured content data using natural language processing and various searches to generate probable answers. Fig. (5) represents applications of Artificial intelligence in healthcare. Table 1.1 represents the development of healthcare technology by 2026.
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Fig. (5))


        Applications of Artificial Intelligence in Healthcare [8].



        

          Table 1.1 Development of technology by 2026 [18].




          

            

              

                	Areas of Development



                	Percentage



                	Countries Incorporating the Methodologies

              


            



            

              

                	Hospital surgical centres and clinics



                	40%



                	North America; Europe; Asia Pacific; South America; Middle East and Africa

              




              

                	Clinical research organization



                	20%

              




              

                	Government defence institutions



                	15%

              




              

                	Research and diagnostic laboratories



                	22%

              


            

          




        


      




      

        



        1.2.2. Education




        The objective of present and future educational initiatives should be to improve students' preparedness for a world with artificial intelligence [19]. The rhetoric around its complexity and progress may sound both inspiring and terrifying for primary children because it is a young and developing technology. The goal of its education should be to demystify technology, close the gap between it and daily life, and assist students in acquiring fundamental knowledge and abilities. According to studies, students' perceptions of their intelligence preparation can significantly impact how they learn and decide to study in the future. Students should be prepared for an AI-infused future by teaching and learning synthetic brilliance. Fig. (6) portrays the structural model of measured variables.
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Fig. (6))


        Structural model of measured variables [20].



        In 1998, some works expanded the definition of education to include informal learning and workplace training [21]. This comprehensive viewpoint is provided by the Cognitive Tutor ecosystem [22], which in 2006, introduced the technology and a curriculum. Cultural traditions, systems, and ways of knowing are con-sidered in an interactive learning environment. Education is a socio-cultural phenomenon [23], and it was one illustration of the variety of applications for technology in 2012.


      




      

        



        1.2.3. Engineering




        Generally, acquiring domain information to add to an expert system's knowledge base is a significant undertaking. It has occasionally proven to be a bottleneck while creating an expert system. An inductive learning method for automatically acquiring knowledge is the extraction of knowledge in the form of IF-THEN rules. A series of examples act as input for an inductive learning program. The goal of the inductive learning program is to identify sets of characteristics that models in particular classes have in common and then use those characteristics to create rules with the IF part acting as conjunctions and the THEN part working as the classes. The hybrid technique uses predicate logic, which is more potent, to program inductive reasoning, while propositional logic describes examples and represents new concepts. Fig. (7) depicts the System Engineering Lifecycle com-prised of the AI modelling cycle.
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Fig. (7))


        System Engineering Lifecycle comprised of AI modelling cycle [24].



        Another population-based global optimization technique is particle swarm opti-mization [25], which permits several individual solutions, or “particles,” to wander around a hyper-dimensional search space in search of the optimum. Every particle has a location vector and a velocity vector, which are modified after each iteration by learning from the local best that each particle independently discovered and the most recent global best discovered by the entire swarm. PSO techniques incorporate problem-solving attempts in a social network and are suitable for optimizing exceedingly complex systems and have thus been successfully implemented. These approaches model a scenario where several candidate solutions coexist and collaborate simultaneously.




        The ant colony optimization method [26] imitates how real ants behave in their colonies, using pheromones to communicate with one another and completing complicated tasks like finding the quickest route from the nest to food sources. An expert system [27] is based on the knowledge of human specialists established through established knowledge systems; in artificial intelligence research, the expert system develops the earliest and most effectively. The expert system is frequently utilized in the engineering fields of construction, geological exploration, material engineering, geotechnical engineering, underground engine-ering, petroleum chemical industry, and others. Table 1.2 represents the details of the development of the automobile industry by 2026.




        

          Table 1.2 Development of technology (automobiles) [28].




          

            

              

                	Areas of Development



                	Percentage



                	Countries Incorporating the Methodologies

              


            



            

              

                	Bus transportation



                	28%



                	North America; Asia Pacific regions

              




              

                	Train transportation



                	45%

              




              

                	Troll usage



                	27%

              




              

                	Car utilization



                	19%

              


            

          




        


      


    




    

      



      1.3. WORKING OF ARTIFICIAL INTELLIGENCE




      Machine learning, natural language processing, and robotics are all subfields of artificial intelligence using practically any area of medicine. Artificial intelligence has seemingly endless potential to advance biomedical research, medical edu-cation, and healthcare provision. Artificial intelligence can play a role in diagnostics, clinical decision-making, and customized medicine thanks to its robust capacity to integrate and learn from massive volumes of clinical data. The ability of the sophisticated virtual human avatars to hold meaningful conver-sations has implications for the identification and management of psychiatric disorders. Since synthesized intelligence technology has a great potential to endanger patient preference, safety, and privacy, a fresh set of ethical concerns is created by the powerful technology that must be discovered and managed. Fig. (8) represents the dimensions of Artificial Intelligence. Fig. (9) re-presents developing AI models.
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Fig. (8))


      Dimensions of Artificial Intelligence [29].
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Fig. (9))


      Developing AI models [24].



      The work [30] addresses some moral problems of applying artificial intelligence in healthcare and medical education. The most challenging issues include managing the increased risk to patient privacy and confidentiality. It defines the lines between the doctor's and the machine's roles in patient care and changes how future doctors are educated to prepare them for impending medical practice changes. The discussions on these issues will help stakeholders build realistic perceptions of what cleverness can and cannot achieve, enhancing physician and patient knowledge of AI's role in health care. Intelligence-trained physicians will benefit from anticipating potential ethical issues, finding feasible remedies, and suggesting legislative recommendations.




      The questionnaire survey [31] was carried out using Wenjuanxing, a mainland Chinese online survey platform that serves the same purpose as Amazon Mechanical Turk. Each participant who knew intelligence received 3 yuan. The survey returned four hundred ninety-four valid samples. 46.1% of the respondents were female, and 53.8% were between 18 and 22. All fears were assessed in-dependently, including those related to privacy violation, discriminatory behavior, job replacement, learning, existential risk, ethics violation, artificial consciousness, and lack of transparency. The factor model of AI anxiety was evaluated using first-order confirmatory factor analysis. The model's fundamental adaptation index was considered and found to meet the requirements of factor analysis. It was assessed how well the model fits the overall system, including Internal coherence, dependability, and convergence.


    




    

      



      1.4. ISSUES AND CHALLENGES FACED BY AI




      

        



        1.4.1. Legal Issues




        The legal system faces both practical and conceptual difficulties due to AI's growing influence on society and the economy. Two of the fundamental conceptual challenges are the real problem of controlling the actions of autonomous machines and the difficulties in assigning moral and legal respons-ibility for harm caused by autonomous machines. It must confront the issues of foreseeability and causation, but courts have always had to adjust the rules for proximate causation as technology has changed and developed. Although limiting the harm caused by AI systems after they have been designed is difficult due to the control issue, it is not more difficult to regulate or direct AI development before its development. Distinctness and opacity can be dealt with through the legal system. Numerous other technologies, both modern and less so, share AI's discreteness. Fig. (10) depicts the Ethical management of AI framework.


      




      

        



        1.4.2. Building Trust




        Many aspects of our lives are supported by trust [34], and some of the most fundamental relationships in a person's life require it. Without faith, it would jeopardize many critical social bonds, and trust may be one of the most basic attitudes or behaviors in human interaction. We would become paranoid and isolationist if we did not have even a tiny amount of trust in other people because we would be afraid of being tricked and hurt. A belief in a person's trust-worthiness is often necessary for placing trust in them, but the two are not the same. For confidence to work, one or more skills may be required.AI used in healthcare should accurately predict the onset of tumors, AI used in self-driving vehicles should be able to transport individuals to their destinations safely, and AI used in the insurance industry should accurately detect fraudulent claims. Fig. (11) represents the Hybrid artificial intelligence model.
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Fig. (10))


        Ethical Management of AI Framework [32].
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Fig. (11))


        Hybrid artificial intelligence model [33].

      




      

        



        1.4.3. Software Malfunction




        Organizations are adaptive systems that constantly work to push the boundaries of their efficiency to get closer to perfection. Organizations dealing with complex tasks, uncertainty, and the significant and apparent penalties of irreversible error are especially susceptible to this. Human weakness is frequently seen as the root of organizational inefficiency or failure [35].




        For two decades, artificial intelligence researchers invented new branches, used them, and solved difficulties to improve performance. Artificial intelligence has been around since the dawn of time. Scientists have attempted to employ it in many fields since its inception. Expert systems—with various definitions-;emulate human experts' work in computer models or programs using five key elements: a knowledge base, working memory, inference engine, external inference, and user inference. Despite its lengthy history, artificial intelligence is being actively used today.




        With various ML techniques and artificial intelligence, the current effort [36] intends to provide a non-invasive and affordable diagnostic tool for the early detection of a minor bearing problem in an induction motor. Scratches and holes are regarded as defective factors. A three-phase engine serves as a study sample. First, an experiment is carried out under various load conditions, and the fast Fourier transform analysis is used to determine the frequency spectrum of the load current. The machine learning and deep learning algorithms are trained using the features that were retrieved. Finally, the distinction between machine learning and deep learning is assessed, and its application to identify motor faults is examined. Fig. (12) represents the same.
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Fig. (12))


        Proposed model [36].

      




      

        



        1.4.4. AI-human Interface




        The Human-Centered Artificial Intelligence framework [37] explains how to design for high levels of human control. The high levels of computer automation improve human performance, recognize situations where complete human control or full computer control is required, and steer clear of the dangers of too much human power or computer control. The new objective is to achieve high levels of both human control and automation, making it more likely that computer applications will be reliable, safe, and trustworthy. By utilizing unique computer features like sophisticated algorithms, advanced sensors, information-rich displays, and potent effectors, designers are more likely to develop technologies. These methods enhance human performance as they move beyond thinking of computers as our teammates, collaborators, or partners. By clarifying human responsibility, designers can also support the human capacity to invent creative solutions in novel contexts with incomplete knowledge. Fig. (13) portrays archi-tecture of Smart Campus.
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Fig. (13))


        Architecture of Smart Campus [38].

      




      

        



        1.4.5. Productivity




        An intense debate has erupted regarding the present and future effects of AI on society due to the profound social and economic shifts brought about by the implementation and growth of AI applications in the production of goods and services, transportation and logistics, or the provision of services. There are clear indications that almost all other industries are increasingly taking advantage of the opportunities presented by a new level of automation by AI technologies, even though developments in AI concentrate on the telecommunications, software services, and electronics manufacturing sectors. Quantitative analyses to measure the effects of AI on economic outcomes like growth, productivity, and employ-ment are becoming increasingly necessary in light of these contradictory predictions. However, the requirement for high-quality firm-level data is a significant obstacle. A more upbeat body of research asserts that it can leverage the disruptive nature of AI technology through task automation, uncertainty reduction, the recombination of existing innovations, and the generation of new ones. Economic theories predict that technological advancement will have a positive effect on productivity. Hopes for reversing the persistently negative productivity trend and revitalizing the economy as a whole were raised by recent advances in AI technology and its vast applicability. Through a variety of channels, AI has the potential to increase productivity. These channels include the automated recombination of existing technologies, the reduction of uncertainties due to increased forecast precision, and, more generally, the generation of inno-vations. Fig. (14) portrays the Artificial intelligence framework.
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Fig. (14))


        Proposed Artificial intelligence framework [39].

      


    




    

      



      1.5. OVERVIEW OF THE BOOK




      Industry 4.0 refers to several advancements, including the Internet of Things and artificial intelligence. While the last alternative can combine artificial intelligence and its methods, these support points account for the contemporary web of things, information, and inquiry. The process of developing intelligent machines that carry out tasks requiring human understanding, such as direction, speech acknowledgment, etc., is known as artificial intelligence. This cycle needs to think and be able to correct itself. Learning is the acquisition of knowledge and the application of rules; thinking is the application of rules to reach approximate or precise conclusions. Decentralized AI, blockchain thinking, the intellectual pro-wess of objects, machines, and other cutting-edge advancements all use AI in some way. The most significant way to collect data, analyze it, and see how it is used for applications like medical care, housing, smart farming, and intelligent vehicles, is through the coordination of AI and IoT. The second chapter describes the integration's architecture, applications, difficulties and open issues.




      In today's culture, distributed computing is crucial and enables various appli-cations, from virtual entertainment to framework. As long as it complies with the requirements of the Nature of Administration, such a framework should be able to adjust to shifting demands and expanding usage while reflecting social orders' communication and reliance on robotized figuring frameworks. Along with practical advancements designed to meet the demand for developing registration applications, these frameworks are becoming empowered. Future appli-cation licensing has to distinguish between fundamental advances. Cloud service providers like Facebook, Google, and Amazon deploy many cloud server farms to meet various nature administration needs. As Web of Things applications rely on the dependability of cloud administrations, cloud registering platforms can provide a cohesive connection point over the diverse assets in those applications. The cloud-AI architecture, applications, difficulties, and future perspectives are covered in the third chapter.




      Modern approaches include the cyber of items, stockpiles, datasets, and artificial intelligence. They revolve around the means of knowledge transfer. It includes several communal functions like business, education, recreation, housing, finance, healthcare, business, administration, and production. IoT uses cyber to connect the entire world to cyberspace and a virtual planet, producing some information. The environment of the repository calibration encourages the approach to knowledge and builds conclusions using dataset analysis and equipment training. The fourth chapter describes the integration's traits, uses, and open problems. The fifth chapter discusses the use cases of the amalgamation of sub-systems.


    




    

      CONCLUSION




      Artificial intelligent systems are programs that give computers the ability to behave in ways that give the impression that a person is competent. A subfield of computer science called artificial intelligence is capable of analyzing complex data. It can utilize its ability to find significant relationships in data collection to anticipate outcomes in various situations. Intelligent behavior is a discipline of science and engineering involved with computational understanding. In every subject, academics have looked into the possible uses of intelligent methods since the middle of the previous century.
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