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    Computational chemistry is a very diverse field that uses computer simulation to assist in solving chemical problems. By using methods of theoretical chemistry, incorporated into computer programs, we can calculate the structures and properties of molecules. In general, computational results normally complement the information obtained by chemical experiments, It is widely used in the design of new drugs and materials. The focus of Frontiers in Computational Chemistry is to present different techniques used in drug discovery and the drug development process. Topics falling under this umbrella include computer aided molecular design, drug discovery and development, lead generation, lead optimization, database management, and the development of new computational methods or efficient algorithms for the simulation of chemical phenomena including analyses of biological activity. In this volume, we have collected six different perspectives in the application of computational methods towards drug design.




    Chapter 1: Computer-aided molecular design in computational chemistry




    This chapter combines thermodynamics, and numerical optimization to design good or optimal molecular structures with many of them are completely novel. Advances in chemical modeling in the last few decades have greatly benefited CAMD relating chemical structures to properties at several levels of accuracy (molecular mechanics, semi-empirical, ab initio). Though CAMD often uses semi-empirical modeling techniques for their simplicity and efficiency, new approaches incorporating more accurate methods are emerging. In this chapter, the significant advancement, applications of CAMD in the single component product designs, challenges in progression, and the future perspective in designing the chemical compounds by using “computer-aided molecular design” (CAMD) tools is provided.




    Chapter 2: Role of Ensemble Conformational Sampling Using Molecular Docking & Dynamics in Drug Discovery




    Molecular recognition involved in protein interaction with each other or various small molecules with a high specificity and affinity to form a specific complex, constitutes the basis of all processes in living organisms. These interactions can be studied through multiple computational approaches including docking, MD simulation etc. In this chapter, the theoretical background of molecular docking, classical MD simulations, MD-based enhanced sampling methods and hybrid docking-MD based methods are highlighted, demonstrating how protein flexibility has been introduced to optimize and enhance accurate protein-ligand binding predictions. Overall, the evolution of various computational strategies is discussed, from molecular docking to molecular dynamics simulations, to improve the overall drug discovery and development process.




    Chapter 3: Molecular Dynamics Applied to Discover Antiviral Agents




    Molecular Dynamics (MD) remains a valuable tool in optimizing the ligand-protein complexes and understand the ligand binding modes and drug resistance mechanisms in viruses. It is useful for filling in the details about the microscopic events that take place in mere millionths of a second, which experimental methods cannot. Molecular dynamics (MD) simulations utilizes simple approximations based on Newtonian physics to simulate atomic motions. This chapter deals with the concept and applications of MD simulations, as well as their applications in the discovery of drugs against Coronaviruses (SARS-, MERS-CoV, and SARSCoV-2); Influenza (INFV); Chikungunya (CHIKV); Zika (ZIKV); Dengue (DENV); Ebola (EBOV); and human immunodeficiency virus (HIV). This will contribute a great source of helpful information that could be utilized for designing new compounds against neglected diseases.




    Chapter 4: Pharmacophore modeling approach in drug discovery against the tropical infectious disease malaria




    Despite remarkable improvement in overall global health, Malaria remain a major health problem in the developing world. The crucial role of chemotherapy in curtailing the deleterious health and economic impacts of malaria has invigorated the search for new antimalarial drugs. Among computational approaches pharmacophore modelling is widely employed in identifying the new molecules that trigger the desired biological activity. Due to their simplistic and abstract nature, pharmacophores are both perfectly suited for efficient computer processing and easy to comprehend by life and physical scientists. This chapter aims to provide the pharmacophore concept, pharmacophore modelling methods and its applications in modern computer-aided drug design.




    Chapter 5: Advances in computational network pharmacology for Traditional Chinese Medicine (TCM) research




    Traditional Chinese Medicine (TCM) is well-known for its use of medicinal herb combinations to treat the functional disorders which naturally followed the principal of network pharmacology. In this chapter, systematically the methodologies of network pharmacology in TCM studies are discussed followed by its application on TCM against COVID-19. The forefront study examples are also included to collate and analyze the advantages and limitations of different computational techniques.




    Chapter 6: Progress in Electronic-Structure Based Computational Methods: From Small Molecules to Large Molecular Systems of Biological Significance




    In recent years, understanding of biological systems using electronic structure theory based computational methods with applications to biology and medicine has gained increased interest. Recent computational approaches that account for the effects of electron correlation to a high degree and computational methods that seek to describe large molecular systems with reduced computational cost seek further attention. In this chapter special attention to the computational methods capable of describing phenomena relevant to biological activity and drug discovery and development, as well as the design of new materials relevant to understanding complex biological systems are highlighted.
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      Abstract




      In molecular design techniques, thermodynamic properties are predicted through computational tools. Besides, the simple prediction methods explain the space of molecular design while quantum mechanics can accurately predict the properties without any kind of experimental data; however, it is a bit challenging. Therefore, in this chapter, the significant advancement, demurrers in progression, and the future perspective in designing the chemical compounds via using “computer-aided molecular design” (CAMD) tools will be elucidated. Since the interest in designing novel and advanced compounds is increasing with time, traditional methods are not efficient now. This is the key factor in the advancement of CAMD tools. The work advancement different classes of methods that predict the properties will be explained in the chapter. Applications of CAMD in the single component product designs, mixture designs, and also in integrated product designs will be evaluated. All the difficulties while operating the designs and also in obtaining the results and future perspectives will be reviewed. COSMO-CAMD successfully designs novel promising solvents in the liquid-liquid extraction of phenol from water; therefore, it will be explained thoroughly. Some would debate that theoretical tools in computational chemistry can now come up with eager understandings of any chemical process. Yet, the goblet of effective and reliable prediction of compound reactivity has remained fugitive. Favorably, recent developments in the electronic structure theory, which is based on both concepts, element, and rank-scanty, along with the appearance of the highly sophisticated computer architecture, prominently increased the time and length scales that can be simulated using molecular dynamics. This opens the door for the newly proposed ab initio nanoreactor method. Therefore, ab initio methods will be studied completely because we argue that due to this development in molecular designs, the holy grail of computational discovery for complex chemical reactivity is entirely within our reach.
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      Introduction




      Chemistry is all about the molecules and also their conversions. So two basic questions that arise in chemistry are:




      (i) Which type of molecule should be designed for the required applications?




      and




      (ii) How can the molecules be designed selectively and efficiently?




      It was very challenging due to errors in the synthetic strategies. In the last era, the computer has revolutionized this field by the development of theoretical models that ranges from the electronic structure of the molecule to molecular dynamics as well [1].




      Computer-aided molecular design (CAMD) is the process of generating molecules with desired properties that compare with the definite targeting characteristics. The relationship discipline of the CAMD in the development of quantitative structure-activity was explained for the first time by Hansch and Fujita in the 1960s [2]. CAMD is defined as the given arrangements of building blocks and predetermined arrangements of targeted possessions, which conclude the molecule or atomic structure that coordinates these characteristics [3].




      The capability to design molecules with required chemical and biochemical processes is quickly turning into reality. This ability reveals the theoretical introduction in chemistry for the invention of new methods, as well as new computing power control in order to apply for the detailed molecular model analyses [4]. By the group contribution, computer-aided molecular design is the inverse property prediction which has given a lot of attractive properties. For example, it is proposed to discover a mix of basic gatherings and consequently a sub-atomic structure, fulfilling the property determinations. According to the appropriate property measures, the potentially feasible molecules may also be ranked [5].




      To design good or optimal molecular structures, the CAMD combining with numerical optimization, thermodynamics, and molecular modeling techniques performs well. By the group, contribution approaches in the computer-aided molecular design the compounds or a mixture of compounds are presented in such a way that the collection of functional groups have a set of the specified range of properties. For the computation of property value, the CAMD can be applied to various types of problems, and in most cases, it produces more than one solution, including the choice of refrigerants, development of drugs, and innovation of separation processes, as well as finding the design of solvents for the polymers and paint industries.




      The CAMD is limited for both, mixtures and pure compounds due to less availability of computing functions, accuracy, and reliability of the models employed to predict the targeted properties [6]. For the efficiency, simplicity, and accuracy of optimal molecular structures of CAMD, the semi-empirical modeling and modern combinatorial optimization are used for CAMD, which ultimately enables the optimization over staggeringly large design spaces which would be inaccessible otherwise [7].




      By using the state equation (EoS) and semi-empirical group contribution methods, the CAMD techniques have been used by many authors for the optimization of Organic Rankine Cycle (ORC), which led to the possibility of combining with the operational parameters such as temperature and pressure as well as are used for working fluid design with ORC system design systematically [8].


    




    

      



      Methods




      

        



        Markovian Chemicals “in silico” Design (MARCH INSIDE)




        At the beginning of the 20th century, Markov’s chains were used in different fields such as astronomy, physics, biology, and chemistry. The use of the Markovian process increased tremendously in the fields of epidemiology, and medicine, and artificial intelligence due to methods that are based on the mathematical approach. For analyzing biological sequence data and for the detection of new genes from open reading frames, Markov models are considered useful tools. These models are also used in protein domains and multiple sequence alignment of proteins. It has been used as particle cascades to solve the problems related to many electrons in quantum mechanics by the Monte Carlo method [9].




        The molecular structure is represented by many modest descriptors that help the chemist to codify structural information in pharmacological terms [10]. The stochastic nature and simplicity of the Markov chain attracted attention of researchers for their use as meaningful descriptors. Before 2002, the usage of stochastic matrix formalism as a basis of molecular descriptors was not common [11]. For the first time, Markov chain formalism was used by Gonzalez to classify molecular structures towards virtual screening and discovery of fluckicidal drug. It was then extended to the study of protein structure-property relationships.




        In this method, the molecular structure is codified by using numerical indices in Quantitative Structure Activity Relationship (QSAR) studies which are called molecular descriptors. The anticancer and non-active compounds are distinguished by using QSAR.


      




      

        Methodology




        The descriptors used in MARCH-INSIDE cover the area of information about theoretical background and highly supple model of intermolecular electron delocalization. Molecular connectivity is well explained by this model. It also elaborates the effect of the heteroatoms in electron distribution throughout the drug backbone at the same time. These two features are considered important aspects of QSAR [12].




        Consider a hypothetical condition in which, at an arbitrary preliminary time (t0), atoms are free in space. On the other hand, imagine a real situation in which electrons distribute themselves around atomic cores in a manner that is different they retain in the stationary state due to disturbance caused by some external factors [12]. A model to find the prospects within which electrons move around atom's cores in discrete time intervals tk until a static electron density distribution appears can be developed by using MCH. As shown in Fig. (1) this model will explain the probabilities (kpij) within which electron moves from one atom ai at time t0 to other atom aj during discrete time intervals tk (k=1, 2, 3,……) and throughout chemical bonds. This model is stochastic as it explains the molecular connectivity [9].




        The selection of the MCH process is not capricious. As it is clear from quantum physics that labeling of electrons cannot be used as a distinguishable parameter between them. This statement has been considered as the principal of the indistinguishability of identical particles and MCH strictly follows this principle. This means that the MCH based model of electron distribution can not be categorize by electron labeling. The MCH process only considers the exterior layers of atomic cores as a state of MCH. The matrix used in MCH is 1П having elements pij [12]. This matrix is known as a 1-step electron-transition stochastic matrix. 1П is built as a square table of order n, where n shows the number of atoms in the molecule. The transition possibilities within which electrons move from i to j in intervals are represented by 1pij. The electron-withdrawing strength of atoms is codified by the elements of 1П (1pij). The movement of electrons around the atoms is described by the Morkov chain in two scales, which are represented by short term and long term scale. In short term scale of time (t1-t0=1) 1П explains the random movement of electrons, while long term the movement are described by the Chapman-Kolgomorov equation:
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Fig. (1))


        Representation of random electron distribution in the Markovian model (Drawn by using Chemdraw ultra 12.0).
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            	(1)

          


        




        This simply explains the relation kП (kpij) =1П (1pij) which explains the possibilities according to which electron moves to atom j from atom i in time tk. In Fig. (2) the calculations of short-term probabilities are shown. This approach uses the electronegativity scale that differentiates between sp3, sp2, and sp carbon as shown in Fig. (2) [13]. The prospects of electrons come back to the initial state at different times are by MARCH-INSIDE software. Both, electronic and topological facts about the molecular structure are codified by using molecular indices calculated by MARCH-INSIDE [14].


      




      

        



        Statistical Analysis using MATCH-INSIDE




        A modest QSAR using MATCH-INSIDE methodology can be developed by using this notation:
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            	(2)
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Fig. 2)


        Definition and calculation of the 1П matrix for a specific case. The element symbol is used to represent the value of electronegativity (Drawn by using Chemdraw ultra 12.0).



        In these molecular indices, SR Пk is used to represent the structure and their activity is represented by ACA (anti-cancer activity). ACA=1 for anticancer compounds and ACA=-1 for non-active compounds [9]. The bk denotes the coefficients of the classification function. For discrimination of anticancer/non-anticancer compounds, QSAR develops the use of the 11SR Пk as molecular descriptors [15]. The efficiency of the model can be resolved by examining the Wilks’ λ statistic, Mahalanobis distance, and the percentage of classification [16].


      




      

        Iso-Contribution Zone Analysis (IZA)




        The total atom involvement in anticancer activity in MARCH-INSIDE can be calculated by using the breakdown of total descriptors into atomic descriptors. For example, the molecular descriptors used for chloroform can be decomposed as SRПk(CHCl3)= SRПk(H)+ SRПk (C) + 3 SRПk (Cl) [16]. To explain the contribution of atoms the values of atomic descriptor are switched in the QSAR equation. QSAR model connects the chemical structure of drug target, or both with biological activity [10, 14, 17]. A summary of steps used in QSAR-based drug discovery is shown in Fig. (3).


      




      

        DENSITY FUNCTIONAL THEORY (DFT)




        DFT method is considered as one of the prominent methods that are used to elaborate the chemistry and science of solids. The framework of density functional theory has correlated many chemical concepts [18]. The most vital parameter in DFT that explains all the chemical quantities is called electron density p(r). The parameters calculated by the Schrodinger equation are compared with parameters calculated via electron density p(r), the former can be applied. The limitations of wave mechanics is minimized by DFT in the field of reaction chemistry [19]. Fundamental modes are overestimated by the DFT method to attain a noticeably better agreement between theory and experiments [20].
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Fig. (3))


        Flowsheet to predict new drugs using QSAR (Drawn by using Chemdraw ultra 12.0).



        Molecular structure, Mulliken's charges, spectroscopical investigation, corrosion inhibition, NBO, HOMO-LUMO analysis, single-point energy, electron correlation energy, non-linear optical (NLO) properties are investigated by using the DFT method [19]. Different types of functionals are used in DFT such as LSDA, B3LYP, CAM-B3LYP and WBa7XD, BPV86, B3PW91, MPW1PW91, HCTH. The most suitable functional is B3LYP, and it is mostly used as 6-31 G (d, p) basis set. B3LYP is Beck’s three parameters hybrid model with the Lee-Yang-Par correlation functional [18, 20, 21].




        The theoretical calculations of molecules/compounds by DFT are carried out by using the Gaussian 09 package program and Gauss view molecular visualization program. Here, different approaches are used for different analyses as discussed.


      




      

        



        Geometry Optimization




        The molecules are optimized to obtain the most stable and symmetric structures having lower energy [22]. The method calculates force on each atom by evaluation of their gradient of energy concerning the atomic position. The optimization process stops when a point reaches where forces on atoms are zero. The optimization process begins with the usage of a small basis set then moves to a higher basis set [23]. To accomplish this, the steps used are shown in Fig. (4). The information obtains from this calculation include:
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Fig. (4))


        General workflow for optimization using DFT (Drawn by using Chemdraw ultra 12.0).



        (i) Atomic coordinates of the optimized molecule




        (ii) Atomic distances and angles




        (iii) Frontier Molecular Orbitals eigenvalue (Hartees)




        (iv) Mulliken atomic charge




        (v) Dipole moments




        The optimization of structure provides information about the global minimum energy as well as the symmetry of molecule [24]. The distribution of charge is reflected by dipole moment. The frontier molecular orbitals (FMOs) determine the properties including chemical reactivity, molecular stability, and electron ability [25]. In Fig. (5) optimized structure and HOMO- LUMO are shown [22].


      




      

        



        Spectroscopical Analysis




        

          



          2.2.1. UV- Vis analysis




          The keyword used for UV-vis analysis of molecules in the DFT method is TD-DFT. TD-DFT is a time-dependent calculation based on the DFT method. The wave function of MOs according to which they oscillate between the ground and excited state is obtained by TD-DFT method B3LYP/ 6-31G (d,p) shown in Fig. (6) [24].
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Fig. (5))


          Represents (a) chemdraw’s structure, (b) optimized structure, (c) HOMO and (d) LUMO orbitals (Optimized by Gaussian software).
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Fig. (6))


          General workflow for UV analysis using DFT (Drawn by using Chemdraw ultra 12.0).

        




        

          



          FT-IR Analysis




          The vibrational frequencies are also calculated by using the DFT method B3LYP 6-31 G (d,p) basis set in the gas phase [26]. The main objective of the vibrational analysis is to find the vibrational modes associated with a specific molecule. General workflow of FT-IR analysis using DFT is shown in Fig. (7).
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Fig. (7))


          General workflow for FTIR analysis using DFT (Drawn by using Chemdraw ultra 12.0).

        




        

          



          NMR Analysis




          To calculate the NMR spectrum of any molecule in DFT is calculated by using the keyword “NMR” [24].General workflow for NMR analysis using DFT is shown in Fig. (8).
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Fig. (8))


          General workflow for NMR analysis using DFT (Drawn by using Chemdraw ultra 12.0).

        




        

          



          Non-Linear Optical (NLO) Analysis




          NLO analysis includes polarizability and hyperpolarizability that characterize the response of a molecule/system in an electric field. The NLO properties of any




          system can be calculated by using the B3LYP method, 6-31 G (d,p) basis set [25]. General workflow for NLO analysis using DFT is shown in Fig. (9).
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Fig. (9))


          General workflow for NLO analysis using DFT (Drawn by using Chemdraw ultra 12.0).

        




        

          



          COSMO-CAMD: Optimization Methods Based on Computer-Aided Molecular Design using COSMO-RS




          There is a significant part of Computer-Aided Molecular Design (CAMD) in the processing and designing of the products. Particularly, in chemical process to identify the solvent has a key role. Proper use of solvents is significant for the purification of the product. Solvent type and molecular design in CAMD for the identification of molecules depend upon the desired characteristics of molecule [27]. There is an essential role of solvents for the determination of success of any specific reaction in a liquid-phase chemistry. If the solvent is changed it can initiate or stop the reaction processing, ultimately affecting the formation of the desired product, and manuplating the chemoselectivity of proposed reaction [28].




          In the current era, techniques of CAMD have been established based on SAFT type of equations which explain the whole thermodynamic scenario completely. Although the designs of new molecules are still dependent on the first order of contribution method. In new methods, COSMO-RS is successful for the selection of the solvent, it predicts the equilibrium and calculates solubility. In the analysis of tailor-made ionic liquid, pharmaceutical compounds, and those compounds which are processed without entries of the database, COSMO-RS is used [27]. COSMO-RS and COSMO-SAC both are alternatives, which are used to calculate the thermodynamics of mixture and have more significance than UNIFAC and SAFT because they have binary interaction parameters that enhance their importance [28].


        




        

          



          Framework of COSMO-CAMD




          First of all the CAMD problem is formulated and optimized in the following form.
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              	(3)

            


          




          Thermodynamic properties can be predicted by COSMO-RS which depends upon the molecular structure y and it is calculated as the objective function know as F (y). In the solvent design, equality constraints are denoted by h (y) while the g (y) are inequality constraints [27].


        


      




      

        



        Ab Initio Method




        This method is based on quantum mechanics and it is used to calculate the stationary states of electrons in the electronic field of atomic nuclei, such as electronic structure. Basic information on the displacement of nuclei is given by the energy of the ground state which determines the macroscopic properties. After a few years of the Schrodinger wave equation, in 1920 the first applicable theory was formalized and after 50 years solution of this equation for many-body problems was successfully given. The main significance of the ab initio method is due to its independence on the experimental data. Parameters would not be calibrated and fitted as in the semi-empirical method. So we can use this method for the calculation of structural and mechanical properties of the hypothetical system [29].




        The initial point of all that follows is non-relativistic quantum mechanics that depends upon the Schrodinger wave equation.
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        In its position representation in conjugation with the standard Hamiltonian
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          Born-Oppenheimer Approximation




          It is one of the most widely used treatments which is also called an adiabatic approximation method. It explains the fact that mass of nuclei is three to four times greater than the mass of electron and any change in nuclei position will change the position of electron immediately. So for the calculation of a good approximation nuclei should be considered stationary. The non-relativistic effect can also describe many-electron effect of relativistic effects which are not essential and can be explained through the equation:
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          where, H is the Hamiltonian effect of many electrons while Ψ is the wave function and E is the en energy of the system [29].


        




        

          Recent Developments in the Ab Initio Method




          The basics of theoretical chemistry lie between quantum and statistical mechanics. It was much needed that thermodynamic properties would be calculated through computational quantum calculations [30]. For this purpose quantum calculation of eigenvalues, En was required to obtain the thermodynamic function. After that, they can be used in the standard formula for the partition function [31].
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          where β = 1/kBT. And it gives the Helmholtz free energy F = - kBT ln Z. it can be done easily through ab ignition calculations for the simple molecules but in this calculation by computing the energy eigenvalue En, the temperature melting material cannot be calculated [32].




          In the recent modifications of the ab initio method, it was possible to calculate the melting properties in the field of thermodynamics [33]. Now almost all the mandatory ab initio concepts can calculate the vast range of the characteristics of condensed phase, that consist of the phase diagram, surface adsorption phenomenon having free energies, solubilities, and heat-equilibrium concentration. The key role of the ab initio method in the practical field of thermodynamic calculations was recorded [30].




          With more advancements in the theory of the ab initio method, it is possible that electronic energies can be calculated within the range of chemical accuracy (<1 kcal/mol). Although there are still many challenges such as, how to present a large no of ab initio calculations faithfully [34].


        




        

          



          Ab Initio Crystal Field for Lanthanides




          To define the structures of bands having luminescence and also the magnetic properties are the main characteristics of the crystal field (CF) of lanthanide compounds [35]. Several descriptions explain the stark effect of splitting the electrostatic field and the model of angular overlap that tells about splitting of weak covalence atomic levels up to 4f. A hybrid version of crystal fields was proposed to explain these two effects [36].




          In the recent era, interest for lanthanide complexes has been increased tremendously that encouraged many researchers to situate onward new computational tools to investigate the CF in lanthanides. Recent techniques developed were SIMPRE and PHI, these both are based on electrostatic models. SIMPEW is a powerful tool to obtain a prediction of some statistic and dynamic magnetic properties given the molecular structure but before performing any sophisticated characterization [37] while the PHI is powerful too which is used to calculate the magnetic properties of large spin system and complex orbitally degenerate system [38].




          A large no of independent parameters are used in these methods. Although extraction of all parameters in the low symmetric complexes is a bit problematic and one other infeasible factor is the poor ability to transfer crystal field parameters analogous to the single ligand [39].




          Currently, ab initio has proved itself as a reliable tool to explain the low lying multiples of lanthanide complexes with high accuracy. It also allowed the explanation from first principle of magnetic properties of transition metal complexes and lanthanides as well. Splitting of zero field and pseudospin operators of the Zeeman interactions [40].




          The methodology is described precisely. CF acting on the electronic shell, nl, of a lanthanide ion is explained by the following equation.
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          where Oqk is stevens operator and depends upon the angular coordinates, while Bqk is the parameter of CF of the rank k =2, 4, 6, for nl=4f [41].


        




        

          



          Hartree-Fock Method




          This method is used to attain the picture of mean-field. The smallest compounds even containing hundreds of atom with tens of thousands of electrons. For example, a quantum dot of 2nm having 2000 electrons was studied and in this case, the old method used to solve the many-body wave function was not successful. Approximations cause tractability to the problem faced. For this purpose, the simplest and ancient formulated method is the Hartree-Fock (HF) approach. This theory was formulated for solving the Schrodinger wave equation of electron for the certain values of the nuclear coordinates. It was assumed that in the Hartree-Fock many-electron wave function can be written as an appropriately formalized product of single-electron orbital.




          In this system, a single electron will face the electrostatic interaction from the central nuclei and surrounding electrons. It is self-consistent in which the mean-field is used to determine the orbitals of the electrons [42]. HF is also based on the Pauli exclusion principle that explains that two or more identical fermions can not occupy the same quantum state [43]. Ab initio calculations for optical reaction of the molecules having chiral centers are reported through the Hartree-Fock method. Origin independence can also be guaranteed by atomic orbitals of the Gauge and they are also known as London orbitals. It focuses on the dependence based set calculated rotations [44, 45].


        




        

          



          Ab Initio Nonreactors




          The currently introduced way to make easy approaches in theoretical chemistry is ab intio nanoreactor. Nanoreactor contains many basic elements. First, the furious electronic structure method is necessary which can calculate the dynamic properties of hundreds of atoms in the nanoseconds. Secondly, various kinds of event gradation schemes should be added that may speed up the reaction. The third element should be the automated analysis method which recognizes the reaction that is done in simulation. And the final element should be the sophisticated method for MEP determination [1].


        


      




      

        Group Contribution Method




        The group contribution method (GC) was used to estimate the molecular structure and pure component properties of the fragrance that are estimated as contribution of the summation property representing the molecular structure of all groups of fragrance. For the accurate prediction of various physical and any other properties like colors or odor of a molecule as well as viscosity, dielectric constant, melting and boiling points of the structures, viscosity, and octanol-water partition coefficients, etc. the GC method was also used. Fragrances are commonly used in our daily products like perfumes, cosmetics, household cleaners, and toiletries. Natural and synthetic essence alignment is added to different products to enhance their sensorial properties like in toothpaste were added to give cool mint flavor as well as added into the perfumes and household cleaning products for a fresh smell and it influences their mood, image, and even personality. The amalgamation of odors in a significant number of these items improves the assessment of the items by the consumers and nonetheless, various sorts of scents are figured for various applications, and hence have various prerequisites notwithstanding their smells [46].




        The methodology of the fragrant molecules involves following steps with the aid of ML tools and CAMD:




        Step 1: Requirements of the Defined Fragrant Molecule




        Fragrances are essentially worked as perfumes, scents, or flavourants and hence their lastingness and charm are significant. The use of scents through surrounding space permits fumes to diffuse and inevitably seen by individuals around with certain force and character, relying on their stability, composition and the evaporation of the fragrant molecules in the molecular interaction which diverges from one form to another [47]. Indeed, most fragrances have three sections of smell including the base note, heart note, and top note depending on the maximum, intermediary, and lowest dissipation rate of the fragrant molecules respectively [48]. From the progression of discernment by clients, it may be determined that the desires in scheming of fragrant molecules containing smell character and physicochemical properties include product structure, dissipation, dispersion, condition, and wellbeing.




        Step 2: Conversion of Product Attributes




        The recognized features of the product are converted into quantifiable characteristics and the requirements engaged with the configuration of fragrant molecule are changed over to physiochemical possessions including vapor pressure (vaporization), dissemination coefficient (dispersion), boiling and liquefying points (product structure), solubility constraint (solubility), density and viscosity (rheology) and LC50 (wellbeing).




        Step 3: Model Selection of Property Prediction




        The objective properties should be assessed by utilizing appropriate prescient property models. The group contribution-based methods are utilized to anticipate applicable properties while for the prediction of scent a rough set model is used [49].




        Step 3.1: Sensorial Requirements Fulfilled by Rough Set Model




        The odor properties in inaugurating the ML models are taken as the main possessions to find out odor characteristics of the fragrant molecules and Eq. 9 portrays the methodology to relate with sub-atomic structures by establishing the ML models for their main characteristics. In Eq. 9, the OC (OP) is the scent assets yield taken from the method, [s1, s2,...., sn] is the molecular signature descriptors, [m1, m2,…., mn] is the model parameters used to prepare ML capacity and foc (op) is the ML function algorithms.
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        Key steps of ML tools




        Step 3.1.1: Classification of Fragrance and Database




        A database is created by Keller and Vosshall and is considered as an important step for the ML models to prepare the model boundaries. The data set which is utilized in this wok experiment contains the rating of 55 healthy peoples on the scent pleasantness of 480 different atoms. Of the 480 particles present in the information base that have somewhere in the range of 1 and 28 non-hydrogen atoms, 420 atoms have oxygen atoms, 53 have sulfur atoms, 73 have nitrogen atoms and 2 atoms have halogen molecules. In this study, subjects were given a slider that they moved along with a line in which the scent pleasantness information was assembled. The final situation of the slider was converted into a scale from 0 to 100. In this investigation, the last smell charm estimation of every atom was acquired by averaging the scorings of the 55 healthy humans. The scent information was recorded individually and their recognition for the most prevailing odor characteristics covering 20 classes such as “blossom”, “grass”, “wood”, “garlic”, “fish”, “organic product”, “sweet” and “musky” etc., was tested.




        To simplify the model, twenty decisions relating to the 20 scent attributes in the information-based on Keller and Vosshall are classified regarding their scent pleasantness shown in Table 1 . The lower limit of the “pleasant” atoms was set at 50 because, in the first informational index, commonly alluring scent qualities (for example sweet, bloom, wood, grass, organic product, etc.) had scent pleasantness values over 50. The upper limit of “unpleasant” particles was set at 19 because, in the first informational collection, commonly repulsive scent qualities (for example ammonia, sweat-soaked, musky, acrid, garlic, fish) had smell charm values under 20. For odor attributes that had scent pleasantness between the middle of these limits were named “niche” as they might be lovely to certain peoples yet unsavory to other people [49].




        

          Table 1 Odour characteristics categorizations.




          

            

              

                	Scent Pleasantness Ranges



                	Fragrance Characteristics



                	Number of Molecules Present in these Categories

              


            



            

              

                	50-100



                	Pleasant



                	270

              




              

                	20-49



                	Niche



                	157

              




              

                	0-19



                	Unpleasant



                	49

              


            

          




        




        In the above-mentioned table, the 4 molecules were not examined because they contain ions that cannot be characterized by molecular signatures. Therefore, of the 476 atoms, 369 were utilized as trainers while the other 107 were used as a validation set.




        Step 3.1.2: Representation of Molecular Structure




        Fragrant atoms can take numerous structures, with even little changes in substance structure offering ascend to various scents. In the previous century, chemists have endeavored to associate smell of an atom to its sub-atomic structure, bringing about a wide and fluctuated assortment of proposed structure-odor relationships (SORs) [50]. The endeavors to associate scent properties to atomic structure are normally interrupted by the way that a given underlying adjustment can actuate a sensational change in smell properties in a single circumstance while having practically no impact on the other [51]. For instance, adding a methoxy group (- OCH3) to benzaldehyde changes its fragrance from almond-like to aniseed-like. A QSAR model has been created by Amboni et al. to foresee the scent of different aliphatic esters. This QSAR has utilized a blend of topological and electron topological directories and these QSAR models comprise numerous topological records that are utilized to recognize the subclasses of fragrances and smell intensity [52]. Fragrant particles can be as intricate as appeared in Fig. (10A) which shows Iso E Super, the most regularly utilized fragrant atom which has a woody fragrance, or is as basic as appeared in Fig. (10B) which shows methyl propionate, a sweet fragrance.




        
[image: ]


Fig (10))


        Shows the molecular structures of Iso E Super and Methyl propionate (Drawn by using Chemdraw ultra 12.0).



        Step 3.2: Physical Property Modeling




        Group contribution techniques are utilized to analyze the specialized objective characteristics and the molecular structures are communicated for formulating the structure of fragrance molecule up to first-order groups. The GC characteristics-assessment model Eq. 10 is used for this purpose, where Ci is the first-order group contribution that happens many times.
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        Step 4: Models Represented by Molecular Signatures




        In the following step, property prediction and ML representations are characterized by molecular signatures that can be utilized at the same time in the improvement method as well as rough set model is already created in this step so that no further transformation is required. However, for the physical property prediction, the GC-based is used to apply and establish the molecular signature equivalent first-order group’s property. For example, C1(C) is the carbon atom that is attached to the other carbon atom with three hydrogen atoms thus, CH3 is utilized as the corresponded group and if C4 (=OOC) is used then there is no need for any hydrogen in the final molecule to confirm that no intersecting of groups takes place so that the simplest equivalent group is used.




        Step 5: Formulation of the Optimization Model




        The Mixed Integer Linear Programming (MILP) optimization method is used to formulate fragrant molecule and in this model, the target purpose is set to expose the requirements in atomic characteristics and structure of the fragrant molecule. The imperatives for physicochemical sub-atomic possessions are assessed by utilizing the property prediction models and concerning the sensorial desires that designed molecules should have the desired odor characteristics, the principles produced from RSML are utilized to confirm certain sub-atomic structures which are available while others are missing adhering to the rule that arrange a particle as “attractive”. As there can be different principles created with the unpleasant or rough set that can order a particle as “pleasant” [53]. The following rules must be followed for the possible molecular structure:





        

          	In the molecular structure of fragrant molecule, there should be no free bonding.




          	In the rest of the molecular structure, there should be a bond present in the molecular signature because it represents connection between the atoms present in the other molecular structure at a different level.




          	The cyclic and non-cyclic bond between the atoms must be consistent because the same atom is colored differently and in the property prediction method, the atom shows different property contributions.


        




        Step 6: Verification




        In this following step, the produced fragranced molecules are confirmed regarding actual smell by first inspection whether the atom exists in database or not, and in case of the absence in the database, the scent molecule is identified by searching literature if it is not already present in literature which means the properties of these new molecules have not been studied yet. Accordingly, experimental authentication would be needed to check desired characteristics of these particles. If the produced fragrant particle doesn't display the ideal behavior, the unpleasant or rough set model can be returned and prediction accuracy of the fragrant molecules improves through revamped method [54]. The whole step-wise presentation is summarized in Fig. (11).


      




      

        



        Continuous Molecular Targeting (CoMT−CAMD)




        The continuous molecular targeting computer-aided molecular design (CoMT-CAMD) accomplishes the immediate coupling among dissolvable and measurable properties while dodging the discrete determination in incorporated problem design. The CoMT-CAMD structure is nonexclusive in nature and it is dependent on the PCP-SAFT condition of state [55]. Whereas the most past CAMD methods utilize thermodynamic models which were only pertinent at low pressure, while the integration of the state equation model takes into consideration a sound description of high-pressure systems [56]. The CoMT-CAMD method is successively validated for the case of carbon dioxide catch by an ingestion/desorption measure and all the outcomes of the CoMT-CAMD technique give a structure to a genuinely all-encompassing plan and consider nonincremental in the improvement of novel solvents.




        
[image: ]


Fig. (11))


        The design methodology of the fragrant molecule through GC-CAMD method (Drawn by using Chemdraw ultra 12.0).



        Bardow et al., introduce the continuous molecular targeting-computer aided molecular design (CoMT−CAMD) method to solve molecular design process optimization problems simultaneously without preselection of entrant material [57]. CoMT−CAMD is used to permit the direct coupling of molecular structure through a thermodynamic physical-based method for the process performance. In equation 11, CoMT−CAMD method eases the limit of p̅ from separate value to continuous space and a list of top real solvents is used to optimize the problem of nonlinear molecules in these parameters of the solvent p̅ and procedure variable x̅ are optimized simultaneously. For the Organic Rankine Cycles working fluid optimization the CoMT−oMToptimized simultaneously. For the Organic R. et al., [58].
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        The CoMT method of computational studies is a schematic method and its thermodynamic model can be used to determine its accuracy and the PC-SAFT condition of state considers an extensive depiction of characteristics of the thermodynamics of actual fluids having excellent accuracy. PC-SAFT explains quantity of the residue traditionally but by applying a quantitative structure-property relationship (QSPR) and by connecting different assistant physical properties, the actual component parameter of the model can be assessed.




        Proceedings of the CoMT model are done in two steps, in the first step problem of optimization is solved which explains hypothesis of the optimized molecule with p̅opt vector parameter at optimal x̅opt conditional process. In the second step of CoMT categorize the actual molecules with overall best performance.




        1st Step: Targeting Molecules with the Optimization Process




        In the first step of the CoMT−CAMD method, the molecular parameter, and process to be optimized with variables is performed simultaneously. The incorporated design solution of the problem is found with programming of the nonlinear gradient but written as a non-linear optimization problem and compared to equation 11. The mathematical error is explained in more detail as given below,
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        As shown in equation 11, where x̅ indicated all the variables used in the process but here mark a difference between the problem induced in optimization of the degree of freedom variable x̅, the enduring process variable represented as y̅, p ̅ represents the solvent molecular parameters and minimize f which is single function objective process depends on the x̅, y̅. According to equation 11, the molecular parameter of the solvent p̅ and the process variable x̅ represents the integrated problems of the degree of freedom in the continuous domain n 9 where n = m + D. With the corresponding optimal process conditions and the parameters of the molecular solvents in the solution of the optimization problem should be vector and in this step of CoMT the search space of the molecules are constrained for the molecular parameters to avoid the extreme hypothetical behavior of the molecules. For this purpose, in the database of this method, the space parameters of the convex hull are designed by the real molecules of the molecular parameters. In equation 12, the problem formulation is considered as the process constraints nonlinear inequality, g (x̅, y̅, z̅), and the convex hull is written as the set of linear inequality constraints which describes all convex hull fronts of the planes [59].


      




      

        2nd step: Mapping Step for Best-Performing Components Identification




        The mapping step of the CoMT process identifies the similar behavior of real substances as an optimal molecule and their similarity is measured by objective function. In the mapping database, I is included for every real substance and by the expansion of the second-order Taylor series the fi is the approximate value around hypothetical molecular parameter p̅opt of the objective function, as:
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Fig. (12))


        Flowsheet of the CoMT-CAMD method (Drawn by using Chemdraw ultra 12.0).



        The real substances are presented by p̅i which is considered as the molecular parameter of vector, the fopt is the objective function of optimal value and concerning the molecular parameter at the optimum, the Hessian H(p̅opt) and Jacobian J(p̅opt) are the first and second derivatives of fopt objective function, respectively. The objective function of molecular derivatives does not contain information that how to process constraints are affected by the changes in molecular parameters g(x̅, y̅, p̅), these constraints violate optimal parameters through small changes because these are not active at optimum conditions. To represent potential violation of process requirements the estimated value of gi inequality constraints, around the value of gopt measured from the first-order series of Taylor at optimum condition is taken as:
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        According to the estimation with eq 14, the components that cannot violate constraints are further evaluated from eq 13 and at the optimum condition, Jg(p̅opt) is the g derivatives concerned from p̅. So, according to the objective function, the approximated value of all components is ranked and called a “mapping list”. In eq 13, the component which has minimum value of fi, its optimization is done very fastly and is considered as the best performing component in mapping list but the other components must be scrutinized if their inflammability, corrosivity, noxiousness, or any other health risks are required [60]. The data flow sheet is shown in Fig. (12).


      


    




    

      



      Conclusion




      Computer-aided molecular programs are used to design and compute the new molecules theoretically as it was very challenging due to errors in the synthetic strategies. In the last era, computer has revolutionized this field by the development of theoretical models that range from the electronic structure of the molecule to molecular dynamics as well. In this chapter, six well-known methods of computational chemistry are discussed through which one can design and calculate molecule theoretically to check the feasibility of reaction and also the energy required to derive the reaction. MARCH-INSIDE method covers the area of information about theoretical background and highly supple model of intermolecular electron delocalization and elaborate molecular connectivity. To attain a noticeably better agreement between theory and experiments, DFT methods can be used. The method COSMO-RS is successful for the selection of the solvent. It predicts the equilibrium and calculates solubility. Ab initio nanoreactor method is the furious electronic structure method that is necessary to calculate dynamic properties of hundreds of atoms in nanoseconds, and various kinds of event gradation schemes are added that may speed up the reaction. CoMT-CAMD technique gives a structure to a genuinely all-encompassing plan and considers no increment in the improvement of novel solvents. In all discussed methods, DFT is the most commonly used method due to its accuracy and easy availability.
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