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Preface to the first edition




Robert R. Rich, Thomas A. Fleisher, Benjamin D. Schwartz, William T. Shearer, Warren Strober





Clinical immunology is a discipline with a distinguished history, rooted in the prevention and treatment of infectious diseases in the late nineteenth and early twentieth centuries. The conquest of historical scourges such as smallpox and (substantially) polio and relegation of several other diseases to the category of medical curiosities is often regarded as the most important achievement of medical science of the past fifty years. Nevertheless, the challenges facing immunologists in the efforts to control infectious diseases remain formidable; HIV infection, malaria and tuberculosis are but three examples of diseases of global import that elude control despite major commitments of monetary and intellectual resources.


Although firmly grounded in the study and application of defenses to microbial infection, since the 1960s clinical immunology has emerged as a far broader discipline. Dysfunction of the immune system has been increasingly recognized as a pathogenic mechanism that can lead to an array of specific diseases and failure of virtually every organ system. Pardoxically, although the importance of the immune system in disease pathogenesis is generally appreciated, the place of clinical immunology as a practice discipline has been less clear. As most of the non-infectious diseases if the human immune system lead eventually to failure of other organs, it has been organ-specific subspecialists who have usually dealt with their consequences. Recently, however, the outlook has begun to change as new diagnostic tools increasingly allow the theoretical possibility of intervention much earlier in disease processes, often before irreversible target organ destruction occurs. More importantly, this theoretical possibility is increasingly realized as clinical immunologists find themselves in the vanguard of translating molecular medicine from laboratory bench to patient bedside.


In many settings, clinical immunologists today function as primary care physicians in the management of patients with inmune-deficiency, allergic, and autoimmune diseases. Indeed many influential voices in the clinical disciplines of allergy and rheumatology support increasing coalescence of these traditional subspecialities around their intellectual core of immunology. In addition to his or her role as a primary care physician, the clinical immunologist is increasingly being looked to as a consultant, as scientific and clinical advances enhance his or her expertise. The immunologist with a ‘generalist’ perspective can be particularly helpful in the application of unifying principles of diagnosis and treatment across the broad spectrum of immunologic diseases.


Clinical Immunology: Principles and Practice has emerged from this concept of the clinical immunologist as both primary care physician and expert consultant in the management of patients with immunologic diseases. It opens in full appreciation of the critical role of fundamental immunology in this rapidly evolving clinical discipline. Authors of basic science chapters were asked, however, to cast their subjects in a context of clinical relevance. We believe the result is a well-balanced exposition of basic immunology for the clinician.


The initial two sections on basic principles of immunology are followed by two sections that focus in detail on the role of the immune system in defenses against infectious organisms. The approach is two-pronged. It begins first with a systematic survey of immune responses to pathogenic agents followed by a detailed treatment of immunologic deficiency syndromes. Pathogenic mechanisms of both congenital and acquired immune deficiency diseases are discussed, as are the infectious complications that characterize these diseases. Befitting its importance, the subject of HIV infection and AIDS receives particular attention, with separate chapters on the problem of infection in the immuno-compromised host, HIV infection in children, anti-retroviral therapy and current progress in the development of HIV vaccines.


The classic allergic diseases are the most common immunologic diseases in the population, ranging from atopic disease to drug allergy to organ-specific allergic disease (e.g., of the lungs, eye and skin). They constitute a foundation for the practice of clinical immunology, particularly for those physicians with a practice orientation defined by formal subspecialty training in allergy and immunology. A major section is consequently devoted to these diseases, with an emphasis on pathophysiology as the basis for rational management.


The next two sections deal separately with systemic and organ-specific immunologic diseases. The diseases considered in the first of these sections are generally regarded as the core practice of the clinical immunologist with subdisciplinary emphasis in rheumatology. The second section considers diseases of specific organ failure as consequences of immunologically mediated processes that may involve virtually any organ system. These diseases include as typical examples the demyelinating diseases, insulin-dependent diabetes mellitus, the glomerulonephritides and inflammatory bowel diseases. It is in management of such diseases that the discipline of clinical immunology will have an increasing role as efforts focus on inetervention early in the pathogenic process and involve diagnostic and therapeutic tools of ever-increasing sophistication.


One of the major clinical areas in which the expertise of a clinical immunologist is most frequently sought is that of allogeneic organ transplantation. A full section is devoted to the issue of transplantation of solid organs, with an introductory chapter on general principles of transplantation and management of transplantation rejection followed by separate chapters dealing with the special problems of transplantation of specific organs or organ systems.


Appreciation of both the molecular and clinical features of lymphoid malignancies is important to the clinical immunologist regardless of subspecialty background, notwithstanding the fact that primary responsibility for management of such patients will generally fall to the haematologist/oncologist. A separate section is consequently devoted to the lymphocytic leukemias and lymphomas that constitute the majority of malignancies seen in the context of a clinical immunology practice. The separate issues of immune responses to tumors and immunological strategies to treatment of malignant diseases are subjects of additional chapters.


Another important feature is the attention to therapy of immunologic diseases. This theme is constant throughout the chapters on the allergic and immunologic diseases, and because of the importance the editors attach to clinical immunology as a therapeutic discipline, an extensive section is also devoted specifically to this subject. Subsections are devoted to issues of immunologic reconstitution, with three chapters on treatment of immunodeficiences, malignancies and metabolic diseases by bone marrow transplantation. Also included is a series of chapters on pharmaceutical agents currently available to clinical immunologists, both as anti-allergic and anti-inflammatory drugs, as well as newer agents with greater specificity for T cell-mediated immune responses. The section concludes with a series of chapters that address established and potential applications of therapeutic agents and approaches that are largely based on the new techniques of molecular medicine. In addition to pharmaceutical agents the section deals in detail with such subjects as apheresis, cytokines, monoclonal antibodies and immunotoxins, gene therapy and new experimental approaches to the treatment of autoimmunity. The book concludes with a section devoted to approaches and specific techniques involved in the diagnosis of immunologic diseases. Use of the diagnostic laboratory in evaluation of complex problems of immunopathogenesis has been a hallmark of the clinical immunologist since inception of the discipline and many clinical immunologists serve as directors of diagnostic immunology laboratories. Critical assessment of the utilization of techniques ranging from lymphocyte cloning to flow cytomeric phenotyping to molecular diagnostics are certain to continue as an important function of the clinical immunologist, particularly in his or her role as expert consultant.


In summary, we have intended to provide the reader with a comprehensive and authoritative treatise on the broad subject of clinical immunology, with particular emphasis on the diagnosis and treatment of immunological diseases. It is anticipated that the book will be used most frequently by the physician specialist practicing clinical immunology, both in his or her role as a primary physician and as a subsequent consultant. It is hoped, however, that the book will also be of considerable utility to the non-immunologist. Many of the diseases discussed authoritatively in the book are diseases commonly encountered by the generalist physician. Indeed, as noted, because clinical immunology involves diseases of virtually all organ systems, competence in the diagnosis and management of immunological diseases is important to virtually all clinicians. The editors would be particularly pleased to see the book among the references readily available to the practicing internist, pediatrician and family physician.










Preface to the fourth edition




Robert R. Rich, Thomas A. Fleisher, William T. Shearer, Harry W. Schroeder, Jr., Anthony J. Frew, Cornelia M. Weyand





How much has changed since publication of the 3rd edition of Clinical Immunology in 2008? Plenty! And we hope that we have successfully captured the essence of those changes with this new edition. Perhaps the most difficult changes to follow relate to continuing refinements in our understanding of the molecular complexities in the pathogenesis of immunologic diseases (how many kinases/interleukins/transcription factors can there possibly be?). Moreover, the complexities aren't limited to molecular pathways; they also extend to the diseases within the purview of clinical immunologists. Clinicians continue to be intrigued by the seemingly paradoxical behavior of immune responses as exemplified by the growing realization of the two-sided coin closeness of immunodeficiency and autoimmunity. Thus, experts in immunodeficiency, allergy and rheumatology now find increasingly common discourse in the evaluation and management of their patients. We further believe that this increasing appreciation of complexity offers additional, and oftentimes more specific, targets for control of immune responses and hence new avenues in the prevention and treatment of diseases of inflammation and immunity.


An obvious new feature of the 4th edition reflects appreciation of how the continuing proliferation of such targets can impact progress in disease management (many of which are, in fact, practice-based rather than molecular). Hence we have challenged chapter contributors to share their specialized expertise in immunologic diseases or mechanisms in order to predict how new opportunities in science or clinical practice might be translated into improved patient care. Many authors happily accepted the challenge, providing a new section of their chapters that is specifically focused on anticipated advances in translational research and accompanied by summary boxes entitled “On the Horizon”. We believe that these predictions can fertilize the creativity of translational immunologists, both clinicians and basic scientists. Indeed, reflecting the commonality of mechanisms and pathogenetic pathways across the spectrum of immunologic and inflammatory diseases, we add an editorial prediction—that some of the most useful ideas put forward by authors of one chapter will bear fruit in the minds of translational physicians and scientists working on quite different diseases.


Much of the content of this edition will be familiar to users of previous editions. In one (albeit rather massive) full-colored volume we have again attempted to balance Principles with Practice. We have emphasized the use of summary boxes in multiple “flavors” to provide a concise summary of essential points in the text. A significant number of new chapters and new authors have been added. In recognition of an increasingly global readership, chapter authorship has become more international. And, in keeping with remarkable advances in innate immunity, readers will notice that broad principles of inflammation and its roles in immune defenses and disease pathogenesis again demand increased attention.


In the tradition of the previous editions, we have pursued the goal of providing a comprehensive overview of disorders of the immune system useful to specialists in clinical immunology and its various organ-based subspecialties. But we have also attempted to anchor our consideration of immunologic diseases in their practical management. To that end, we trust that the book can serve not only as a key resource for clinical immunologists, but also as a useful adjunct to the libraries of generalist physicians. We hope that we have again accomplished that ambitious goal.


Finally, we recognize the essential contributions of numerous individuals in addition to the editors and authors who have made this 4th edition a reality; in particular we thank Ms. Rachael Harrison of Elsevier for her unflagging dedication to both its quality and its timely completion.
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Part One


Principles of immune response










1 The human immune response




Robert R. Rich





Clinical immunology is a medical subspecialty largely focused on a specific physiologic process, inflammation, that is essential to good health, particularly in defense against pathogenic organisms and recovery from injury. But inflammation, mediated by the cells and soluble products of the immune system, is also a powerful contributor to the pathogenesis of diseases that affect virtually every organ system. A consequent challenge for clinical immunologists, both clinicians and basic scientists, is to reduce a dizzying array of disease descriptions to a systematic approach to disease management or prevention and to translate new discoveries and concepts into more effective treatment or prevention.


This introductory chapter is directed to non-immunologist clinicians and researchers. It is based on the notion that appreciation of fundamental aspects of immune responses will facilitate understanding of immunologic diseases. The chapter is structured as an introduction to the interacting elements of the human immune system and their disordered functions in diseases. The subtleties are described in detail in the chapters that follow.






The host–microbe interaction


The vertebrate immune system is a product of eons of evolutionary struggle between rapidly evolving microbial pathogens and their much less rapidly reproducing, and hence less adaptable, hosts.1 Unable to win the battle with microbial invaders by rapid mutation and selection, the vertebrate immune system employs a strategy of complexity and redundancy involving both the individual organism and its collective population. Microbes respond by adaptations to particular elements of the immune system that they can turn to their own advantage. Reflecting plasticity of the response, specific defenses differ based upon the nature of the infectious agent and its point of entry and distribution within the body. Regardless of the defense mechanism, an intended outcome is destruction or neutralization of the invading organism. A secondary consequence, however, can be collateral damage to host cells. These cells can be involved in the attack either as sites of microbial residence or as “innocent bystanders.” Depending on the site and severity of the host's defensive response, it may be accompanied by local and/or systemic symptoms and signs of inflammation.






Acquired and innate immunity


Immune responses are traditionally classified as acquired (or specific) and innate (or nonspecific) (Table 1.1). The acquired immune system, present uniquely in vertebrates, is specialized for development of an inflammatory response based on recognition of specific “foreign” macromolecules that are predominantly, but not exclusively, proteins, peptides and carbohydrates. Its primary actors are antibodies, B lymphocytes, T lymphocytes, and antigen-presenting cells.


Table 1.1 Features of innate and acquired immune systems






	Distinguishing features






	Innate immunity

	Acquired immunity






	Receptors fixed and based on pathogen molecular patterns

	Receptors clonally variable and based on gene rearrangement






	Does not require immunization

	Consequence of B- and/or T-cell activation






	Limited memory

	Immunologic memory well developed






	Includes physical barriers to pathogen

	Antibody and cytotoxic T cells






	Common features






	Cytokines and chemokines






	Complement cascade






	Phagocytic cells






	NK cells






	“Natural” autoantibodies







Innate immune responses are phylogenetically far more ancient, being widely represented in multicellular phyla.2,3 Rather than being based upon exquisitely specific recognition of a diverse array of macromolecules (i.e., antigens), they are focused on recognition of common molecular signatures of potential pathogens.4 For responses of both types, defense effector mechanisms can involve elaboration of soluble products acting systemically (humoral immunity) or can require direct cell-to-cell contact or the activity of cytokines and chemokines acting in the cellular microenvironment (cell-mediated immunity). And most immune responses include participation of both modes of response. The elements of innate immunity are diverse (Chapter 3). They include physical barriers to pathogen invasion (such as skin, mucous membranes, cilia, and mucus), as well as an array of cellular and soluble factors that can be activated by secreted or cell-surface products of the pathogen. Activation of innate immunity induces an inflammatory response using mechanisms that are broadly shared with those of the specific immune system. These include natural killer (NK) cell-mediated cytotoxicity, activation of granulocytes and other phagocytes, the secretion of inflammatory cytokines and chemokines, and the interactions of the many participants in the complement cascade.


Despite substantial overlap and redundancy between the innate and acquired immune systems,5 a distinguishing feature of the latter is the need for clonal expansion of individual lymphocytes directly activated by antigen and requiring recognition by antigen-specific, gene-rearranged receptors. Because recognition of pathogens by the innate immune system relies on germ-line encoded, non-rearranged receptors held in common by the specific cell type, innate immunity is more rapidly responsive. It can initiate in minutes to hours and generally precedes development of a primary acquired immune response by at least several days.












Cells of the immune system


The major cellular constituents of both innate and acquired immunity originate in the bone marrow where they differentiate from multipotent hematopoietic stem cells along several pathways to become granulocytes, lymphocytes, and antigen-presenting cells (Chapter 2).






Granulocytes


Polymorphonuclear leukocytes (granulocytes) are classified by light microscopy into three types. By far the most abundant in the peripheral circulation are neutrophils, which are principal defense-effector cells of antibody and complement-mediated immune responses (Chapter 21). They are phagocytic cells that ingest, kill and degrade microbes and other targets of an immune attack within specialized cytoplasmic vacuoles. The phagocytic activity of neutrophils is promoted by their surface display of receptors for antibody molecules (specifically the Fc portion of IgG molecules) (Chapter 14) and complement proteins (particularly the C3b component) (Chapter 20). Neutrophils are the predominant cell type in acute inflammatory infiltrates and are the primary effector cells in immune responses to pyogenic organisms (Chapter 24).


Eosinophils (Chapter 23) and basophils (Chapter 22) are the other circulating forms of granulocytes. A close relative of the basophil, but derived from distinct bone marrow precursors, is the tissue mast cell, which does not circulate in the blood. Eosinophils, basophils, and mast cells are important in defenses against multicellular pathogens, particularly helminths (Chapter 29). Their defensive functions are not based on phagocytic capabilities, but rather on their ability to discharge potent biological mediators into the cellular microenvironment. This process, termed degranulation, can be triggered by antigen-specific IgE molecules that bind to basophils and mast cells via high-affinity receptors for the Fc portion of IgE (FcεR) on their surfaces. In addition to providing a mechanism for helminthic host defenses, this is also the principal mechanism involved in acute (IgE-mediated) allergic reactions (Chapters 39–47).









Lymphocytes


Four broad categories of lymphocytes are identified based on display of particular surface molecules: B cells, T cells, NK cells, and natural killer T (NKT) cells. All lymphocytes differentiate from common lymphoid stem cells in the bone marrow. B cells create their immunoglobulin receptors in the bone marrow, and differentiate into antibody-producing cells in the periphery (Chapter 7). T cells undergo further maturation and selection in the thymus for the rearrangement and expression of antigen receptors useful in self/nonself discrimination (Chapter 8).


T and B cells are the heart of specific immune recognition, a property reflecting their clonally-specific cell surface receptors for antigen (Chapter 4). The T-cell receptor (TCR) for antigen is a heterodimeric integral membrane molecule expressed exclusively by T lymphocytes. B-cell receptors for antigen (BCR) are membrane immunoglobulin (mIg) molecules of the same antigenic specificity that the cell and its terminally differentiated progeny, plasma cells, will secrete as soluble antibodies. Non-dividing, long-lived plasma cells, resident in bone marrow and solid lymphoid organs, may account substantially for persistence of antibody responses (including production of autoantibodies) over many years.6


Receptors for “antigen” on the third class of lymphocytes, NK cells, are not clonally expressed. Expressing receptors, however, for moieties that can be regarded as molecular signatures of pathogens, NK cells serve as major constituents of innate immunity. They also recognize target cells that might otherwise elude the immune system (Chapters 2, 17). Recognition of NK-cell targets is based largely on what their targets lack rather than on what they express. NK cells express receptors of several types for major histocompatibility complex (MHC) class I molecules via killer cell immunoglobulin-like receptors (KIR).5,7 KIR can either inhibit or activate NK-cell activity utilizing receptors for MHC class I molecules or other immune adaptor molecules that express in their intracellular domain a tyrosine-based inhibitory-motif (ITIM) or tyrosine-based activation motif (ITAM), respectively. NK cells will kill target cells unless they receive an inhibitory signal transmitted by an ITIM receptor. Virus-infected cells and tumor cells that attempt to escape T-cell recognition by downregulating their expression of class I molecules become susceptible to NK-cell-mediated killing.


Although NK-cell-mediated innate immunity has been long considered to lack immunologic memory, recent studies suggest that NK cells may “remember” previous encounters with microbes or other antigens, the molecular basis of which is ill-defined.5 NK cells can also participate in antigen-specific immune responses by virtue of their surface display of the activating ITAM receptor CD16, which binds the constant (Fc) region of IgG molecules. This enables them to function as effectors of a cytolytic mechanism termed antibody-dependent cellular cytotoxicity (ADCC), a mechanism exploited clinically with monoclonal antibody therapeutic agents.8


In general, pathways leading to differentiation of T cells, B cells, and NK cells are mutually exclusive, representing a permanent lineage commitment. No lymphocytes express both mIg and TCR. However, NKT cells exhibit both NK-like cytotoxicity and antigen-specific T-cell responsiveness, although with limited receptor diversity.






Antigen-presenting cells








Key Concepts


Features of antigen-presenting cells
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A morphologically and functionally diverse group of cells, all of which are derived from bone marrow precursors, is specialized for presentation of antigen to lymphocytes, particularly T cells (Chapter 6). Included among such cells are monocytes (present in the peripheral circulation); macrophages (solid tissue derivatives of monocytes); cells resident within the solid organs of the immune system such as dendritic cells; cutaneous Langerhans cells (Chapter 18) and constituents of the reticular endothelial system within other solid organs. B lymphocytes that specifically capture antigen by virtue of mIg receptors can also function efficiently in antigen presentation to T cells.


Cardinal features of antigen presenting cells (APCs) include their expression of both class I and class II MHC molecules (the latter either expressed constitutively or induced by cytokines) as well as requisite accessory molecules for T-cell activation (e.g., B7-1, B7-2/CD80, CD86).9 Upon activation, APCs elaborate cytokines that induce specific responses in cells to which they are presenting antigen.


APCs differ substantially among themselves with respect to mechanisms of antigen uptake and effector functions. Monocytes and macrophages are actively phagocytic, particularly for antibody and/or complement-coated (opsonized) antigens that bind to their surface receptors for Fcγ and C3b. These cells are also important effectors of immune responses, especially in sites of chronic inflammation. Upon further activation by T-cell cytokines, they can kill ingested microorganisms by oxidative pathways similar to those employed by polymorphonuclear leukocytes. Moreover, they can kill adjacent target cells by a cytotoxic mechanism. Mature dendritic cells are especially efficient in antigen presentation and T-cell activation, but have little phagocytic function. Their maturation is induced in actively phagocytic immature dendritic cells by inflammatory stimuli, especially via cells of the innate immune system.10


The interaction between B cells acting as APCs and T lymphocytes is notable as the cells are involved in a mutually amplifying circuitry of antigen presentation and response. The process is initiated by antigen capture through B-cell mIg and ingestion by receptor-mediated endocytosis. This is followed by antigen degradation and then display to T cells as oligopeptides bound to MHC molecules. Like other APCs, B cells display CD80, thereby providing a requisite second signal to the antigen responsive T cell via its accessory molecule for activation, CD28 (Fig. 1.1).9 As a result of T-cell activation, T-cell cytokines that regulate B-cell differentiation and antibody production are produced and T cells are stimulated to display the surface ligand CD40L (CD154), which can serve as the second signal for B-cell activation through its inducible surface molecule CD40.





[image: image]

Fig 1.1 Antigen-binding molecules.


Antigen-binding pockets of immunoglobulin (Ig) and T-cell receptor (TCR) are comprised of variable (V) segments of two chains translated from transcripts that represent V(D)J or VJ gene segment rearrangements. Antigen-binding pockets of Ig molecules are formed from contributions of V regions of both light (L) and heavy (H) chains. Antigen-binding grooves of MHC molecules are formed with contributions from α1 and β1 domains of class II molecules and from α1 and α2 domains of class I molecules. In contrast to Ig and TCR, MHC binding sites do not reflect genetic rearrangements. All of these molecules are members of the immunoglobulin superfamily. C, constant-region domain; β2m, beta-2 microglobulin; mIgM, membrane immunoglobulin M; HLA, human leukocyte antigen.














Basis of acquired immunity


The essence of acquired immunity is molecular distinction between self constituents and potential pathogens (for simplicity, self/non-self discrimination, but perhaps more precisely discrimination between molecular species perceived as signaling potential “danger” and those that do not). This discrimination is predominantly a responsibility of T lymphocytes. It reflects the selection of thymocytes that have generated specific antigen receptors, and that upon later encounter can bind both self MHC molecules and non-self antigenic peptides. The consequence of this selection process is that foreign proteins are recognized as antigens whereas self proteins are tolerated (i.e., are not perceived as antigens).


T lymphocytes generally recognize antigens as a complex of short linear peptides bound to MHC molecules on the surfaces of APCs (Chapter 6). With the exception of superantigens (see below), T cells do not bind antigen in native conformation, nor do they recognize antigen in solution. The vast majority of antigens for T cells are oligopeptides. However, the antigen receptors of NKT cells can recognize lipid and glycolipid antigens that are presented to them by MHC-like CD1 molecules.11


Antigen recognition by T cells differs fundamentally from that by antibodies, which are produced by B lymphocytes and their derivatives. Antibodies, unlike T cells, can bind complex macromolecules and can bind them either at cell surfaces or in solution. Moreover, antibodies show less preference for recognition of proteins; antibodies against carbohydrates, nucleic acids, lipids, and simple chemical moieties can be readily produced. Although B cells can also be rendered unresponsive by exposure to self-antigens, particularly during differentiation in the bone marrow, this process does not define foreignness within the context of self-MHC recognition.









Clonal basis of immunological memory


An essential element of self/nonself discrimination is the clonal nature of antigen recognition. Although the immune system can recognize a vast array of distinct antigens, all of the receptors of a single T cell or B cell (and their clonal progeny) have identical antigen-binding sites and hence a particular specificity (Chapter 4). A direct consequence is the capacity for antigen-driven immunologic memory. This phenomenon derives from the fact that, after an initial encounter with antigen, clones of lymphocytes of appropriate specificity proliferate, resulting in a greater and more rapid response upon subsequent antigen encounter. These two hallmarks of the specific immune system, clonal specificity and immunological memory, provide a conceptual foundation for the use of vaccines in prevention of infectious diseases (Chapter 90). Immunologic memory involves not only the T cells charged with antigen recognition, but also the T cells and B cells that mediate the efferent limb of an inflammatory response. In its attack on foreign targets, the immune system can exhibit exquisite specificity for the inducing antigen, as is seen in the lysis of virus-infected target cells by cytolytic T cells. However, an immunologic attack in vivo also has important elements that are independent of antigen recognition, such as the response of phagocytes to inflammatory mediators.












Antigen-binding molecules








Key Concepts


Features of the immunoglobulin superfamily
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Three sets of molecules are responsible for the specificity of acquired immune responses by virtue of their capacity to bind foreign antigen. These molecules are immunoglobulins (Ig), TCRs and MHC molecules (Fig. 1.1) (Chapters 4, 5). All are products of a very large family of ancestrally-related genes, the immunoglobulin superfamily (IgSF).12 Members of the IgSF family, which includes many other molecules essential to induction and regulation of immune responses, exhibit characteristic structural features. The most notable of these is organization into homologous domains of approximately 110 amino acids that are usually encoded by a single exon and characteristically have an intra-domain disulfide bond. Typically, each domain assumes a configuration of anti-parallel strands that form two opposing β-pleated sheets.






Immunoglobulins and T-cell receptors


The remarkable specificity of Ig and TCR molecules for antigen is achieved by a mechanism of genetic recombination that is unique to Ig and TCR genes (Chapter 4). The antigen-binding site of both types of molecules is comprised of a groove formed by contributions from each of two constituent polypeptides. In the case of immunoglobulins, these are a heavy (H) chain and one of two alternative types of light (L) chains, κ or λ. In the case of TCR, either of two alternative heterodimers can constitute the antigen-binding molecule, one comprised of α and β chains, and the other of γ and δ chains. The polypeptides contributing to both Ig and TCR can be divided into an antigen-binding amino-terminal variable (V) domain and one or more carboxy-terminal constant (i.e., non-variable) domains. Ig constant region domains generally include specific sites responsible for the biological effector functions and other activities of the antibody molecule (Chapter 14).





Key Concepts


Comparison of T-cell and B-cell receptors for antigen






Similarities
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Differences
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The most noteworthy feature of the vertebrate immune system is the process of genetic recombination that generates a virtually limitless array of specific antigen receptors from a rather limited genomic investment. This phenomenon is accomplished by the recombination of genomic segments that encode the variable portions of Ig and TCR polypeptides (Chapter 4).13 The products of these rearranged genes provide a specific B or T cell with its unique antigen receptor. The mature receptor consists of the products of two or three such rearranged segments. These are designated V (variable) and J (joining), for IgL chains and TCR α and γ chains, and V, D (diversity), and J, for IgH and TCR β and δ chains. In addition to rearrangement, N-nucleotide addition also contributes substantially to potential receptor diversity. N-nucleotide addition results in the insertion at the time of rearrangement of one or more nongenomic nucleotides at the junctions between V, D, and J segments.13 This permits receptor diversity to extend beyond germline constraints.


DNA rearrangement involved in generating T- and B-cell receptors is controlled by recombinases that are active in early thymocytes and in B precursor (p) cells in the bone marrow. The process is sequential and carefully regulated, generally leading to translation of one receptor of unique specificity for any given T or B lymphocyte. This result is achieved through a process termed allelic exclusion, wherein only one member of a pair of allelic genes potentially contributing to an Ig or TCR molecule is rearranged at a time.14 The frequency of nonproductive rearrangements is high, two out of three. If a productive rearrangement is achieved, i.e., a full-length transcript that will encode the appropriate protein product, the other member of the allelic pair is permanently inactivated. If, on the other hand, the first effort at rearrangement is not productive, resulting in a truncated transcript, two alternatives are presented. The cell can attempt a second (or more) rearrangement at the same gene, depending upon the availability of unrearranged gene segment partners. Alternatively, the process can move to the second member of the pair on the homologous chromosome, which will similarly undergo rearrangement. This affords a cell several opportunities to construct a variable region sequence that encodes a full-length receptor transcript.


The process of allelic exclusion is not absolute, and a small number of lymphocytes will express dual in-frame Ig or TCR transcripts and in some cases surface receptors of dual specificity.15 But B cells exclusively rearrange Ig genes, not TCR genes, and vice versa for T cells. Moreover, B cells sequentially rearrange L chain genes, typically κ before λ. Thus, B cells express either κ or λ chains, but not both. Similarly, thymocytes express α and β genes or γ and δ genes, and, with the caveat that some Vδ gene segments can rearrange with some Jα and vice versa, one never finds T cells with αδ or γβ receptors.


There is one feature of V region construction that is essentially reserved to B cells. This is somatic hypermutation (SHM), a process that can continue throughout the life of a mature B cell at the hypervariable sites of both the VH and VL genes.13 The amino acid products of these sites, particularly at V, D, and J junctions, are the specific points of contact with antigen within the binding groove. As antigen is introduced into the system, mature B cells remain genetically responsive to the antigenic environment. As a consequence, through SHM of mIg, a few B cells increase their affinity for antigen. Such cells are preferentially activated, particularly at limiting doses of antigen. Thus, the average affinity of antibodies produced during the course of an immune response increases, a process termed affinity maturation. The process of SHM is not limited to V-region coding segments, but extends to 3’ and 5’ flanking sequences; indeed the start of the hypermutation domain lies within the V-gene promoter. SHM is driven by an enzyme, activation-induced cytidine deaminase (AID), that catalyzes mutation of deoxycytidine to deoxyuracil in single-stranded DNA.16 Inactivation of AID is associated with development of hyper-IgM syndrome (Chapter 34). The process of SHM is also of pathogenetic importance in a variety of B-cell lymphomas and leukemias and in some nonlymphoid malignancies.17


T-cell receptors generally do not show evidence of SHM. This absence may be related to the focus on selection in the thymus involving co-recognition of a self-MHC molecule and self-peptides18 (Chapter 8) rather than the continuous process of antigen-driven selection in the periphery by B cells after SHM. Thymic selection results in deletion by apoptosis of the vast majority of differentiating thymocytes by mechanisms that place stringent boundaries around the viability of a thymocyte with a newly expressed TCR specificity. Once a T cell is fully mature and ready for emigration from the thymus, its TCR is essentially fixed, thus reducing the likelihood of emergent autoimmune T-cell clones in the periphery.









Receptor selection


The receptor expressed by a developing thymocyte must be capable of binding with low level affinity to some particular MHC self-molecule, either class I or class II, expressed by a resident thymic APC. If it does not exhibit such binding affinity, the TCR can make further attempts to construct an appropriate receptor by additional Vα→Jα rearrangements. If it is not ultimately successful, the developing thymocyte dies. Because their receptors are generated by a process of semi-random selection of rearranging exon segments coupled with N-nucleotide additions, most thymocytes fail this test. They are consequently deleted as not being useful to an immune system that requires T cells to recognize self-MHC molecules. Thymocytes surviving this hurdle are said to have been “positively selected”18 (Fig. 1.2A). Conversely, a small number of thymocytes bind with an unallowably high affinity for a combination of MHC molecule plus antigenic peptide expressed by a thymic APC. Because the peptides available for MHC binding at this site are derived almost entirely from self proteins, differentiating thymocytes with such receptors are intrinsically dangerous as potentially autoimmune. This deletion of thymocytes with high affinity receptors for self-MHC plus (presumptively) self-peptide is termed “negative selection” (Fig. 1.2B), a process that may also involve activity of regulatory T (Treg) cells.19,20
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Fig 1.2 Two-stage selection of thymocytes based on binding characteristics of randomly generated TCR.


(A) Positive selection. “Double-positive” (CD4+, CD8+) thymocytes with TCR capable of low avidity binding to some specific self-MHC molecule (either class I or class II) expressed by thymic cortical epithelial cells are positively selected. This process may involve sequential attempts at α gene rearrangement in order to express an αβ TCR of appropriate self-MHC specificity. If binding is to a class I molecule, the positively-selected thymocyte becomes CD8 single-positive; and if to a class II molecule, a CD4 single-positive. Thymocytes that are unsuccessful in achieving a receptor with avidity for either a class I or a class II self-MHC molecule die by apoptosis. The solid diamond represents a self-peptide derived from hydrolysis of an autologous protein present in the thymic microenvironment or synthesized within the thymic APC itself. (B) Negative selection. “Single-positive” (CD4+ or CD8+) thymocytes, positively selected in stage one, that display TCR with high avidity for the combination of self-MHC plus some self (autologous) peptide present in the thymus are negatively selected (i.e., die) as potentially “autoimmune.” Those few thymocytes that have survived both positive and negative selection emigrate as mature T cells to the secondary lymphoid tissues.




Although not selected for recognition of foreignness in the context of self, maturing pre-B cells in the bone marrow also are subject to negative selection upon encounter with “self” soluble or particulate antigen, and B cells in peripheral tissues can be rescued by ligand engagement in a process resembling positive selection.21,22 Additionally, when an initial pre-B-cell mIg is cross-linked by encounter of relatively high affinity with self-antigen in the bone marrow, secondary rearrangements can occur. This process, termed receptor editing, can thus generate a new receptor lacking self reactivity (Chapter 7).21


Another feature that distinguishes B cells from T cells is that the cell surface antigen receptors of the former are secreted in large quantities as antibody molecules, the effector functions of which are carried out in solution or at the surfaces of other cells. Secretion is accomplished by alternative splicing of Ig transcripts to include or exclude a transmembrane segment of the Ig heavy chains.









Immunoglobulin class switching


In addition to synthesizing both membrane and secreted forms of immunoglobulins, B cells also undergo class switching. Antibody molecules are comprised of five major classes (isotypes). In order of abundance in the serum these are IgG, IgM, IgA, IgD, and IgE (Chapters 4 and 14). The IgG class is further subdivided into four subclasses and the IgA class into two subclasses. The class of immunoglobulin is determined by the sequence of the constant region of its heavy chain (CH). The isotype-determining exons are located downstream (3’) of the heavy chain variable (VH) genes. Thus, an antibody-producing cell can change the class of antibody molecule that it synthesizes by utilization of different CH genes without changing its unique antibody specificity. This process, termed class switch recombination, is regulated by cytokines and, like somatic hypermutation, is accomplished through the action of activation-induced cytidine deaminase.23


There is no process comparable to class switch recombination in T cells. The two types of TCR are products of four independent sets of V-region and C-region genes. A substantial majority of T cells express the αβ TCR; a small number express γδ TCR (usually 5% or less in peripheral blood). There is a higher representation of γδ T cells in certain tissues, particularly those lining mucous membranes, where they may be specialized for recognition of heavily glycosylated peptides or nonpeptide antigens. Thymocytes are committed to the expression of either αβ or γδ TCR and their differentiated progeny (T cells) never undergo secondary changes in the periphery.









Major histocompatibility complex


MHC molecules constitute a third class of antigen-binding molecules. When an MHC class I molecule was initially crystallized, an unknown peptide was found in a binding groove formed by the first two domains of the molecule (α1 and α2). This binding groove has since been established as a general feature of MHC molecules.24,25 It is now known that the function of MHC molecules is to present antigen to T cells in the form of oligopeptides that reside within this antigen-binding groove (Chapter 6). The most important difference between the nature of the binding groove of MHC molecules and those of Ig and TCR is that the former does not represent a consequence of gene rearrangement. Rather all the available MHC molecules in an individual are encoded in a linked array within the MHC, which in humans is located on chromosome 6 and designated HLA (Chapter 5).


MHC molecules are of two basic types, class I and class II. Class I molecules have a single heavy chain that is an integral membrane protein comprised of three external domains (Fig. 1.1). The heavy chain is noncovalently associated with β2-microglobulin, a nonpolymorphic, non-membrane-bound, single-domain molecule that is not encoded within the MHC (although it is a member of the immunoglobulin superfamily). Class II MHC molecules, in contrast, are comprised of two polypeptide chains, α and β (or A and B), of approximately equal size, each of which consists of two external domains connected to a transmembrane region and cytoplasmic tail. Both chains of class II molecules are imbedded within the cell membrane, and both are encoded within the MHC. Class I and class II molecules have a high degree of structural homology and both fold to form a peptide-binding groove on their exterior face, with contribution from the α1 and α2 domains for class I molecules and from α1 and β1 domains for class II.24


There are three class I loci (HLA-A, -B, and -C) and three class II subregions (HLA-DR, -DQ, and -DP) that are principally involved in antigen presentation to T cells (Chapter 5). The functions of other class I and class II genes within this complex are less clear. Some at least, appear to be specialized for binding (presentation) of peptide antigens of restricted type or source (e.g., HLA-E),26 and others are clearly involved in antigen processing (e.g., HLA-DM and HLA-DO) (Chapter 6).27 Additionally, members of a family of “non-classical” class Ib molecules, CD1a-d, which are encoded outside the MHC (on chromosome 1) are specialized for binding and presentation of lipid and lipid-conjugate antigens to T cells.11,28


The HLA complex represents an exceedingly polymorphic set of genes (Chapter 5). Consequently, most individuals are heterozygous at each major locus, having inherited one allele from the father and an alternative at each locus from the mother. In contrast to TCR and Ig, the genes of the MHC are co-dominantly expressed, i.e., allelic exclusion does not operate on MHC genes. Thus, at a minimum, an APC can express six class I molecules and six class II molecules (the products of the two alternative alleles of three class I and three class II loci). This number is, in fact, usually an underestimate for two reasons. First, as noted above, there may be products of other (non-classical) MHC genes with specialized functions. Second, the class II loci are somewhat more complex than just suggested. For example, the DRβ locus is duplicated so that most individuals express from each chromosome at least two different dimers, each comprised of a different β chain joined to an identical nonpolymorphic α chain. Additionally, because both the α and β loci for DQ are polymorphic and gene products can be assembled from trans-encoded transcripts, unique DQ αβ combinations, not represented in cis by either parental chromosome, are possible. Class I molecules are found on the surface of almost all somatic cells, whereas cell-surface expression of class II genes is restricted primarily to cells specialized for APC function.












Antigen presentation


Because MHC genes do not undergo recombination, the number of distinct antigen-binding grooves that they can form is many orders of magnitude less than that for either TCR or Ig. Oligopeptides that bind to MHC molecules are the products of self or foreign proteins. They are derived by hydrolytic cleavage within the APC and are loaded into MHC molecules before expression at the cell surface (Chapter 6). Indeed, stability of MHC molecules at the cell surface requires the presence of a peptide in the antigen-binding groove. Since most hydrolyzed proteins are of self origin, the binding groove of most MHC molecules contains a self peptide. Class I and class II molecules differ from one another in the length of peptides that they bind, usually 8–9 amino acids for class I and 14–22 amino acids for class II.25 Although important exceptions are clearly demonstrable, they also generally differ with respect to the source of peptide. Those peptides binding to class I molecules usually derive from proteins synthesized intracellularly (e.g., autologous proteins, tumor antigens, viruses and other intracellular microbes), whereas class II molecules commonly bind peptides derived from proteins synthesized extracellularly (e.g., extracellular bacteria, non-replicating vaccines). Endogenous peptides are loaded into newly synthesized class I molecules in the endoplasmic reticulum following active transport from the cytosol. Loading of exogenous peptides into class II molecules, in contrast, occurs in acidic endosomal vacuoles.


In addition, to the recognition of lipids and lipid-conjugates presented by CD1 molecules, there are other exceptions to the generalization that MHC molecules only present (and T cells only recognize) oligopeptides. It has been known for many years that T cells can recognize haptens, presumably covalently or non-covalently complexed with peptides residing in the antigen-binding groove. This phenomenon is familiar to physicians as contact dermatitis to non-peptide antigens such as urushiol (from poison ivy) and nickel ion. Certain γδ T cells can recognize a variety of nonpeptide phosphoantigens, such as phosphorylated nucleotides, other phosphorylated small molecules and alkylamines, by a process that is not thought to require presentation by MHC molecules.29


Another exception to the generalization of T-cell recognition of oligopeptides is represented by a group of proteins termed superantigens (SAg).30 SAg, of which the staphylococcal enterotoxin A (SEA) represents a prototype, are produced by a broad spectrum of microbes, ranging from retroviruses to bacteria. They differ from conventional peptide antigens in their mode of contact both with MHC class II molecules and TCR (Chapter 6). They do not undergo processing to oligopeptides, but rather bind to class II molecules and TCR as intact (~ 30 kDa) proteins outside the antigen-binding grooves. Their interaction with TCR is predominantly determined by polymorphic residues of the TCR Vβ region. Because SAg bind independently (more or less) of the TCR α chain and the other variable segments of the β chain, they are capable of activating much larger numbers of T cells than do conventional peptide antigens; hence the name. A secondary consequence of T-cell activation by SAg is death by apoptosis of appropriate Vβ-expressing cells. The initial response, however, is a wave of activation, proliferation and cytokine production that can have profound clinical consequences, leading to development of such diseases as toxic shock syndrome.30 Interestingly, it is now apparent that certain bacterial products (e.g., protein A of Staphylococcus aureus) can similarly act on B cells, both to activate and then to delete B cells. Similarly to T-cell SAgs, B-cell SAgs interact with conserved sites in the variable regions of either Ig heavy or light chains outside the conventional antigen-binding region of an antibody.31









Lymphocyte adhesion and trafficking


The capacity to survey continuously the antigenic environment is an essential element of immune function. APCs and lymphocytes must be able to find antigen wherever it occurs in the body. Surveillance is accomplished through an elaborate interdigitated circulatory system of blood and lymphatic vessels that establish connections between the solid organs of the peripheral immune system (e.g., spleen and lymph nodes) in which the cellular interactions between immune cells predominantly occur (Chapter 2).


The trafficking and distribution of circulating cells of the immune system is largely regulated by interactions between molecules on the surfaces of such cells with ligands on vascular endothelial cells (Chapter 11). The leukocyte-specific cellular adhesion molecules can be expressed constitutively or can be induced by cytokines (e.g., as a consequence of an inflammatory process). Several families of molecules are involved in the regulation of lymphocyte trafficking. Particularly important are selectins and integrins, which regulate lymphocyte traffic and assure that mobile cells home to appropriate locations within lymphoid organs and other tissues.32 Selectins are proteins characterized by a distal carbohydrate-binding (lectin) domain. They bind to a family of mucin-like molecules, the endothelial vascular addressins. Integrins are heterodimers essential for the emigration of leukocytes from blood vessels into tissues. Members of the selectin and integrin families are involved not only in lymphocyte circulation and homing, but are also important in interactions between APCs, T cells and B cells in induction and expression of immune responses. Certain endothelial adhesion molecules, mostly members of the Ig superfamily, are similarly involved in promoting interactions between T cells and APCs, as well as in leukocyte transmigration from the vasculature. Additionally, receptors for chemokines are important determinants of lymphocyte migration, particularly in guiding tissue-selective cell trafficking.33









Lymphocyte activation


For both B cells and T cells, initial activation is a two-signal event (Chapter 12).34 This generalization is particularly true for cells that have not been previously exposed to antigen. The first signal is provided by antigen. Most commonly, antigens for B cells are proteins with distinct sites, termed epitopes, that bind to membrane Ig. Such epitopes can be defined by a contiguous amino acid sequence or (more frequently) can be conformationally defined by the 3-dimensional structure of the antigenic molecule. Epitopes can also be simple chemical moieties (haptens) that have been attached, usually covalently, to amino acid side-chains (Chapter 6). In addition to proteins, some B cells have receptors with specificity for carbohydrates, and less commonly lipids or nucleic acids. Antigens that stimulate B cells can be either in solution or fixed to a solid matrix (e.g., a cell membrane). As previously noted, the nature of antigens that stimulate T cells is more limited. T-cell receptors do not bind antigen in solution, but are usually stimulated only by small molecules, primarily oligopeptides, that reside within the antigen-binding cleft of a self-MHC molecule.


The second signal requisite for lymphocyte activation is provided by an accessory molecule expressed on the surface of the APC (e.g., B7/CD80) for stimulation of T cells or on the surface of a helper T cell (e.g., CD40L/CD154) for activation of B lymphocytes. The cell surface receptors for this particular second signal on T cells is CD28 and on B cells is CD40 (Fig. 1.3). Other cell surface ligand-receptor pairs may similarly provide the second signal (Chapters 8, 13). The growth and differentiation of both T cells and B cells additionally requires stimulation with one or more cytokines, which are peptide hormones secreted in small quantities by activated leukocytes and APC for function in the cellular microenvironment.35
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Fig. 1.3 Reciprocal activation events involved in mutual simulation of T cells and B cells.


T cells constitutively express TCR and CD28. B cells constitutively express mIg and MHC class II. Antigen is endocytosed and processed to peptide constituents, binds to class II and is then presented to TCR. Activation of B cells by Ag upregulates expression of CD80 causing activation of T cells, which upregulates CD40L (CD154) and induces cytokine synthesis. Co-stimulation of B cells by antigen, CD40L and cytokines leads to Ig production.




In the absence of a second signal, cells stimulated only by antigen become unresponsive to subsequent antigen stimulation (anergic) (Chapter 12).36 T cells can also be “tolerized” by minor changes in the sequence of the stimulatory antigenic peptide that can convert an activating (agonist) signal into an inactivating (antagonist) signal.37 This capacity to fundamentally alter the outcome of T-cell stimulation by means of minor changes in the antigen suggests exciting opportunities for development of future therapeutic agents.


Signal transduction through the antigen receptor is a complex process involving interactions between the specific receptor and a set of molecules co-expressed in the cell membrane.38 For B cells, this set of molecules is a heterodimer, Igαβ; and for T cells it is a macromolecular complex, CD3, usually comprised of γ, δ, εε, and ς chains.


Within the cell membrane, antigen receptor stimulation induces phosphorylation of CD3 subunits and hydrolysis of phosphotidylinositol 4,5-bisphosphate by phospholipase C, leading to generation of diacylglycerol (DAG) and inositol 1,4,5-trisphosphate (IP3). As a consequence of signal transduction and secondarily of DAG and IP3 generation, tyrosine and serine/threonine protein kinases are activated. In turn, these kinases catalyze phosphorylation of a number of signal transducing proteins, leading to activation of cytoplasmic transcription factors NF-AT and NF-κB. These transcription factors then translocate to the nucleus, where they bind to 5’ regulatory regions of genes that are critical to generalized lymphocyte activation (Chapter 12).38,39









Cell-mediated immune responses






T-cell subsets


T lymphocytes expressing an αβ TCR can be divided into two major subpopulations based upon the class of MHC molecule that their TCR recognizes and the consequent expression of one of a pair of TCR accessory molecules, CD4 or CD8 (Chapters 4, 8). By binding to MHC molecules on APCs, CD4 and CD8 contribute to the overall strength of intercellular molecular interactions. The ratio of CD4-to-CD8 cells in peripheral blood is usually about 2:1.









CD4 T cells, cytokines, and chemokines


The activities of CD4 T lymphocytes, commonly referred to as T helper (Th) cells, are mediated predominantly through the secretion of cytokines (Chapter 9). Cytokines are small (~ 12–30 kDa) protein hormones that control growth and differentiation of cells in the microenvironment. This activity can include autostimulation (autocrine function) if the cell producing the cytokine also expresses a surface receptor for it, or stimulation of other cells in the microenvironment (paracrine function) including B cells, APC, and other T cells. Although it is now recognized that their biological effects are broader than implied by their name, many of the principal cytokines active in the immune system are known as interleukins (ILs).


The specific profile of cytokines produced by CD4 T cells allows further functional subdivision (Chapters 15, 16).35,40 CD4 T cells elaborating the “inflammatory” cytokines involved in effector functions of cell-mediated immunity, such as IL-2 and interferon (IFN)-γ, are designated Th1 cells. Other CD4 T cells synthesize cytokines such as IL-4 and IL-13 that control and regulate antibody responses, and are designated Th2 cells. Differentiation of Th1 versus Th2 subsets is a process substantially controlled by positive feedback loops, being promoted particularly by IL-12 in the case of Th1 cells and IL-4 in the case of Th2 cells. It is important to note that generalizations regarding cytokine activity are usually oversimplifications, reflecting a substantial overlap and multiplicity of functions (Chapter 9). For example, although IL-2 was initially identified as a T-cell growth factor, it also significantly affects B-cell differentiation. The prototypic inflammatory cytokine, IFN-γ, which promotes differentiation of effector function of CTL and macrophages, is also involved in regulation of Ig isotype switching. And IL-4, although known primarily as a B-cell growth and differentiation factor, can also stimulate proliferation of T cells.


A distinct subset of cytokines is a large group of highly conserved cytokine-like molecules, smaller than typical cytokines (~ 7–12 kDa), termed chemotactic cytokines or chemokines (Chapter 10).41 Chemokines are classified based on the number and spacing of cysteine residues. They regulate and coordinate trafficking and activation of leukocytes, functioning importantly in host defenses, and also broadly in a variety of non-immunological processes including organ development and angiogenesis (Chapter 10).35,41 They are characterized by binding to seven-transmembrane-domain G-protein-coupled receptors. Of particular interest to clinical immunologists, two chemokine receptors are utilized by HIV as co-receptors (together with CD4) to gain entry into target cells.42


Cytokines produced by activated T cells can downregulate as well as initiate or amplify immune responses.43 Cytokines with such activity include IL-10 (produced by both T cells and B cells) and transforming growth factor β (TGF-β). The functions of IL-10 in vivo are thought to include both suppression of the production of pro-inflammatory cytokines and enhancement of IgM and IgA synthesis. TGF-β, produced by virtually all cells, expresses a broad array of biological activities, including the promotion of wound healing and the suppression of both humoral and cell-mediated immune responses.


In addition to their central role in initiation and regulation of immune responses, CD4 T cells are important effectors of cell-mediated immunity (Chapter 16). Through the elaboration of inflammatory cytokines, particularly IFN-γ, they are essential contributors to the generation of chronic inflammatory responses, characterized histologically by mononuclear cell infiltrates, where their principal role is thought to be the activation of macrophages. Additionally, CD4 T cells, at least in some circumstances, are capable of functioning as cytotoxic effectors, either directly as CTL (in which case the killing is “restricted” for recognition of antigen-bound self-MHC class II) or through the elaboration of cytotoxic cytokines such as lymphotoxin and tumor necrosis factor alpha (TNF-α).


A third subset of Th cells, designated Th17, has been recognized more recently. With differentiation driven particularly by TGF-β and IL-23 and characterized by the production of the pro-inflammatory cytokine IL-17, Th17 cells are important in the induction and exacerbation of autoimmunity in a variety of disease models, as well as in host defenses against a broad spectrum of pathogens.44,45


A further subset of CD4 T cells, Tregs, suppresses the functions of other lymphocytes. Tregs can differentiate either in the thymus (natural Tregs) or in the periphery (converted Tregs).46 They are characterized by surface expression of CD4 and CD25 and by nuclear expression of the transcription factor FOXP3. Peripheral activation of CD25+ Tregs is via the TCR; the cells are IL-2-dependent and apparently require cell–cell contact for suppressive function. They can suppress functions of both CD4 and CD8 T cells, as well as B cells, NK cells, and NKT cells. In contrast to activation, suppressor effects are independent of the antigen specificity of the target cells. Other Tregs, are noted for production of inhibitory cytokines, including IL-10 and TGF-β-secreting Th3 cells and IL-10-producing Tr1 cells.47









CD8 T cells


The best understood function of CD8 T cells is that of cytotoxic effectors (CTL).48 Such cells are of particular importance in host defenses against virus-infected cells and cancer cells, where they are capable of direct killing of target cells expressing an appropriate viral peptide bound to a self-MHC class I molecule (Chapter 17). This process is highly specific and requires direct apposition of CTL and target cell membranes. Bystander cells, expressing noncognate MHC molecules (e.g., that might be presented in an in vitro culture system) or different antigenic peptides are not affected. The killing is unidirectional; the CTL itself is not harmed and after transmission of a “lethal hit” it can detach from one target to seek another. Killing occurs via two mechanisms: a death-receptor-induced apoptotic mechanism, resulting in fragmentation of target cell nuclear DNA and a mechanism involving insertion of perforins and granzyme from the CTL into the target cell. CTL activity is enhanced by IFN-γ. As CTL function is dependent upon cell surface display of MHC class I molecules, a principle mechanism of immune evasion by viruses and tumors is elaboration of factors that downregulate class I expression (Chapter 27). However, this increases susceptibility of such cells to cytolytic activity of NK cells.












Antibody-mediated immune responses


The structure of antibodies permits the possibility of a virtually limitless binding specificity of its antigen-binding groove. Antigen binding can then be translated into biological effector functions based on the properties of the larger nonvariable (constant) portions of its heavy chains (Fc fragment) (Chapter 14). Moreover, in response to cytokines in the cellular microenvironment, through the mechanism of isotype switching an antibody-producing cell can alter the biological effects of its secreted product without affecting its specificity. With functional heterogeneity determined by isotype, the antibody molecules provide an efficient defense system against extracellular microbes or foreign macromolecules (e.g., toxins and venoms) (Chapters 14, 24).





Key Concepts


Biological properties of immunoglobulin classes







[image: image] IgM: Principal Ig of primary immune responses


Generally restricted to vascular compartment


B cell antigen receptor (monomer)


Fixes complement


[image: image] IgG: Principal Ig of secondary immune responses


Binds to Fcγ receptors on neutrophils, monocytes/macrophages, NK cells.


Fixes complement (except IgG4 subclass)


[image: image] IgA: Principal Ig of mucosal immunity


[image: image] IgD: Antigen receptor for mature B cells


Typically co-expressed with membrane IgM


[image: image] IgE: Binds to Fcγ receptors on mast cells and basophils


Antibody of immediate hypersensitivity


Important in defenses against helminths








Each of the antibody classes contributes differently to an integrated defense system. IgM is the predominant class formed upon initial contact with antigen (primary immune response). As a monomeric structure comprised of two light (κ or λ) and two heavy (μ) chains, it is initially expressed as an antigen receptor on the surface of B lymphocytes. It is secreted, however, as a pentamer composed of five of the monomeric subunits held together by a joining (J) chain. IgM is essentially confined to the intravascular compartment. As a multivalent antigen binder that can efficiently activate complement, it is an important contributor to an early immune response. The synthesis of IgM is much less dependent than other isotypes upon the activity of T lymphocytes.


IgG is the most abundant immunoglobulin in serum and the principal antibody class of a secondary (anamnestic or memory) immune response. IgG molecules are heterodimeric monomers with two light (κ or λ) and two heavy (γ) chains joined by interchain disulfide bridges. Because of its abundance, its capacity to activate (fix) complement and the expression on phagocytes of Fcγ receptors, IgG is the most important antibody of secondary immune responses. IgG is the only isotype that is actively transported across the placenta. These transported maternal IgG antibodies provide the neonate with an important level of antibody protection during the early months, when its own antigen-driven antibody responses are first developing.


IgA is the principal antibody in the body's secretions (Chapter 19). It is found in serum in monomeric form of two light and two heavy (α) chains or as a dimer joined by J chain. In secretions, it is usually present as a dimer joined by J chain and is actively secreted across mucous membranes by attachment of a specialized secretory component (SC). It is found in high concentration in tears, saliva, and the secretions of the respiratory, gastrointestinal, and genitourinary systems, and is relatively resistant to enzymatic digestion. It is particularly abundant in colostrum, where its concentration may be greater than 50 times that in serum, providing passive immunity to the gastrointestinal system of a nursing neonate. IgA does not fix complement by the antibody-dependent pathway and hence does not promote phagocytosis. Its role in host defenses lies in preventing a breach of the mucous membrane surface by microbes or their toxic products.


IgD and IgE are present in serum at concentrations much lower than that of IgG. The biological role of secreted IgD, if any, is unknown. However, IgD is important as a membrane receptor for antigen on mature B cells. The molecular mechanisms that allow IgD production simultaneously permit continued production of IgM. These mechanisms do not require T-cell help.


Although IgE is the least abundant isotype in serum, it has dramatic biological effects because it is responsible for immediate-type hypersensitivity reactions including systemic anaphylaxis (Chapter 40). Such reactions are a consequence of the expression of high affinity receptors for Fcε on the surfaces of mast cells and basophils. Crosslinking of IgE molecules on such cells by antigen induces their degranulation, with the synthesis and/or release of the potent biological mediators of immediate hypersensitivity responses. The protective role of IgE is in host defenses against parasitic infestation, particularly helminths (Chapter 29).






Complement and immune complexes


As noted, the biological functions of IgG and IgM are largely reflections of their capacities to activate the complement system. Through a series of sequential substrate-enzyme interactions, the eleven principal components of the antibody-dependent complement cascade (C1q, C1r, C1s, and C2-9) effect many of the consequences of an antigen–antibody interaction (Chapter 20). These include the establishment of pores in a target membrane by the terminal components (C5-9) leading to osmotic lysis; opsonization by C3b, promoting phagocytosis; the production of factors with chemotactic activity (C5a); and the ability to induce degranulation of mast cells (C3a, C4a, and C5a). There are three distinct pathways to complement activation.49 The pathway mediated by the binding of IgG or IgM to the first component (specifically C1q), has been termed the “classical” pathway. The lectin pathway is similar to the classical pathway but is activated by certain carbohydrate-binding proteins, the mannose (or mannan)-binding lectin (MBL) and ficolins, which recognize certain carbohydrate repeating structures on microorganisms. MBL and ficolins are plasma proteins homologous to C1q and contribute to innate immunity through their capacity to induce antibody- and C1q-independent activation of the classical pathway. Finally, a large number of substances, including certain bacterial, fungal and viral products, can directly activate the cascade through a distinct series of proteins also leading to activation of the central C3 component. Although bypassing C1, C4, and C2, this distinct pathway can achieve all the biological consequences of C3–9 activation. Non-antibody induced activation of C3 is referred to as the alternative or properdin pathway. Additionally, the central components of the cascade (e.g., C5a) can be directly produced by the action of serine proteases of the coagulation system.49 Reflecting these separate pathways to activation, the complement system is a major contributor to the efferent limbs of both innate and acquired immune systems.


In addition to their roles in pathogen/antigen elimination, constituents of the complement system, together with antigen-antibody (immune) complexes, act at leukocyte surfaces to regulate immune functions. For example, interaction of immune complexes via FcγR on B cells decreases their responsiveness to stimulation. In contrast, complement activation on B-cell surfaces co-ligates their receptors with B-cell receptors for antigen; the cells are more readily activated and become relatively resistant to apoptosis.












Apoptosis and immune homeostasis


An immune response is commonly first viewed in a “positive” sense, i.e., lymphocytes are activated, proliferate and carry out effector functions. It is equally important, however, that this positive response be tightly regulated by mechanisms that operate to turn off the response and eliminate cells no longer required.50 Under physiologic circumstances, once an immune response fades, commonly as a consequence of antigen depletion, two pathways to terminal lymphocyte differentiation become available: apoptosis or differentiation into memory cells. Memory cells are, of course, a key to the effectiveness of the adaptive immune system. Once seen effectively, a second encounter with antigen (e.g., pathogen) is both more rapid and more productive. IgG antibodies are rapidly produced and/or clones of CTL effector cells are expanded as a consequence of prior exposure and clonal expansion. But the majority of lymphocytes in an active response are not required for maintenance of immunologic memory, and for these larger populations a need for immune homeostasis leads to apoptosis.


Apoptosis is a unique process of cellular death, widely conserved phylogenetically, and distinguished from death by necrosis by cellular shrinking, DNA fragmentation and breakdown of cells into “apoptotic bodies” containing nuclear fragments and intact organelles (Chapter 13). The process depends upon the activation of cysteinyl proteases, termed caspases, that cleave proteins involved in DNA repair and cellular and organelle architecture at specific aspartyl residues. Absent such mechanisms, massive proliferation of lymphoid tissues is a consequence, seen clinically as the autoimmune lymphoproliferative syndrome (ALPS), which is characterized by lymphocytosis with lymphadenopathy and splenomegaly as well as autoimmunity and hypergammaglobulinemia (Chapter 35).51









Mechanisms of immunologic diseases


The pathogenic pathways that lead to diseases of the immune system are based on an understanding of it physiology and its perturbations in disease states (Table 1.2). First, immunologic disease can reflect a failure or deficiency of the immune system (Chapters 30–38). This pathway is similar to that accounting for most diseases of other organ systems, i.e., a consequence of failure of physiologic function. For the immune system such failures are usually identified by increased susceptibility to infection (Chapter 31). Failure can be congenital (e.g., X-linked agammaglobulinemia) or acquired (e.g., AIDS). It can be global (e.g., severe combined immunodeficiency) or quite specific, involving only a particular component of the immune system (e.g., selective IgA deficiency).


Table 1.2 Pathways to immunologic diseases






	



1. Immune system deficiency or failure



a. Congenital



b. Acquired


2. Malignant transformation


3. Immunologic dysregulation


4. Autoimmunity


5. Untoward consequences of physiologic immune function













A second mechanism, malignant transformation (Chapters 76–80), is also common to virtually all organ systems. Malignancies of the hematopoietic system are familiar to all physicians. Manifestations of these diseases are protean, most commonly reflecting the secondary consequences of solid organ or bone marrow infiltration or replacement by tumor cells, with resulting anemia and immune system deficiency.


The third, fourth, and fifth pathways to immunopathogenesis are more specific to the immune system. Dysregulation of an essentially intact immune system constitutes the third general pathway. Features of an optimal immune response include antigen recognition and elimination with little adverse effect on the host. Both initiation and termination of the response, however, involve regulatory interactions that can go awry when challenged by antigens of a particular structure or in a particular mode of presentation. Diseases of immune dysregulation reflect genetic and environmental factors that act together to subvert a normal immune response to some pathological end. Examples include the acute allergic diseases (Chapters 39–47). A particularly intriguing disease of this type is thought to reflect an insufficiency of exposure to non-pathogenic microbes in early childhood, resulting in an increased susceptibility to atopy and asthma once the immune system has matured (the so-called “hygiene hypothesis”),52 perhaps reflecting the effects of specific gut-colonizing organisms in the initial establishment of immune homeostatis.53


The fourth pathway, mechanistically quite similar to the third, lies at the heart of acquired immunity, i.e., the molecular discrimination between self and non-self. Ambiguity in this discrimination can lead to autoimmune tissue damage (Chapters 48–75). Although such damage can be mediated by either antibodies or T cells, the common association of specific autoimmune diseases with inheritance of particular HLA alleles (Chapter 5) suggests that the pathogenesis of autoimmune diseases usually represents a failure of self/non-self discrimination by T cells. This failure to discriminate can be general, leading to development of systemic autoimmune diseases such as systemic lupus erythematosus; or local, as in the organ-specific autoimmune diseases. In the latter instance, attack is directed against specific cells and usually particular cell surface molecules. In most cases, pathology is a consequence of target tissue destruction (e.g., multiple sclerosis, rheumatoid arthritis, or insulin-dependent diabetes mellitus). However, it can also reflect hormone receptor blockade (e.g., myasthenia gravis or insulin-resistant diabetes) or hormone receptor stimulation (e.g., Graves’ disease). It is hypothesized that ambiguity in self/non-self discrimination is commonly triggered by an unresolved encounter with an infectious organism or other environmental agent, although this remains a subject of controversy (Chapter 48).54


A fifth pathogenetic pathway is disease development as a result of physiologic rather than pathologic function. Inflammatory lesions in such diseases are the result of the normal function of the immune system. A typical example is contact dermatitis to such potent skin sensitizers as urushiol, the causative agent of poison ivy dermatitis (Chapter 42). These diseases can also have an iatrogenic etiology that can range from benign (e.g., delayed hypersensitivity skin test reactions) to life-threatening (e.g., graft-vs-host disease, organ graft rejection).









Host immune defenses summarized


The first response upon initial contact with an invading pathogen depends upon components of the innate immune system (Chapter 3). This response begins with expression of pathogen-associated molecular patterns (PAMPs) by cells of the pathogen. These include lipoproteins, lipopolysaccharide, CpG-DNA, and bacterial flagellin, among others. PAMPs bind to pattern-recognition receptors (PRRs) on effector cells of the host's innate immune system including dendritic cells, granulocytes and lymphocytes.55 The best characterized PRRs are the Toll-like receptors (TLRs), first recognized as determinants of embryonic patterning in Drosophila and subsequently appreciated as components of host defenses in both insects and vertebrates. TLR subfamilies can be distinguished by expression either on the cell surface or in intracellular compartments. Binding of TLRs by a PAMP ligand triggers intracellular signaling pathways via multiple “adapters” leading to a vigorous inflammatory response. Based on involvement of the myeloid differentiation primary response gene 88 (MyD88), two principal pathways are recognized. Most TLRs are MyD88-dependent, whereas TLR3 and -4 signal via a MyD88-independent IFNβ pathway.


The innate immune response also includes the capacity of NK lymphocytes to identify and destroy, by direct cytotoxic mechanisms, cells lacking surface expression of MHC class I molecules, which marks them as potentially pathogenic.5 Additionally, an innate immune response involves elements of the humoral immune system that function independently of antibody, especially the activation of the complement cascade through the lectin and alternative pathways, with consequent opsonization to promote phagocytosis and destruction.


The defenses of the acquired immune system to any particular pathogenic agent are determined largely by the context in which it is encountered. Regardless, effectiveness depends upon the four principal properties of specific immunity: (1) a virtually unlimited capacity to bind macromolecules, particularly proteins, with exquisite specificity, reflecting generation of antigen-binding receptors by genetic recombination and, in the case of B cells, somatic hypermutation; (2) the capacity for self/non-self discrimination, consequences of a rigorous process involving positive and negative selection during thymocyte differentiation, as well as negative selection during B-cell differentiation; (3) the property of immunological memory, reflecting antigen-driven clonal proliferation of T cells and B cells that results in increasingly rapid and effective responses upon second and subsequent encounters with a particular antigen or pathogen; and (4) mechanisms for pathogen destruction including direct cellular cytotoxicity, release of inflammatory cytokines, opsonization with antibody and complement and neutralization in solution by antigen precipitation or conformational alteration.


Although most acquired immune responses involve a multiplicity of available defense mechanisms, several generalizations may be conceptually useful. T-cell (and NK-cell)-mediated effector functions are particularly important in defenses against pathogens encountered intracellularly such as viruses and intracellular bacteria. These responses involve the production of inflammatory cytokines by CD4 Th1 cells, as well as the direct cytolytic activity of CD8 CTL. In contrast, host defenses to most antigens encountered primarily in the extracellular milieu are largely dependent upon humoral mechanisms (antibody and complement) for antigen neutralization, precipitation, or opsonization and subsequent destruction by phagocytes. Targets of antibody-mediated immunity include extracellular bacteria and toxins (or other foreign proteins). It is worth reiterating, however, that induction of an effective antibody response (including isotype switching) and development of immunological memory (resulting from B-cell clonal expansion) require antigen activation not only of specific B cells, but also CD4 T cells, particularly of the Th2 type.





Clinical Relevance


Characteristic infections associated with immune deficiency syndromes







[image: image] Deficiencies of T-cell-mediated immunity



[image: image] Mucocutaneous fungal infections, especially Candida albicans




[image: image] Systemic (deep) fungal infections



[image: image] Systemic infection with attenuated viruses (e.g., live viral vaccines)



[image: image] Infection with viruses of usually low pathogenicity (e.g., cytomegalovirus)



[image: image] Pneumocystis jiroveci pneumonia


[image: image] Antibody deficiencies



[image: image] Encapsulated bacterial infections (e.g., Streptococcus spp., Haemophilus influenza)



[image: image] Recurrent pneumonia, bronchitis, sinusitis, otitis media



[image: image] Giardia lamblia enteritis


[image: image] Phagocyte deficiencies



[image: image] Gram-positive bacterial infection (e.g., staphylococci, streptococci)



[image: image] Gram-negative sepsis



[image: image] Systemic fungal infections (e.g., Candida spp., Aspergillus spp


[image: image] Adhesion molecule deficiencies



[image: image] Pyogenic bacterial infections (especially staphylococci)



[image: image] Cutaneous and subcutaneous abscesses


[image: image] Complement component deficiencies



[image: image] C3 deficiency—Infections with encapsulated bacteria



[image: image] Deficiency of terminal components—Gram-negative bacteria, especially Neisseria spp.








Finally, clinical “experiments of nature” have proven particularly instructive in our efforts to understand the role of specific components of the immune system in overall host defenses (Chapter 31).56 The importance of T cell-mediated immunity in host defenses to intracellular parasites, fungi (Fig. 1.4) and viruses is emphasized by the remarkable susceptibility of T cell-deficient patients to such organisms as Pneumocystis jiroveci and Candida albicans, and by the risks of utilizing attenuated live virus vaccines in such patients. Indeed, the relationship between susceptibility to particular potential pathogens and specific immunologic deficiencies is nicely illustrated by recent demonstrations that the pathogenesis of familial forms of chronic mucocutaneous candidiasis can reflect deficiency of IL-17-mediated immunity, either of the production of IL-17 F or in the IL-17 receptor A57 or mutations affecting the coiled-coil domain of signal tranduceer and activator of transcription 1 (STAT1).58





[image: image]

Fig 1.4 Leg of a 16-year-old patient with chronic mucocutaneous candidiasis as a consequence of congenital T-cell deficiency associated with hypoparathyroidism.




On the other hand, patients with defects in antibody synthesis or phagocytic cell function are characteristically afflicted with recurrent infections with pyogenic bacteria, particularly Gram-positive organisms. And patients with inherited defects in synthesis of terminal complement components have increased susceptibility to infection with species of Neisseria.


In recent years immunology has entered the lay lexicon, largely as a result of the HIV pandemic. People throughout the world are now tragically aware of the consequences of immune deficiency. The remarkable progress in understanding this disease, however, depended substantially upon earlier studies of relatively rare patients with primary immunodeficiency syndromes, more recently accelerated by progress in genomic definition of their molecular basis. Similarly, cure of patients with primary immunodeficiencies by cellular reconstitution, particularly bone marrow transplantation, presaged important recent progress in correction of such diseases by gene replacement therapy.59 The “present” of clinical immunology is indeed bright. But its future potential to impact prevention and treatment of many challenging diseases through enhancement or suppression of global or antigen-specific immune responses is even more exciting to contemplate. A few approaches are broadly hinted at here, and it is hoped that readers will enjoy considering such opportunities “on the horizon” throughout the book. And given the nature of the immune system, will challenge themselves to transform a particular author's views to new and different clinical settings.





On the Horizon






Enhancement of immune responses







[image: image] Gene replacement in monogenic immunodeficiency diseases with autologous induced pluripotent stem cells


[image: image] Cellular engineering to prevent T-cell infection by HIV












Suppression of immune responses







[image: image] Improvement in antigen-specific immunosuppression


[image: image] Specific suppression of long-lived antibody-producing cells


[image: image] Prevention of graft-versus-host disease in allogeneic bone marrow transplants


[image: image] Pharmacologic development of specific inhibitors of cytokines, chemokines, and their receptors












Immunodiagnostics







[image: image] Development of novel diagnostic tools based on nanotechnology arrays


[image: image] Clarification of role of exposure in childhood to specific bacteria and viruses in pathogenesis of allergy and asthma











Studies in experimental animal systems, especially the mouse, have been critical to our understanding of molecular aspects of immune system function and have contributed importantly to our appreciation of how aberrations of such functions are involved in the pathogenesis of disease. The new insights gained from use of transgenic mice (including murine expression of human genes) and constitutive or conditional gene-knockout mice are essential to a comprehensive view of the immune system at the advancing edge of its clinical application, implying that future progress in clinical immunology will equally depend upon detailed analysis in such systems. Nevertheless, the carefully studied patient will remain the ultimate crucible for understanding human immunity and the roles of the immune system in the pathogenesis of and protection from disease.
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2 Organization of the immune system




Dorothy E. Lewis, Gregory R. Harriman, Sarah E. Blutt





The human immune system consists of organs, including the spleen, the thymus, and the lymph nodes; and movable cells, including cells from the bone marrow, blood and lymphatics. This design allows central locations for initial production and differentiation of committed cells from naïve precursors, as in the fetal liver, the bone marrow and the thymus; and more dispersed sites for selection and further differentiation of cells into mature effector cells, as in spleen, lymph nodes and intestinal Peyer's patches. This arrangement also allows the regulation of immune responses at locations peripheral to the primary lymphoid organs, and thus provides local control of infectious processes. The mechanisms responsible for the ability of nonspecific leukocytes and natural killer (NK) cells and antigen-specific T and B lymphocytes to respond rapidly are discussed in later chapters. This chapter is concerned with the basic features and ontogeny of cells involved in the immune response, as well as the essential structure of lymphoid organs.






Immune cell development






Ontogeny of the cells of the immune system


In the first month of embryogenesis in humans, stem cells capable of producing white blood cell progenitors are found in yolk sac erythropoietic islands physically attached to, but not inside, the embryo.1 A specialized endothelial cell gives rise to the first progenitor cell.2 An area adjacent to the liver, called the aorta–gonad–mesonephros (AGM), produces progenitor cells that develop into hematopoietic stem cells. In addition, the placenta has been identified as a separate possible source for fetal stem cells for both the AGM and the fetal liver. The properties of the HSC at different sites differ. For example, HSC in the fetal liver are in cycle, those in adult bone marrow are not. These progenitor stem cells first populate the embryonic liver and begin blood cell production in the sixth week of gestation, or just after the organ can be identified. By the eleventh week, the liver is the major source of hematopoiesis and remains so until the sixth month of gestation.


The first progenitor cells derived from hematopoietic stem cells (HSC) are colony-forming cells that can differentiate into granulocytes, erythrocytes, monocytes, megakaryocytes, and lymphocytes.3 The elements of the skeleton are formed between the second and fourth months of gestation. After this process, white blood cell development shifts to the marrow of these bones. The transition from liver to bone marrow is completed in the sixth month of gestation. Cells that differentiate from early stem cells begin to populate the primary lymphoid organs, such as the thymus, by 7–8 weeks’ gestation.4 At 8 weeks’ gestation, T-cell precursors that have initiated T-cell receptor (TCR) rearrangement (Chapter 8) can be detected in thymic tissue. In the fetal liver, B-cell precursors initiate immunoglobulin (Ig) rearrangements by 7–8 weeks’ gestation (Chapter 7). Late in the first trimester, B-cell development spreads to the bone marrow. In the bone marrow, B-cell progenitors congregate in the areas adjacent to the endosteum and differentiate in the direction of the central sinus. The association of B cells with stromal reticular cells is essential for eventual release of mature B cells into the central sinus. As in the case of T-cell development, a selection process causes many B-cell progenitors to die by apoptosis.


In adult humans the bone marrow is the chief source of stem cells. However, the peripheral blood can be induced to contain stem cells with different characteristics and limited self-renewal.5









Tools essential to an understanding of immune cell biology


Progress beyond morphologic categorization of hematopoietic cells was enhanced by monoclonal antibodies that identify stage-specific leukocyte cell surface antigens using flow cytometry. In the 1980s, the number of monoclonal antibodies raised against a multitude of human leukocyte antigens yielded a complicated nomenclature. In response, leukocyte differentiation antigen workshops were charged with the development of a more convenient naming system. The workshops grouped all the monoclonal antibodies that recognized a single molecule on leukocytes by the cluster pattern of cells with which they were identified, hence the term CD, or “cluster of differentiation” antigen (Table 2.1). As of 2010, 363 CD antigens had been officially recognized, with varying levels of characterization (see Appendix 1). Future human cell differentiation molecule workshops are planned to focus on markers of functional subsets of cells. A more extensive discussion of these markers can be found at http://www.hcdm.org


Table 2.1 Important cell surface antigens on hematopoietic cells






	Cell type

	Surface antigens

	Predominant location






	Hematopoietic stem cells






	Bone marrow
HSC
Peripheral blood
HSC

	CD34− or
CD34+, Lin-, Thy1+
CD34+, Lin-, CD38+, CD71+


	Bone marrow



Blood






	Myeloid cells






	Monocytes
Macrophages
Langerhans cells
Follicular dendritic cells
Interdigitating dendritic cells
Dendritic cells
Myeloid dendritic cells
Plasmacytoid dendritic cells (IFN-α producing)

	CD14, CD35 (CR1), CD64 (FcRrγ1)
CD68, CD13, CD64, CD35
CD1a, CD207 (Langerin), CD35, CD64
CD80, CD56, Class II, CD83, CD40
CD83, CD80, CD86, CD40
CD1a, CD11c
CD4, CCR5, CXCR4, CD123

	Blood
Tissues
Skin
B-cell areas, lymph nodes
T-cell areas, lymph nodes
Mainly tissues






	Granulocytes






	Neutrophils
Eosinophils
Basophils
Mast cells

	CD16 (FcγRIII), CD35 CD88 (C5aR)
CD32 (FcγRII)
CD23, (FcεRII), CD32
FcεRI αFcεRI α

	Blood, tissues
Blood, tissues
Tissues, blood
Tissues, blood,
Tissues






	Lymphocytes






	T cells
B cells
NK cells
NKT cells
Tregs

	CD7, CD3, CD4, CD8, CD28
Surface Ig, class II,
 CD19, CD20, CD22, CD40
CD16, CD56, CD94
CD3, CD56, Vα24 TCR
CD4, CD25, Foxp3, GARP

	Thymus, spleen, lymph nodes, MALT, blood
Bone marrow, spleen, lymph nodes, MALT, blood
Spleen, lymph nodes, mucosal tissues, blood
Blood, tissues
Thymus, blood, tissues

















Hematopoiesis and lymphopoiesis


All mature cells of the hematopoietic and lymphoid lineages are derived from pluripotent stem cells.6 These cells give rise to hematopoietic and lymphoid progenitors. The hematopoietic progenitors then mature into cells of the granulocytic, erythroid, monocytic–dendritic, and megakaryocytic lineages (GEMM colony-forming units, CFU-GEMM). Likewise, lymphoid progenitors mature into B lymphocytes, T lymphocytes, and NK cells (Fig. 2.1).





[image: image]

Fig. 2.1 The differentiation of hematopoietic cells.




In the adult, hematopoiesis and lymphopoiesis occur in two distinct tissues. The development of hematopoietic lineage cells—that is, granulocytes, monocytes, dendritic cells, erythrocytes and platelets—occurs in the bone marrow (Table 2.2). B-lymphocyte development, through the stage of mature B cells, also occurs in the bone marrow (Chapter 7). On the other hand, T-cell progenitors leave the bone marrow, migrate to the thymus and differentiate into αβ and γδ T cells, as well as regulatory T cells (Chapter 8). Evidence also suggests that at least some NK cells develop from precursors in the thymus.7 However, most NK-cell development occurs extrathymically, mainly in the bone marrow.


Table 2.2 Normal distribution of hematopoietic cells in the bone marrow






	Cell type

	Approximate proportion (%)






	Stem cells

	1






	Megakaryocytes

	1






	Monocytes

	2






	Dendritic cells

	2






	Lymphocytes

	15






	Plasma cells

	1






	Myeloid precursors

	4






	Granulocytes

	50–70






	Red blood cell precursors

	2






	Immature and mature red blood cells

	10–20











Characteristics of hematopoietic stem cells


The pluripotent stem cell gives rise to all red and white blood cell populations. Human hematopoietic stem cells (HSC) in the bone marrow are rare: 1 in 10 000 cells. They occupy a distant niche in the bone marrow closest to the bone and rely on osteoblasts for this localization. Several separation methods identify stem cells and their differentiative potential. Early observations showed that the HSC had characteristic flow cytometric light-scattering properties (low side scatter, medium forward scatter), no lineage (LIN)-specific markers (e.g., CD2, CD3, CD5, CD7, CD14, CD15, or CD16), and expressed CD34 on the cell surface.8 However, hematopoietic reconstitution can occur with CD34−, noncycling LIN− cells, suggesting that surface expression of CD34 is not a definitive marker of the most primitive precursors.10 Indeed, characterization of the HSC based on cell surface/functional markers can be misleading.


A subpopulation of stem cells excludes nucleophilic dyes such as Hoechst dye and is called a “side population.” This can give rise to a wide variety of cell types.9 A key aspect of a long-term stem cell is its capacity for self-renewal via asynchronous division influenced by external factors, such as infection.10 Hematopoietic stem cells circulate in the peripheral blood with 10–100 times less frequency. Mobilization of “stem cells” to the periphery can be induced with G-CSF. Of these, about 5–20% are true stem cells.11 Enriched peripheral blood stem cells do not express lineage-associated antigens. A minor subpopulation expresses the B-cell antigens, CD19 and CD20, and there is variable expression of CD33 and CD13. Most peripheral blood stem cells express activation antigens, such as the transferrin receptor, CD71 and CD38. Peripheral blood HSC cells engraft 2–3 days faster than conventional bone marrow HSC, which is important for reduction of bone marrow transplantation morbidities. However, peripheral blood HSC are more differentiated than those obtained from the bone marrow and have only limited self renewal properties.12









Regulation of hematopoietic and lymphopoietic cell growth and differentiation


Regulation of stem cell differentiation occurs through interactions with a variety of microenvironmental factors in the bone marrow or thymus. Cell surface receptors recognize either soluble ligands (e.g., cytokines) released by other cells, or surface ligands (e.g., cell interaction molecules) expressed on adjacent cells. These receptors can facilitate differentiation. Stem cells can be exposed to spatially and temporally regulated ligands or factors. The differential expression of receptors on the stem cells allows control of proliferation and differentiation along one of the hematopoietic or lymphoid lineages.11


Cytokines (Chapter 9) have pleiotropic effects on hematopoietic and lymphoid cell development. They affect both the growth and maintenance of pluripotent stem cells, as well as the development and differentiation of specific cell lineages. The effect of the cytokine often differs, depending on whether the cell has previously been or is concurrently being stimulated by other cytokines. The stage of differentiation, as well as the presence or absence of the cytokine's receptor on the cell surface, also affects the cellular response. Although there are several cytokines, such as IL-6 and stem cell factor (SCF), that are considered to be classically involved in hematopoiesis, it has become clear in recent years that these cytokines can have non-hematopoietic functions, as well.


Stromal cells located within the bone marrow and thymus regulate hematopoietic and lymphoid cell growth and differentiation by releasing cytokines, such as the interleukins IL-4, -6, -7, and -11; leukemia inhibitory factor (LIF); granulocyte–macrophage colony-stimulating factor (GM-CSF); granulocyte colony-stimulating factor (G-CSF); and SCF.13 Stromal cells also participate in cell–cell interactions with progenitors by means of the engagement of cell surface molecules that provide additional regulatory stimuli. In addition, stromal cells form the intercellular matrix (e.g., fibronectin and collagen) that binds to selectin and integrin receptors present on hematopoietic and lymphoid progenitors.14






Cytokines that affect the growth and maintenance of pluripotent and multipotent stem cells


Pluripotent stem cells are characterized by their ability to reconstitute cells of the hematopoietic and lymphoid lineages. Stem cells are resistant to 5-fluorouracil treatment, which indicates that they are dividing slowly at best. Maintenance of pluripotent capacity is mediated through differentiation antagonists, termed restrictins. Studies suggest that stromal cells maintain stem cell capacity by the release of factors such as restrictin-D or flt-3/flk-2 ligand, which either antagonize differentiation induced by other cytokines or facilitate stem cell self-renewal. Because the stem cell pool is depleted as their progeny differentiate, proliferation of the stem cells is required to avoid exhaustion. The entry of stem cells into the cell cycle and subsequent proliferation, as well as commitment to particular lineages, also appears to be controlled by cytokines. Recent studies have focused on discovery of in vitro conditions that maintain extended long-term cultures of stem cell populations. The data suggest that flt-3 ligand, c-kit ligand and megakaryocyte growth and development factor (MGDF) all promote long-term stem cell expansion. The combination of c-kit ligand, IL-3 and -6 causes more rapid expansion, but does not allow long-term extension of precursor cells.15


Several cytokines, either alone or in combination, have been shown to promote stem cell growth (Table 2.3).16 In general, combinations of cytokines are more effective at inducing stem cell growth than are individual cytokines. For example, IL-1 promotes stem cell growth by inducing bone marrow stromal cells to release additional cytokines and by synergistically stimulating these cells in the presence of other cytokines. One of these other cytokines, IL-3, promotes the growth of hematopoietic progenitors. The effect is significantly enhanced by IL-6, IL-11, G-CSF, and SCF. IL-11, a stromal cell-derived cytokine, enhances IL-3-induced colony formation in 5-fluorouracil-resistant stem cells. Similarly, other cytokines secreted by stromal cells, for example IL-6, G-CSF, and SCF, also exert their effects by shortening the G0 period in stem cells. In contrast, IL-3 acts on cells after they have left G0. IL-12 is unable to support the growth of primitive hematopoietic stem cells, either by itself or in conjunction with IL-11 or SCF. However, it does act in synergy with IL-3 and IL-11, or IL-3 and SCF, to enhance stem cell survival and growth. In some situations, cytokines can enhance the growth of hematopoietic and lymphoid cells, but in other circumstances the cytokine can inhibit cell growth or enhance differentiation. For example, the LIF cytokine can enhance the growth and development of bone marrow progenitor cells along multiple lineages in media containing IL-3, IL-6, and GM-CSF. However, in the absence of other cytokines or factors in serum, LIF has little effect on the growth and development of CD34+ progenitor cells. Similarly, although transforming growth factor-β (TGF-β) and IL-4 are potent inhibitors of hematopoietic progenitor cell growth, they enhance granulocyte development. And, while tumor necrosis factor-α (TNF-α) inhibits the development of granulocytes, it can also potentiate the effects of IL-3 on hematopoietic progenitor cell proliferation.




Table 2.3 Cytokines important for hematopoietic cell growth and differentiation


[image: image]




Other cytokines have effects on the proliferation and differentiation of multipotent progenitors of hematopoietic and lymphoid cells. For example, GM-CSF and IL-3 promote the development of granulocytes, macrophages, dendritic cells and erythrocytes. IL-6 participates in the development of neutrophils, macrophages, platelets, T cells, and B cells. And thrombopoeitin signaling promotes stem cell self-renewal, which enhances transplantation success.17









Cytokines that inhibit hematopoietic stem cell growth


Cytokines produced by mature cells also downregulate hematopoietic stem cell growth. For example, macrophage inflammatory protein-1α (MIP-1α) is an inhibitor of hematopoietic progenitor cell proliferation. Other factors regulate stem cell growth through a variety of mechanisms, including the promotion of terminal differentiation (e.g., interferon-γ (IFN-γ) and TGF-β) or through the induction of apoptosis (e.g., TNF-α). When pathologic conditions exist, these cytokines can have adverse effects on hematopoietic and lymphoid cell development, resulting in various deficiency states.





Key Concepts


Cells of the immune system







[image: image] Pluripotent stem cells in the bone marrow give rise to all the lineages of immune cells.


[image: image] The development and regulation of cells of the immune system is associated with the programmed appearance of specific cell surface molecules and responsiveness to selective cytokines.


[image: image] The mature cells of the immune system include the antigen-presenting cells of various types; other phagocytic cells, including neutrophils, eosinophils, basophils, and lymphocytes, which are T, B, or natural killer cells.


[image: image] Each lymphocyte lineage can be divided into discrete subpopulations which serve specialized functions. These include CD4 and CD8 T cells, T-helper (Th) subsets, CD16+ and CD16− NK cells, and B-1 and conventional B-2 B cells.















Cytokines affecting development and differentiation of specific cell lineages


The initial event in differentiation involves the commitment of pluripotent stem cells to a specific lineage. Cytokines are important for this process and appear to have lineage-specific effects that act specifically at late stages of differentiation. For example, erythropoietin regulates the later stages of erythrocyte differentiation, whereas G-CSF induces granulocyte differentiation and macrophage colony-stimulating factor (M-CSF) is specific for macrophage maturation.18 Cytokines that play an important role in the growth and development of specific cell lineages are described under each cell type.












Mature cells of the immune system


The mature cells of the immune system arise mainly from progenitor cells in the bone marrow. They include both nonspecific and antigen-specific effector cells. The central player in both lines of defense is the antigen-presenting cell (Chapter 6). In addition to their nonspecific effector functions, these cells are crucial for the development of specific immune responses. With maturation, these cells enter the blood (Table 2.4) where they circulate into the tissues and organs.




Table 2.4 Normal distribution of white blood cells in the peripheral blood of adults and children
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Antigen-presenting cells


Cells that act as antigen-presenting cells (APCs) include a diverse group of leukocytes such as monocytes, macrophages, dendritic cells (DCs), and B cells. In addition, endothelial or epithelial cells can acquire antigen-presenting abilities after upregulation of class II molecules of the major histocompatibility complex (MHC; Chapter 5) by various cytokines.


APC are found primarily in the solid lymphoid organs and skin (Chapter 18). The frequency of these cells varies between 0.1 and 1.0%. The specialized APC in B-cell areas of lymph nodes and spleen are termed follicular dendritic cells (FDCs). They trap antigen–antibody complexes and thus play a key role in the generation and maintenance of memory B cells. These cells do not express class II molecules, but do have receptors for IgG and complement component C3b, FcγR (CD64) and CR1 (CD35), respectively. DCs are also abundant in the thymic medulla and are involved in selection of thymocytes.


DCs residing in peripheral sites such as the skin, intestinal lamina propria, lung, genitourinary tract etc. are typically immature. These cells are more phagocytic and express fewer MHC class I, MHC class II, and co-stimulatory molecules. These immature dendritic cells take up antigens in tissues for subsequent presentation to T cells. During migration to the lymph nodes, dendritic cells undergo phenotypic and functional changes characterized by increased expression of MHC class I, MHC class II and co-stimulatory molecules (e.g., B7–1 [CD80] and B7–2 [CD86]) that react with ligands CD28 and CTLA-4 expressed by T cells.19


The predominant APCs of the skin are the Langerhans cells.20 These are found in the epidermis and are characterized by rocket-shaped granules called Birbeck's granules. Upon migration from the skin, these cells deliver antigens entering the skin to the effector cells of the lymph nodes.


The immature tissue DCs in peripheral tissues also engulf and process antigens. They leave the tissues and home to T-cell areas in the draining lymph nodes or spleen.21 At these sites they can directly present processed antigens to resting T cells to induce their proliferation and differentiation. These effector cells then home to the site of the antigenic assault. The key distinction between mature DCs and macrophages in terms of antigen presentation is the ability of DCs to activate resting T cells directly. Modulation of DC maturation and viability are currently pursued strategies to improve vaccines for cancer and HIV.









Monocytes–macrophages


Cells of the monocyte–macrophage lineage exist in blood (~ 10% of white blood cells) primarily as monocytes, large 10- to 18-μm cells with peanut-shaped, pale purple nuclei as determined by Wright's staining (Table 2.4). The cytoplasm, which is 30–40% of the cell, is light blue and has azurophilic granules that resemble ground glass. There also are numerous intracytoplasmic lysosomes. The cells express MHC class II molecules, CD14 (the receptor for lipopolysaccharide), and distinct Fc receptors (FcR) for Ig. The latter include FcγRI (or CD64), which has a high affinity for IgG, and FcγRII (or CD32), which is of medium affinity and binds to aggregated IgG. FcγRIII (or CD16) has low affinity for IgG and is associated with antibody-dependent cellular cytotoxicity (ADCC); it is expressed on macrophages, but not on blood monocytes. Monocytes and macrophages also express CD89, the Fc receptor for IgA.


Macrophages are more differentiated monocytes that reside in various tissues, including lung, liver, and brain.22 Most cells of the monocyte–macrophage lineage adhere strongly to glass or plastic surfaces, a property often used to deplete or purify them from mixed cell populations. Many cells of this lineage phagocytose organisms or tumor cells in vitro. Cell surface receptors, including CD14, Fcγ receptors and CR1 (CD35), are important in opsonization and phagocytosis. Cells of this lineage also express MHC class II molecules and some express the low-affinity receptor for IgE (CD23). Other cell surface molecules include myeloid antigens CD13 (aminopeptidase N) and CD15 (Gal (1–4) or [Fuc (1–3)] GlcNAc) and the adhesion molecules CD68 and CD29 or CD49d (VLA-4). In addition to phagocytic and cytotoxic functions, these cells have receptors for various cytokines such as IL-4 and IFN-γ that can regulate their function. Activated macrophages are also a major source of cytokines, including IFN, IL-1 and TNF, as well as complement proteins and prostaglandins.


Macrophages, along with DCs, are much more plastic in differentiation and function than previously realized. They can be alternatively activated and thereby become suppressive, developing anti-inflammatory properties that can be relevant in immune responses to cancer. Alternative activation is induced by T helper cell 2 (Th2) cytokines (Chapter 16) IL-4 and Il-13.23


Monocytes and macrophages arise from colony-forming unit granulocyte–monocyte (CFU-GM) progenitors that differentiate first into monoblasts, then promonocytes, and finally monocytes.23 Mature monocytes leave the bone marrow and circulate in the bloodstream until they enter tissues, where they develop into tissue macrophages (alveolar macrophages, Kupffer cells, and microglial cells).


Several cytokines participate in the development of monocytes and granulocytes. For example, SCF, IL-3, IL-6, IL-11, and GM-CSF all promote the development of myeloid lineage cells from CD34+ stem cells, especially those in the early stages of differentiation. Another cytokine, M-CSF, acts at the later stages of development and is lineage specific, inducing maturation into macrophages.19









Dendritic cells


Dendritic cells are accessory cells that express high levels of MHC class II molecules and are potent inducers of primary T-cell responses. Except for the bone marrow, they are found in virtually all primary and secondary lymphoid tissues, as well as in skin, mucosa, and blood. Dendritic cells are derived from CD34+ MHC class II-negative precursors present in the bone marrow that also give rise to macrophages and granulocytes. GM-CSF and TNF-α are involved in the development of DCs from their precursors in bone marrow.24 Langerhans cells are the immediate precursors of DCs in the skin. After encountering antigen, Langerhans cells migrate from the skin through afferent lymphatics and into draining lymph nodes, where they enter via the subcapsular sinus. Interdigitating DCs, which present peptide antigens bound to MHC class II molecules to T cells in the lymph nodes and spleen (Chapter 6), appear to derive from these Langerhans cell immigrants. TNF-α also maintains the viability of Langerhans cells in the skin and stimulates their migration. In Peyer's patches (Chapter 19), immature dendritic cells occur in the dome region underneath the follicle-associated epithelium (FAE), where they actively endocytose antigens taken up by M cells in the FAE. More mature interdigitating DCs are found in T-cell regions, where they appear to be the major APC type. These cells, like their counterparts in the lungs, induce Th2 immune responses. There are at least two types of DC. DC1 are bone marrow derived and found in lymphoid tissues. They express CD1a and CD11c. Plasmacytoid DCs or DC2 are high producers of IFN-α. They express CD123 and not CD11c. Their derivation is debated, but they are derived from either myeloid or lymphoid lineages.25,26









Polymorphonuclear granulocytes


Polymorphonuclear (PMN) granulocytes arise from progenitors that mature in the bone marrow. They are released into the blood as short-lived (2–3 days), essentially end-stage, cells. They constitute 65–75% of the white blood cells in the peripheral blood, are 10–20 μm in diameter, and have features such as a multilobed pyknotic nucleus characteristic of cells undergoing apoptosis (Table 2.4).27 PMNs are also found in tissues. They use diapedesis to gain access from the blood. Granulocytes act as early soldiers in the response to stress, tissue damage, or pathogen invasion. Because of their function in phagocytosis and killing, they possess granules whose unique staining characteristics are used to categorize the cells as neutrophils (Chapter 21), basophils (Chapter 22) or eosinophils (Chapter 23).









Neutrophils


Most circulating granulocytes are neutrophils (90%). Their granules are azurophilic and contain acid hydrolase, myeloperoxidase and lysozymes. These granules fuse with ingested organisms to form phagolysosomes, which eventually kill the invading organism. In some cases there is extracellular release of granules after activation via the Fc receptors. Neutrophils express a number of myeloid antigens, including CD13, CD15, CD16 (FcγRIII), and CD89 (FcαR). In response to bacterial infection, there is typically an increase in the number of circulating granulocytes. This often includes the release of immature granulocytes, called band or stab cells, from the bone marrow. In a mild infection, both the number and function of neutrophils are increased. This is associated with a delay in apoptosis. With a more severe infection there may actually be impairment of function owing to the release of immature cells.


Neutrophils derive from CFU-GM progenitor cells and differentiate within a 10- to 14-day period. These progenitors give rise to myeloblasts, which in turn differentiate into promyelocytes, myelocytes, and finally mature neutrophils. The cytokines SCF, IL-3, IL-6, IL-11, and GM-CSF promote the growth and development of neutrophil precursors, whereas certain cytokines are important for differentiation of CFU-GM progenitors into mature neutrophils.28 For example, G-CSF induces maturation of neutrophil precursors into mature neutrophils. IL-4 enhances neutrophil differentiation induced by G-CSF, while at the same time inhibiting the development of macrophages induced by IL-3 and M-CSF.









Eosinophils


Eosinophils typically comprise 2–5% of the white cells in the blood. They exhibit a unique form of diurnal variation because the peak of production occurs at night, perhaps because glucocorticoid levels are lower at night. Eosinophils are capable of phagocytosis followed by killing, although this is not their main function. The granules in eosinophils are much larger than in neutrophils and are actually membrane-bound organelles. The crystalloid core of the granules contains a large amount of major basic protein (MBP), which can neutralize heparin and is toxic. During degranulation, the granules fuse to the plasma membrane and their contents are released into the extracellular space. Organisms that are too large to be phagocytosed, such as parasites, can be exposed to cell toxins by this mechanism. For example, MBP can damage schistosomes in vivo. However, tissue damage is kept to a minimum because the MBP is confined to a small area between the eosinophil and the schistosome. Eosinophils also release products that counteract the effects of mast cell mediators.


Eosinophils derive from a progenitor (CFU-Eo) that progresses through development stages similar to those of neutrophils.29 These stages begin with an eosinophilic myeloblast, followed by an eosinophilic promyelocyte, a myelocyte, and finally a mature eosinophil. Three cytokines are important in the development of eosinophils: GM-CSF, IL-3 and IL-5. GM-CSF and IL-3 promote eosinophil growth and differentiation; SCF also has an effect on eosinophil function. IL-5 has more lineage-specific effects on eosinophil differentiation, although it also affects some subsets of T and B cells; it is also important for eosinophil survival and maturation.









Basophils and mast cells


Basophils represent less than 1% of the cells in the peripheral circulation, and have characteristic large, deep-purple granules. Mast cells are found in proximity to blood vessels and are much larger than peripheral blood basophils. The granules are less abundant and nucleus is more prominent. There are two different types of mast cell, designated mucosal or connective tissue depending on their location.30 Mucosal mast cells require T cells for their proliferation, whereas connective tissue mast cells do not. Both types have granules that contain effector molecules. After degranulation, which is effected by cross-linkage of cell surface IgE bound to cells via the high-affinity receptor for IgE, the basophils–mast cells release heparin, histamine, and other effector substances to mediate an immediate allergic attack (Chapters 22 and 40).


Basophils and mast cells share a number of phenotypic and functional features that suggest derivation from a common precursor. They both contain basophilic-staining cytoplasmic granules; express the high-affinity IgE receptor (FcεRI); and release a number of similar chemical mediators that participate in immune and inflammatory responses, particularly anaphylaxis. However, basophils and mast cells have some distinct morphologic and functional characteristics that suggest they represent distinct lineages of cells, rather than cells at different stages within the same lineage. For example, in human transcription factor analysis seems to relate basophils closer to eosinophils than to mast cells.


Basophils mature from a progenitor (CFU-BM) into basophilic myeloblasts, then basophilic promyelocytes, myelocytes, and finally mature basophils. Less is known about the stages of mast cell development, although they are probably derived from the same CFU-BM progenitor as basophils.


In human, SCF induces the most consistent effects on the growth and differentiation of both basophils and mast cells. Both IL-3 and SCF are important for intestinal mast cell differentation. Il-6 can also increase mast cell numbers. This probably explains why T cells are needed for their development.31 In mice, both IL-4 and -9 stimulate mast cell development. However, in human only IL-9 acts in synergy with SCF to enhance mast cell growth. Additional cytokines that affect basophil growth include nerve growth factor and GM-CSF or TGF-β, and IL-5 for basophil differentiation.









Platelets and erythrocytes


Hematopoietic stem cells also give rise to platelets and erythrocytes. Platelets derive from CFU-GEMM progenitors, which in turn differentiate into burst-forming units for megakaryocytes (BFU-MEG). The BFU-MEG then differentiate into CFU-MEG, promegakaryoblasts, megakaryoblasts, megakaryocytes, and finally platelets.32 Several cytokines, particularly thrombospondin, IL-1, IL-3, GM-CSF, IL-6, IL-11, and LIF, affect the growth and differentiation of platelets.


Erythrocytes also derive from CFU-GEMM progenitors, but their progenitors are burst-forming units for erythrocytes (BFU-E), which in turn differentiate into CFU-E, pronormoblasts, basophilic normoblasts, polychromatophilic normoblasts, orthochromic normoblasts, reticulocytes, and finally erythrocytes.33 Again, several cytokines, notably GM-CSF, SCF, IL-9, thrombospondin, and erythropoietin, regulate erythrocyte development.









Lymphocytes


Lymphocytes, the central cell type of the specific immune system, represent about 25% of white cells in the blood (Table 2.4). Small lymphocytes range between 7 and 10 μm in diameter. They are characterized by a nucleus that stains dark purple with Wright's stain, and by a small cytoplasm. Large granular lymphocytes range between 10 and 12 μm in diameter and contain more cytoplasm and scattered granules. The three types of lymphocytes that circulate in the peripheral blood—T, B, and NK cells—constitute approximately 80, 10, and 10% of the total blood lymphocyte population, respectively (Chapters 7, 8, and 17). In the thymus most of the lymphocytes (90%) are T cells; however, in the spleen and lymph nodes only about 30–40% are T cells. The preponderant lymphocytes in these locations are B cells (60–70%).34,35









T lymphocytes


T lymphocytes arise from lymphocyte progenitors in the bone marrow that are committed to the T-cell lineage before homing to the thymus. In the early stages of embryogenesis, T-cell precursors migrate to the thymus in waves.36,37 Associated with this migration is the developing ability of thymic education elements, epithelial cells, and DCs to select appropriate T cells.38 In the thymus, T cells rearrange their specific antigen receptors (TCR) and then express CD3 along with the TCR on their surface (Chapter 8). Resting T cells in the blood typically range between 7 and 10 μm in diameter and are agranular, except for the presence of a structure termed a Gall body, which is not found in B cells (Table 2.4). The Gall body is a cluster of primary lysosomes associated with a lipid droplet. A minority of T cells in the blood (about 20%), are of the large granular type, meaning that they are 10–12 μm in diameter and contain primarily lysosomes that are dispersed in the cytoplasm. Golgi apparati also are found. The preponderant form of the TCR, found on about 95% of circulating T cells, consists of α and β chains (αβTCR+).39 Some CD3+ cells do not express either CD4 or CD8 (double-negative or DN) and are characterized by having an alternative TCR composed of γ and δ chains (γδTCR+). Further differentiation in the thymus occurs from CD3+ cells that express both CD4 and CD8 (double-positive or DP) to cells expressing either CD4 or CD8 but not both (Chapter 8). These mature cells then circulate in the peripheral blood at a ratio of about 2:1 (CD4:CD8) and populate the lymph nodes, spleen and other secondary lymphoid tissues.


T-cell progenitors, which are CD7+, are believed to arise in the bone marrow from a multipotential lymphoid stem cell. After migration to the thymus, the CD7+ progenitors give rise to a population of CD34+, CD3−, CD4−, and CD8− T-cell precursors, which undergo further differentiation into mature T cells. Cytokines produced by thymic epithelial cells, e.g., IL-1 and soluble CD23, promote differentiation into CD2+, CD3+ thymocytes (Table 2.3). IL-7 induces the proliferation of CD3+ DN (CD4− CD8−) thymocytes, even in the absence of comitogenic stimulation. IL-7 is absolutely required for human T-cell development.40 IL-2 and -4 demonstrate complex effects on thymocyte development. Both appear capable not only of promoting the development of prothymocytes, but also of antagonizing their development. IL-6 acts as a co-stimulator of IL-1- or -2-induced proliferation of DN thymocytes and can stimulate the proliferation of mature, cortisone-resistant thymocytes alone. Once T cells leave the thymus, a variety of cytokines affect their growth and differentiation.









Subpopulations of T cells


T cells can be divided into subsets based on surface expression of CD4 and CD8, as well as by function in the immune response. CD4 and CD8 T cells were originally characterized by expression of the respective antigen and association with functional ability. For example, human T cells expressing CD4 provide help for antibody synthesis, whereas cells expressing CD8 develop into cytotoxic T cells. These functional distinctions are not as definitive today. For example, there is ample evidence for cytotoxic cells that express CD4. Instead, the distinction involves which antigen-presenting molecule is used for TCR interaction. Thus, CD4 T cells recognize antigen in the context of MHC class II molecules, and CD8 T cells recognize antigen presented by class I molecules (Chapter 6).


T-helper (Th) cells mature in response to foreign antigens. Their function is dependent on the production of cytokine modules, which characterize them as Th type 1 (Th1), Th2 or Th17.41 The precursor Th cell first differentiates into a Th0 cell producing interferon-γ (IFN-γ) and IL-4. The cytokine environment subsequently determines whether Th1 or Th2 cells predominate. Th1 cells produce primarily IFN-γ, IL-2, and TNF-α, and are important in cell-mediated immunity to intracellular pathogens, such as the tubercle bacillus. Th2 cells produce predominantly IL-4, -5, -6, -10, and -13, as well as IL-2, and predominate in immediate or allergic type 1 hypersensitivity. Other populations of CD4 T cells can develop and rely on IL-23 or -12 action upon the cells.42 If T cells are exposed to IFN-γ, they upregulate both IL-12R and -23R, which then produce either conventional Th1 cells or another subset, Th17, which produces IL-17 and has been associated with autoimmunity. Conversely, IL-17-producing CD4 cells also result from the direct action of IL-23 without IL-12 involvement. It is likely that there are other epigenetically altered T cells that allow diversity of function during an immune response.


A minor subpopulation (< 5%) of CD3+ cells in the peripheral blood express γδ TCR molecules. Most of these cells do not express CD4 or CD8. However, some intraepithelial lymphocytes that express γδ TCR also express CD8 αα homodimers in place of conventional CD8 αβ heterodimers. These cells, which are thymus independent, are involved in the initial response to bacterial antigens presented in mucosal epithelium. Another minor subpopulation of T cells, NKT cells, can be CD4+ or CD8+ and express a single Vα chain, Vα24, which recognizes glycolipids in the context of CD1a rather than a classical MHC molecule.43,44 NKT cells express MIP-1 α and β, have a Th1 bias, but lack Il-10 production The final minor subset is regulatory T cells (Treg), which occur naturally and can be induced in vitro. They are CD4+ and express high levels of CD25 and the transcription factor Foxp3 and perhaps GARP.45,46 These cells are important in regulatory immune responses. Treg are reduced in autoimmunity and increased in cancer.









B cells and plasma cells


B cells represent 5–10% of the lymphocytes in the blood (Table 2.4). They are typically 7–10 μm in diameter and lack Gall bodies and granules. The cytoplasm is characterized by scattered ribosomes and isolated rough endoplasmic reticulum (RER). The Golgi is not prominent, unless the cells are activated. B cells express cell membrane immunoglobulin (mIg), the majority expressing both IgM and IgD.47 A small minority of B cells express either surface IgG or IgA. Plasma cells (10–15 μm) are not normally found in the blood. They display an eccentric nucleus and a basophilic cytoplasm with a well-developed Golgi. The plasma cell displays parallel arrays of expanded RER that contains Ig.


A number of other cell surface molecules are found on B cells (Chapter 7), including CD19, CD20, CD40, CD79, MHC class II, Fcγ RII receptors (CD32) and complement receptors C3b (CR1a; CD35) and C3d (CR2a; CD21). Similar to T cells, which surround the TCR with activation effector molecules termed CD3, the B-cell Ig also has a B-cell receptor complex consisting of CD19, CD21, and CD81 (Chapter 4). Upon activation and cross-linking of surface Ig by specific antigen, B cells undergo proliferation and differentiation to produce plasma cells. Plasma cells are nondividing, specialized cells terminally differentiated from B cells, the function of which is to secrete Ig. They lose expression of mIg and MHC class II molecules. B-cell proliferation and differentiation processes take place in the germinal centers of the lymph nodes.


Several cytokines influence the development of B lymphocytes. In vitro studies of cytokines involved in the development of early B-cell progenitors show that combinations of SCF (but not IL-3) with IL-6, IL-11 or G-CSF can maintain B-lymphoid potential.47 Stromal cell-dependent differentiation of fetal pro-B cells occurs in conjunction with Flk-2/flt-3 ligand.


IL-4 has a variety of important effects on B-cell growth and differentiation. Low doses of IL-4 induce pre-B cells to differentiate into B cells expressing surface membrane IgM, whereas higher doses of IL-4 inhibit differentiation into B cells. In mature B cells, IL-4 increases expression of MHC class II, CD23 and CD40 molecules; promotes activation and progression to the G1 stage of the cell cycle; enhances proliferation after stimulation through the Ig receptor; and induces immunoglobulin class switch in human to IgG4 and IgE (IgG1 and IgE in mouse). IL-13, which is closely related to IL-4, has many similar effects on B cells.


Other cytokines, such as IL-2, -5, -6, -11, and nerve growth factor (NGF), act on mature B cells and can either enhance their proliferation or promote their differentiation into immunoglobulin-secreting cells. In addition, IL-10 enhances the viability of B cells in vitro, increases MHC class II expression, and augments the proliferation and differentiation of B cells after stimulation through the Ig receptor or CD40. TGF-β1 is a major switch factor for IgA. This cytokine induces human B cells triggered by mitogen to switch to both IgA1 and IgA2. SDF-1 (stromal cell-derived factor) attracts early-stage B-cell precursors and is a likely mechanism whereby B cells form islands in the bone marrow.18 Best studied in mice, there are at least two major populations of B cells: B-1 cells that are found in the follicular mantle and the peritoneal cavity, and conventional B-2 cells, which are primarily found in lymphoid follicles. The B-1 lineage predominates early in gestation and produces natural antibodies of the IgM isotype.48


There is good evidence for local expression of IgA plasma cell precursors in the ileum, which is important for bacterial containment.49









Natural killer cells


NK cells comprise the third major lymphocyte subset, i.e., 10–15% of circulating lymphocytes (Table 2.4). These cells are usually larger than typical lymphocytes (10–12 μm) and display less nuclear material and more cytoplasm than do small lymphocytes. They possess electron-dense peroxidase-negative granules and a well developed Golgi apparatus. Functional NK cells can be found in the fetal liver as early as 6 weeks’ gestation. These fetal NK cells express cytoplasmic CD3 proteins, but exhibit no TCR rearrangements. Evidence suggests that an Fcγ receptor-positive cell that does not express lineage-specific markers (LIN−) exists in the fetal mouse thymus, where it normally gives rise to T cells. However, if removed from the thymus, the cells develop into CD3− NK cells. Such CD3− cells with variable CD16 expression exist in human thymocyte populations and can be induced to proliferate, express NK-associated antigens, and exhibit NK cell function in vitro. These cells also express substantial levels of CD3δ and CD3ε in the cytoplasm.50


Mature NK cells do not express conventional antigen receptors, such as TCR or Ig, and the genes for these receptors remain unrearranged. Some express FcγRIII (CD16) and others express CD56, an adhesion molecule. NK cells, like T cells, also express the CD2 molecule. NK cells express the β chain of the IL-2 receptor, CD122, which allows resting NK cells to respond directly to IL-2. The function of NK cells is to provide nonspecific cytotoxic activity towards virally infected cells and tumor cells (Chapter 17). NK cells also can kill specifically when they are provided an antibody. This death delivery mechanism, known as antibody-dependent cellular cytotoxicity (ADCC), occurs via binding of the antibody to the Fcγ receptor CD16. After activation, NK cells produce cytokines, such as IFN-γ, that can affect the proliferation and differentiation of other cell types, especially DCs. Some of the recognition molecules on human NK cells are activating, some are inhibiting, and some act as receptors for MHC class I molecules.


The ontogeny of NK cells is now better understood. Although they express a number of membrane antigens in common with T cells and share functional properties with some T-cell subsets, suggesting a common origin, NK cells are found in fetuses before the development of T cells or the thymus. In addition, NK cells appear to develop normally in nude, athymic mice. NK cells probably develop extrathymically, and recent data suggest that they can develop from stem cells in the lymph nodes. NK cells arise from triple-negative (CD3−CD4−CD8−) precursors that are CD56+, but do not express CD34 or CD5. T cells, on the other hand, develop from “triple-negative” precursors that are CD34+CD5+CD56+. It is likely that T and NK cells arise from a common “triple-negative” precursor with the phenotype CD7+CD34+CD5+CD56+.


The cytokine receptor that determines lineage specificity is the α chain of the IL-2 receptor, CD25. Once CD25 is upregulated, the cell is destined to become a T cell. The cytokines most important in the early development of NK cells are IL-15 and IL-7. Flt ligand and c-kit also facilitate NK cell expansion. Several cytokines promote the growth and differentiation of mature NK cells. IL-2, induces proliferation and activation of NK cells. This probably occurs via the IL-2 receptor β chain (CD122), as NK cells do not express CD25. IL-2 also induces the growth of NK cells from precursors in bone marrow cultures. Both IL-7 and IL-12 activate NK cells. Although IL-4 inhibits the effects of IL-2 or IL-7 on NK cells, it acts synergistically with IL-12 to induce proliferation of CD56+ cells. IL-6, despite having no effect by itself, enhances NK cell activity in thymocytes cultured with IL-2. Finally, IL-15 is also involved in signalling NK cells for survival.51





Key Concepts


Tissues of the immune system







[image: image] The immune system consists of central locations of immune cell production and differentiation, and dispersed organs, where encounter with and response to antigens occur.


[image: image] B cells and T cells develop in the bone marrow and thymus, respectively.


[image: image] The mucosal surfaces and skin provide the primary access for foreign antigens to cells of the immune system, where they first interact primarily with antigen-presenting cells.


[image: image] The secondary lymph organs, which include the spleen, lymph nodes, tonsils, and Peyer's patches, are where immune reactions occur.





















Major lymphoid organs


The primary lymphoid organs are sites where lymphocytes differentiate from stem cells and proliferate and mature into effector cells. From birth to old age, these functions are carried out only in the bone marrow and the thymus.






Bone marrow


The bone marrow provides the environment necessary for the development of most of the white blood cells of the body (Fig. 2.2). At birth, most bone cavities are filled with actively dividing blood-forming elements known as “red” marrow. By 3–4 years, however, the tibia and femur become filled with fat cells, limiting their role in hematopoietic development. The ribs, sternum, iliac crest and vertebrae remain 30–50% cellular and produce hematopoietic cells throughout life.1 Main components of the bone marrow include blood vessels, cells, and extracellular matrix. The production of cells from HSC occurs in areas separated by vascular sinuses. The walls of the surrounding sinus contain a layer of endothelial cells with endocytic and adhesive properties. These specialized endothelial cells of the sinuses probably produce type IV collagen and laminin for structural support. These cells also elaborate colony-stimulating factors and IL-6. The outer wall of the sinus is irregularly covered with reticular cells. These branch into areas where cells are developing and provide anchors for those cells by producing reticular fibers. Megakaryocytes lie against this wall, touching the endothelial cells. A functional unit of marrow, called a spheroid, contains adipocytes, stromal cell types and macrophages. These reticular cell networks compartmentalize the developing progenitor cells into separate microenvironments called hematons.
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Fig. 2.2 Structure of the bone marrow, showing islands of erythropoiesis, granulopoiesis,and scattered lymphocytes.




The distribution of stem and progenitor cells across the radial axis of the bone suggests that the HSC are next to the bone surface, whereas the more mature progenitor cells are nearer the central venous sinus. This distribution facilitates release of mature cells. The production of new progenitor cells from stem cells occurs as a result of interactions between stem cells and stromal cells. Given the right stimulus, most of the progeny proliferate and differentiate further, which may result in migration from the bone marrow. In migrating, the cells become detached from stromal elements and progress toward the central sinus. Control of hematopoiesis is regulated by both positive and negative cytokines and by up- and downregulation of various adhesion molecules in committed progenitor cells. The molecules involved include the fibronectin receptor, glycoproteins IIb and IIIa, ICAM-1 (CD54), LFA-1 (CD11, CD18), LFA-3 (CD58), CD2, and CD44. Adhesion molecules on stromal cell surfaces include fibronectin, laminin, ICAM-1 (CD54), types I, III and IV collagen, and N-CAM. The most clearly established role for adhesion molecules involves fibronectin, which allows erythroid precursors to bind to stromal cells and thus facilitates progression from erythroblast to reticulocyte.


The accessory cell populations in bone marrow regulate many aspects of hematopoiesis, both positively and negatively. The upregulation of growth of the earliest progenitor cells is mediated by cytokines. For example, macrophages produce IL-1, which then induces stromal cells to express growth factors such as GM-CSF, IL-6, and IL-11. However, downregulation can occur at any stage. For example, T cells regulate hematopoiesis by producing factors that act on early erythroid progenitor cells, BFU-E. Later progenitors, CFU-E, are then more fully differentiated by erythropoietin. By contrast, activated T cells produce factors that can suppress BFU-E and CFU-E in vitro.


Cells in the bone marrow were originally characterized by morphology. The predominant types are those of the myeloid lineage, which account for about 50–70% of the cells. Red blood cell precursors represent from 15 to 40% of the total cells. Other lineages exist in lower proportions (< 5%). With the advent of cell surface antigen markers and flow cytometry, a more precise delineation could be made (Fig. 2.3). Thus, of the mature leukocytes in the bone marrow, approximately 70% are CD3+, CD14+, CD20+, or CD11b+. Both memory T and B cells return to the bone marrow after generation. These are designated as Lin+. Of the Lin− cells, about 6% are CD33+ and primarily of myeloid lineage. A Lin−CD71+ population represents about 18% of the total and is preponderantly of the red blood cell lineage.
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Fig. 2.3 Flow cytogram of normal human bone marrow based on CD45 expression and side scatter.


Most of the major hematopoietic populations can be delineated. In this example 1.5% are red blood cell precursors (NRBC), 1.5% are lymphoblasts, 3.0% are mature lymphoytes (Lymphs), 3.0% are monocytes (Monos), 4.0% are myeloblasts, 45% are segmented neutrophils (Seg neutro),and 42% are immature myeloid cells (Imm myel).











Thymus


The thymus is located in the mediastinum and below the sternum. This bilobed organ develops from the third and fourth pharyngeal pouches and is endodermal in origin. It is organized into a loose lobular structure, with areas in each lobe consisting of a cortex of rapidly dividing cells and a medulla that contains fewer, but more mature, T cells (Figs 2.4, 2.5). This arrangement has long suggested a scenario for differentiation where cells progress from the cortex to the medulla. Non-lymphocyte cells play very important site-specific roles in the thymic development of T cells. Epithelial cells are scattered throughout the thymus. Depending on their location, they are known as nurse cells, cortical epithelial cells or medullary epithelial cells. Macrophage-type cells and interdigitating cells that are bone-marrow derived are located at the junction between cortex and medulla and are involved in T-cell selection.
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Fig. 2.4 Structure of the thymus, showing pre-T cells entering from the bone marrow (BM).


Positive selection occurs on thymic epithelial cells; negative selection probably occurs during interactions with corticomedullary dendritic cells. This may explain why single-positive CD4 or CD8 cells are found primarily in the medulla. Nurse cells appear to remove negatively selected cells. Hassall's corpuscles are specialized cells producing thymic growth factors.
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Fig. 2.5 Human thymus showing cortex and medullary areas.


Cortical thymocytes are stained with an anti-CD1 antibody. Most medullary T cells do not express CD1.




Enlarged, activated T-cell precursors from the bone marrow begin by colonizing the subcapsular region of each lobe. These are actively proliferating and can self-renew. Selection begins when their progeny encounter MHC class II molecule-bearing cortical epithelial cells. A further education process probably occurs by interaction with macrophage-like cells found at the cortico-medullary junction and in the medulla.


Thymic nurse cells, found in the cortex, were originally thought to contribute to the thymic education of T cells. Because large numbers of thymic cells (50–200) can be found inside each nurse cell, it was believed that these structures provided an environment where selection and expansion could occur. However, recent evidence suggests that “nurse” may be a misnomer because, rather than aiding in their development, the nurse cells appear to dispose of developing T cells. Nurse cells are very busy, with about 90% of cortical T cells dying at this stage.


A structure known as Hassall's corpuscle, which consists of concentric whorls of epithelial cells, is found in the medulla, but its function is unclear. The Hassall's medullary epithelial cells contain secretory granules, and this network of cells may be active in the production of thymic hormones. In the fetus these bundles of cells are widely scattered, but become larger as the thymus matures. The center cells eventually become keratinized and die.


The thymic differentiation process (Chapter 8) involves rearrangement of functional TCR, surface expression of CD3, and both positive and negative selection that allows only a small percentage of T cells to survive. Pre-T cells in the thymus express CD2, CD5 and CD7, as well as activation antigens such as CD38 and the transferrin receptor (CD71). Pre-T cells express intracytoplasmic CD3 and exhibit rearrangements in the TCR-β chain. Successful rearrangement of TCR-α allows the cell to progress to the next stage of development, with functional TCR and CD3 on the cell surface.38 Such later-stage cells represent most of the cells in the thymus (85%). These immature cells express both CD4 and CD8 on their surface, as well as CD1. CD69, an activation marker, is upregulated at this “double-positive” stage. CD69 continues to be expressed until the cell reaches the single-positive stage, where it expresses either CD4 or CD8, but not both. T cells are CD45RO+ at the double-positive stage into the single-positive stage. Prior to leaving the thymus, CD45RO is downregulated and CD45RA appears. The most mature thymic cells lose CD1 expression and either CD4 or CD8 expression. Most of these mature cells are also negative for activation molecules (CD38 and CD71). However, they acquire an adhesion molecule called CD44, which is necessary for homing. Upon completion of this thymic selection and education process, mature CD4 or CD8 T cells leave the thymus and enter the peripheral circulation via the postcapillary venules at the corticomedullary junction.


After birth and during childhood, the thymus continues to grow and select and educate T cells. This process is probably necessary to develop a fully normal repertoire. Prior to puberty, however, the thymus begins to involute. The rapidly dividing cortex is the first to atrophy, leaving medullary areas intact. The sensitivity of cortical thymocytes to hormone-induced death probably accounts for the involution, although there is evidence that human thymocytes are less sensitive to glucocorticosteroids than are murine thymocytes. However, an increase in steroids reduces immature thymocyte numbers and enhances thymus involution. Recent evidence suggests that active TCR rearrangements, and hence T-cell development, continue in the adult thymus, albeit at a lower level than during childhood. There is an age-associated decline in new T-cell production, such that by age 75 the ability to make new T cells in humans is severely reduced.52









Development of hematopoietic and lymphoid cells


Although most of the key steps during the growth and development of hematopoietic and lymphoid cells occur in the bone marrow and thymus, additional maturation steps occur after the cells leave those tissues. For example, monocytes and dendritic cell precursors migrate from blood vessels into tissues where they mature into macrophages and dendritic cells, respectively. Likewise, mast cells and eosinophils undergo further differentiation in resident tissues. After leaving the bone marrow and thymus, B and T cells undergo further maturation and memory cell development in secondary lymphoid organs. Some T cells, particularly γδ T cells residing in mucosal epithelium, may develop extrathymically.












Secondary lymphoid organs


Secondary lymphoid organs are sites where mature lymphocytes reside and where immune responses are generated. Secondary lymphoid organs belong to either the systemic or mucosal immune systems. The systemic immune system includes the spleen and lymph nodes and functions to protect the body from antigens in the lymphatic drainage and circulating in the bloodstream. The mucosal immune system responds to antigens that enter through mucosal epithelium and plays an important role in the inductive phase of the immune response. Unique features differentiate the mucosal immune system from the systemic immune system (Chapter 19). These include efferent but not afferent lymphatics, a specialized FAE involved in antigen sampling at the mucosal surface (Fig. 2.6), specialized dendritic cells that rapidly process and present antigens to initiate antigen-specific immune responses, unique distribution and subsets, and an environment that promotes class switching to IgA.
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Fig. 2.6 Lymphoid follicles in the human large intestine. FAE, follicule-associated epithelium.








Systemic immune system






Spleen


The spleen is surrounded by a capsule of fibrous tissue with many trabeculae traversing from the capsule into the tissue of the spleen. These trabeculae branch and anastomose, forming a complex framework of lobules. Splenic blood vessels enter and exit through the hilum of the spleen and branch into smaller vessels within the trabeculae. Splenic tissue is supported by a fine network of reticular cells and fibers, called the reticulum, which connects and supports the trabeculae, blood vessels, and capsule. The lobules of the spleen can be functionally divided into two compartments, the red pulp and the white pulp. The largest compartment is the red pulp, which contains numerous venous sinuses situated between arteries and veins. Blood is filtered through these sinuses, which contain many macrophages that phagocytose senescent red and white blood cells, bacteria, and other particulate material. Other leukocytes are found in the red pulp, including neutrophils, eosinophils, and lymphocytes, particularly plasma cells.53


The white pulp consists of lymphoid tissue surrounding central arterioles, which are branches of trabecular arteries. This lymphoid tissue contains a T cell-predominant area immediately surrounding a central arteriole, the so-called periarteriolar lymphoid sheath (PALS), which contains both CD4 and CD8 T cells. It is punctuated at intervals by B-cell-predominant areas, follicles or so-called malpighian corpuscles. These B-cell-predominant areas contain primary and secondary follicles. Primary follicles consist of only a mantle zone, without germinal centers, whereas secondary follicles contain an inner germinal center in addition to the outer mantle zone (Fig. 2.7). Within the mantle zone are predominantly resting B cells, which express surface IgM/IgD and CD23 (FcεRII). It is within germinal centers that immunoglobulin class switch, affinity maturation through somatic mutation, and the development of memory B cells occurs. Germinal centers are more prevalent at younger ages and diminish with aging. CD4 T cells play a key role in B-cell responses through CD40L interactions. The signaling that occurs through this interaction is central to B-cell activation and class switching. In addition to activated B cells and CD4 T cells, the germinal center contains FDCs and macrophages.
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Fig. 2.7 Human spleen showing a periarteriolar lymphoid sheath and germinal center.




At the interface between white pulp and red pulp is a region known as the marginal zone, which receives blood from branches of central arterioles opening into this region. It contains T cells, as well as subsets of macrophages and B cells. The marginal zone B cells (MZB), distinct from follicular B cells, express surface IgM, but only low levels of IgD and no CD23. The initial encounter of T cells and B cells with antigen occurs in the marginal zone after blood enters through branches of the central arteriole. Antigen presentation is enhanced by MZB cells, which are important in T cell-independent responses.









Lymph nodes and lymphatics


Lymph nodes occur as chains or groups located along lymphatic vessels. Lymph nodes exist in two major groups: those that drain the skin and superficial tissues (e.g., cervical, axillary, or inguinal lymph nodes), and those that drain the mucosal and deep tissues of the body (e.g., mesenteric, mediastinal, and periaortic lymph nodes). Lymph nodes are oval structures with an indentation at the region of a hilus, where blood vessels enter and leave the node (Fig. 2.8). A lymph node is surrounded by a fibrous capsule contiguous with trabeculae traversing the node. Blood vessels and nerves, which enter through the hilus, branch through these trabeculae to the various parts of the node. Immediately beneath the capsule is a subcapsular (marginal) sinus. Afferent lymph vessels enter into this sinus opposite the hilus. Dendritic cells process antigen encountered in the skin and migrate into lymph nodes from afferent lymphatics through the subcapsular sinus and into the lymph node. Lymph nodes vary in size, from barely visible in an unstimulated state to several centimeters in size when undergoing an active immune response.
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Fig. 2.8 Human lymph node showing cortex, medullary areas, and germinal centers.




A lymph node is divided into two major regions, the cortex and the medulla. The cortex contains numerous primary and secondary lymphoid follicles, each approximately 0.5 mm in diameter, similar to those in the spleen. Surrounding the lymphoid follicles in the cortex is the paracortical region, which contains mostly T cells along with some macrophages and dendritic cells. Both CD4 and CD8 T cells are present, as are macrophages and B cells. The accessory cells, such as interdigitating dendritic cells, present peptide antigens in association with MHC molecules to the TCR on T cells to activate the T cells. Additional accessory molecules (e.g., B7 [CD80] or LFA-3 [CD58]) on the accessory cell and their ligands (CD28 or CD2, respectively) on the T cell provide important co-stimulatory signals required for activation of the T cell. Other surface antigens, particularly adhesion molecules such as LFA-1 (CD18) and ICAM-1 (CD54), are involved in stabilizing cellular interactions, as well as providing additional signals between cells.


In the center of the lymph node, beneath the cortex, lies the medulla, which is divided into medullary cords. Surrounding the medullary cords are medullary sinuses that drain into the hilus. B and T cells migrate from the follicles and paracortical region to the medulla. Medullary cords contain T cells, B cells and macrophages, as well as a large number of plasma cells that produce immunoglobulin, which drains into medullary sinuses that empty into the hilus. Efferent lymphatic vessels leave the hilus carrying antibodies, together with mature B and T cells that migrate to other tissues and act as memory B and T cells. The lymphatic vessel system serves to carry lymphocytes derived from various tissue spaces through the network of lymph nodes eventually to the thoracic duct. This material is then drawn into the left subclavian vein and back into the circulation. By this mechanism, lymphocytes are circulated throughout the body. This system of transport develops early in gestation with both lymphatic muscle cells for propulsion and valves that regulate unidirectional lymph flow.54












Mucosal immune system


The mucosal immune system is located along the surfaces of mucosal tissues and has a unique organization (Chapter 19). Each mucosal immune system consists of organized secondary lymphoid structures, termed mucosa-associated lymphoreticular tissue (MALT), at which inductive immune responses occur, and more diffuse tissues such as the exocrine glands and lamina propria, where effector immune responses occur. Some mucosal sites, such as the intestine and lung, have well-developed MALT while others, like the vaginal-cervical mucosal surface, have minimally developed MALT. MALT resembles lymph nodes with B cell follicles, intervening T-cell zones and numerous antigen presenting cells such as DCs and macrophages.55 In MALT, naïve T and B cells encounter antigen, become activated, exit the tissue via efferent lymphatics, and migrate to the mesenteric lymph nodes, then into the thoracic duct and finally to the bloodstream. The cells home to effector sites, particularly the lamina propria of various mucosal tissues. The intraepithelial lymphocytes contained within the epithelium of mucosa and the lamina propria located immediately beneath the epithelium are responsible for effector functions. They occur diffusely in mucosal tissues and lack the well-defined structure of the organized mucosal immune system.


The homing of activated lymphocytes from one inductive site to several mucosal surface effector sites has led to the concept of a common mucosal immune system (CMIS), although there is significant compartmentalization in humans.56 Trafficking from MALT to the lamina propria is well regulated. Expression of cell surface molecules such as sphingosine 1 phospate (S1P), MAdCAM-1, VLA-1, LFA-1, VCAM-1, integrins such as α4β7, and chemokines such as CCR9, CCL25, CCR10, and CCL28, are important in directing activated lymphocytes to the lamina propria surface.57 At the mucosal surface, the environment is favorable for induction of IgA, a major effector of immunity. It is divided into two groups: low affinity, important for inhibition of commensal bacterial on mucosal surfaces and high affinity involved in neutralization of microbial pathogens.






Gastrointestinal tract


The organized MALT of the gastrointestinal system is termed the gut-associated lymphoreticular tissue (GALT). It is composed of Peyer's patches, cecal and rectal patches, and isolated lymphoid follicles. Isolated lymphoid follicles and cecal and rectal patches are found throughout the lamina propria and are similar to an individual follicle of a Peyer's patch. Peyer's patches consist of variably sized aggregates of closely associated lymphoid follicles located in the intestinal lamina propria, occurring predominantly in the ileum (Fig. 2.9).58 Although these structures arise during fetal life, their full development, with follicles containing germinal centers, does not occur until several weeks after birth, presumably in response to antigenic stimulation. Their number and size increase until puberty and decline thereafter. Peyer's patches and lymphoid follicles have a structural organization that belies their function of presenting antigen from the intestinal lumen to T and B cells. The epithelium overlying lymphoid follicles and Peyer's patches—that is, the FAE (Fig. 2.6)—has a distinct structure. It lacks villi and contains very few goblet cells. Particulate antigen uptake via pinocytosis occurs in the FAE through specialized epithelial cells called M cells. The FAE expresses MHC class II molecules, with the exception of M cells. However, it does not express the polymeric immunoglobulin receptor (secretory component) required for secretion of IgA, which is expressed by crypt epithelial cells in villous epithelium.59 A substantial number of T cells, including CD4 T cells, are found in the subepithelial region. Beneath this epithelium, which overlies individual follicles, is a region called the dome. It contains large numbers of T cells, macrophages and DCs, as well as some B cells. Antigen, which is pinocytosed by M cells, is transported to the dome region where antigen presentation to T cells occurs. High levels of MHC class II molecules are expressed by macrophages and dendritic cells. Follicles lying beneath the dome contain mantle zones with predominantly resting B cells, most of which express IgM and IgD on their surface. Virtually all Peyer's patch follicles have germinal centers that contain activated B cells, FDCs, CD4 T cells, and tingible-body macrophages (so called because of their appearance after they have phagocytosed cellular debris). Many of the B cells within Peyer's patch germinal centers express surface IgA, and it is believed that this is where IgA class switch occurs. Very few CD8 T cells are located within the follicles. An interfollicular region contains predominantly CD4 and CD8 T cells, as well as dendritic cells, macrophages, and some B cells. CD4 T cells predominate over CD8 T cells in this region as well as in the dome.
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Fig. 2.9 Germinal center in terminal ilium.




The diffuse tissue of the gastrointestinal tract consists of two components: the lamina propria and intraepithelial lymphocytes (IEL). The lamina propria is located immediately beneath the epithelium. A key effector function of the lamina propria is the secretion of antibodies, primarily IgA. IgA is the major isotype produced by plasma cells in lamina propria regions. IgM represents 10–18% and IgG 3–5% of all Ig produced. Two IgA subclasses occur, IgA1 and IgA2, and the former represents > 90% of IgA in the respiratory tract and > 60% in the lamina propria of the small intestine.60 Interestingly, IgA2 increases in the lower ileum and becomes predominant in the colon and rectum. IgA is transported from the lamina propria into epithelial cells through polymeric immunoglobulin receptor-mediated uptake and subsequently secreted into the lumen. The lamina propria also contains large numbers of CD4 and CD8 T lymphocytes, CD4 T cells being about twice as prevalent as CD8 T cells. Almost all lamina propria T cells (> 95%) express αβ TCR. The lamina propria also contains B lymphocytes, the majority of which express IgM. Normally, very few IgG B cells are in the lamina propria. However, under certain inflammatory conditions, such as inflammatory bowel disease, the number of IgG-producing B cells and plasma cells increases dramatically. Other cells, including macrophages, dendritic cells, eosinophils, mast cells, and a few neutrophils, are also found in the lamina propria and mediate effector functions. The gastrointestinal tract contains the largest number of resident macrophages in the body. These express CD68, lysozyme, ferritin, MHC II, and CD74.


Intraepithelial lymphocytes (IEL) are found at the basal surface of the epithelium as well as interdigitated with epithelial cells. The vast majority of IEL (> 90%) are T cells, which are either CD8+ or CD4−CD8−. Although the majority of IEL T cells express the αβ TCR, a substantial number express γδ TCR. The function of IEL remains incompletely understood, but they generate cytotoxic activity as well maintain oral tolerance. As part of their effector function, they produce several cytokines, including IL-5 and IFN-γ. Finally, epithelial cells in the small intestine express MHC class II molecules and likely present antigen to T cells.









Respiratory tract


Surrounding the entrance to the throat are the three tonsillar groups: palatine tonsil, lingual tonsil, and pharyngeal tonsil or adenoids.61 They form a ring of lymphoid tissue surrounding the pharynx termed Waldeyer's ring. The tonsils reach full development in childhood and begin to involute by puberty. The palatine tonsils, one located on each side, lie at the entrance to the pharynx, each measuring approximately 2.5 × 1.25 cm. They are surrounded by a poorly organized capsule except at the pharyngeal surface, which is covered with stratified squamous epithelium. Trabeculae subdivide the tonsil into lobules. Blood vessels and nerves enter through the capsule and extend within trabeculae (Fig. 2.10). The surface of the tonsil is covered by pits, which are the openings of crypts. The crypts extend down into the tissue of the tonsil with branching, increasing surface area. There are abundant lymphoid follicles in each lobule that contain germinal centers that are predominantly B cells. By contrast, the lymphoid tissue surrounding the follicles contains T cells, macrophages, DCs, and some B cells. The lingual tonsils consist of 35–100 separate crypts surrounded by lymphoid tissue and are located at the root of the tongue. The pharyngeal tonsils, or adenoids, are accumulations of lymphoid tissue, 2.5–4.0 cm long, located on the median dorsal wall of the nasopharynx. They contain a series of longitudinal folds but do not contain actual crypts. The lingual and pharyngeal tonsils also contain lymphoid nodules with germinal centers. The palatine tonsils and adenoids (nasopharyngeal tonsils) comprise the nasopharyngeal-associated lymphoreticular tissues (NALT).





[image: image]

Fig. 2.10 Human tonsil.


(A) Organization of lymphoid follicles and germinal centers. (B) Tonsillar tissue stained with hematoxylin and eosin. (C) Tonsillar tissue stained with anti-CD3 to demonstrate the distribution of T cells. (D) Tonsillar tissue stained with anti-CD19 to demonstrate the distribution of B cells.




Inductive immune responses to inhaled antigens within the respiratory tract occur mainly in the bronchus-associated lymphoid tissue (BALT). BALT consists of lymphoid aggregates located within the bronchial wall near bifurcations of the major bronchial branches (Fig. 2.11). These structures are analogous to the GALT present in the gastrointestinal tract and function to provide protection against inhaled microbes by induction of T- and B-cell responses. In human, BALT is present at birth and rapidly expands when exposed to antigenic stimulation. The specialized epithelium overlying the lymphoid aggregates consists of M cells heavily infiltrated with lymphocytes and significant dendritic cell populations directly below the epithelium. As in the gastrointestinal tract, the main result of induction of immune responses in BALT is the production of secretory IgA.62





[image: image]

Fig. 2.11 Lymphoid regions in the human lung.




Although quite extensive in the gastrointestinal tract, the diffuse mucosal tissue of the respiratory tract is minimal. Pools of lymphocytes are present within the lung interstitium, made up of 10–20% T cells. Macrophages are present on both the air side of the lung and airways as well as in the mucosa.60 Minimal inflammation occurs in the bronchial mucosa owing to Tregs that inhibit T-cell activation and expansion. Instead, antigen is carried by local macrophages to the regional lymph nodes, where most respiratory effector immune responses originate.61 Communication occurs between the gastrointestinal and respiratory mucosae through cell trafficking. Antigen-reactive T and B cells from the Peyer's patches can populate the bronchial mucosa. This common mucosal immune system feature has been exploited to develop oral vaccines against respiratory microbes.63









Genital tract


The male and female reproductive tracts are also components of the common mucosal system. The genital tract immune system must maintain a delicate balance between tolerance of germinal center cells, spermatozoa, and fetus, and the recognition of microbes. Most of what is known about the genital mucosal response has been learned from the female reproductive tract. Unlike the gastrointestinal and respiratory tracts, there is little induction of mucosal immune responses in the genital tract.63 Most of the immune cells found in the mucosa derive from the induction of immune responses at other sites, predominately in the rectum and Peyer's patches, followed by homing of IgA cell precursors to the genital tract. Although secretory IgA is the predominant antibody found in the genital tract, monomeric IgA, IgM, and IgG are also present. The production and transport of antibody produced in the genital tract depends on hormonal and local factors, including IL-1b, IL-6, and IL-10, all of which influence the maturation of B cells to plasma cells within the mucosa.64,65















Skin


Although not a systemic or mucosal lymphoid organ per se, the skin is a specialized secondary immune organ involved in the induction of immune responses (Chapter 18). The skin consists of two layers, the epidermis and the dermis. The epidermis is the outermost layer and contains three distinct cell types: keratinocytes, melanocytes, and Langerhans cells (Fig. 2.12). Keratinocytes are squamous epithelial cells and are the principal cell type of the epidermis. Keratinocytes secrete a variety of cytokines, including IL-1, IL-6, IL-10, TGF-β, and TNF-α, which can profoundly influence immune responses. The second cellular constituent of the skin is the pigment-producing melanocyte. This cell is derived from the neural crest and resides in the basal layer of the epidermis. The third cellular component of the epidermis, and the one of particular importance for the immune system, is the Langerhans cell. Langerhans cells are found scattered throughout the epidermis within the malpighian layer, or prickle cell layer. Langerhans cells are important for both normal and pathologic cutaneous T-cell responses. When they encounter antigen, in concert with exposure to cytokines provided by keratinocytes such as TNF-α and Il-6, Langerhans cells migrate from the epidermis to the dermis, then enter the afferent lymphatics and migrate to draining lymph nodes. There they participate in the generation of a primary immune response, presenting antigen to T cells.66





[image: image]

Fig. 2.12 Lymphoid regions in human skin.


(A, C) Organization of the epithelial tissue. (B) Epithelial tissue stained with hematoxylin and eosin. (D) Epithelial tissue stained with anti-CD207 to demonstrate the distribution of Langerhans’ cells (note brown cells).




Under the epidermis is the dermis, which contains abundant fibroblasts producing collagen, a principal component of skin. The dermis also contains blood vessels and various epidermal adnexal structures, such as hair follicles, sweat glands, and sebaceous glands. The vasculature of the dermis consists of an extensive network of plexuses containing arterioles, capillaries, and venules. Dermal lymphatics are associated with the vascular plexuses. In normal skin, a small number of lymphocytes can be found in perivascular areas. These lymphocytes are mostly T cells with unique features, including expression of a memory phenotype (CD45RO+) and expression of a cutaneous lymphocyte-associated antigen that binds to the vascular addressing endothelial cell leukocyte adhesion molecule-1 (ELAM-1) (CD62E) present on the endothelium. This latter interaction plays an important role in homing of memory T cells to inflamed regions of the skin. The dermis also contains mast cells important for immediate hypersensitivity reactions.





On the Horizon







[image: image] Understanding how stem cells self-renew is a key to exploiting them for future therapies.


[image: image] Exploiting innate and acquired immune cell function requires an understanding of the multiple subpopulations of cells and the manner in which they are induced.


[image: image] Generation of new T and B cells later in life might prolong quality of life longer.


[image: image] Exploiting interactions between the mucosal immune system and the environment may improve health and allow less antibiotic use.
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3 Innate immunity




Douglas R. McDonald, Ofer Levy





All living organisms are continually exposed to microbes within their environments. Therefore, an effective host defense against infectious agents is essential to survival. Innate immunity is the first line of host defense against infection. A defining characteristic of innate immunity is its existence prior to microbial exposure. Accordingly, upon microbial challenge, innate immune responses are initiated rapidly and precede the development of adaptive immune responses. The resulting adaptive immune response is characterized by remarkable diversity and specificity toward foreign antigens. In contrast, innate immune responses are directed towards essential and invariant structural components specific to microbes known as pathogen-associated molecular patterns, or PAMPs.1 These PAMPs, which include microbial cell wall components and nucleic acids, are recognized by pattern recognition receptors (PRRs) and are highly potent and effective in initiating inflammatory responses.





Key Concepts


The innate immune system







[image: image] The innate immune system provides the initial immune response to pathogens.


[image: image] The innate immune system is comprised of barriers to the environment (i.e., skin, mucosa), antimicrobial peptides and proteins, cells (i.e., neutrophils, macrophages, monocytes), and soluble factors (i.e., cytokines, chemokines, complement).


[image: image] Pathogen detection is mediated by a variety of germline-encoded pathogen recognition receptors (PRRs).


[image: image] PRRs recognize invariant microbial structures known as pathogen-associated molecular patterns (PAMPs).


[image: image] Activation of the innate immune system leads to subsequent activation of the adaptive immune system.


[image: image] Similar to the adaptive immune system, the innate immune system has a form of memory or “trained immunity” that allows a more robust innate immune response to a subsequent infection that occurs shortly after an initial infection.








Another classic characteristic that has differentiated adaptive from innate immunity is the concept of memory. The generation of memory B and T cells following infections allows a more rapid and robust immune response upon subsequent infections with the same organism. However, it is increasingly appreciated that microbial exposure can also be associated with enhanced subsequent innate immune responses, a phenomenon that has been referred to as “trained immunity.”2 Characteristics of enhanced or trained innate immunity are that it increases resistance of the host to re-infection, can provide “cross protection” against other infectious agents, but is less specific than adaptive immunity. Macrophages and NK cells can mediate these enhanced responses through expansion and contraction of their cell populations. Additionally, they can upregulate expression of genes involved in pathogen recognition and presentation and secrete cytokines that augment the antimicrobial activity of bystander cells. Thus, there is a growing appreciation that the adaptive and innate immune systems may have many similar characteristics. The critical role of innate immunity in host defense is demonstrated by potentially life threatening infections that result from naturally occurring defects of the innate immune system, as reviewed in Chapter 36 of this book. This chapter reviews the principal components and functions of the innate immune system.






Barriers to infection






Skin and mucosa


Mechanical barriers to microbial entry, which include epithelial barriers such as skin and the linings of the gastrointestinal and respiratory tracts, play an essential role in host defense. Genetic disorders of the skin that compromise skin integrity, such as epidermolysis bullosa, can result in life threatening infections. More common are skin disorders that impair barrier function, such as eczema. Patients with eczematous skin have reduced expression of antimicrobial proteins and peptides (APPs) and are susceptible to cutaneous bacterial infections (e.g., Staphylococcus spp., Streptococcus spp.) and viral infections (e.g., herpes viruses).3 Viral infections are the most common causes of respiratory tract infections. Influenza viruses and respiratory syncytial virus replicate in airway epithelial cells, leading to cell death and inflammation. The impaired barrier function of the airways can lead to increased susceptibility to secondary invasive bacterial infections by Streptococcus pneumoniae and other pyogenic bacteria. Inflammatory bowel diseases, such as Crohn's disease, also result in impaired barrier functions of the small and large intestines that can be associated with increased translocation of bacteria across gut mucosa, potentially leading to serious infection. Additionally, intestinal epithelial cells of some Crohn's disease patients produce reduced amounts of APPs, further increasing susceptibility to bacterial infection.4









Antimicrobial proteins and peptides


In addition to their function as a mechanical barrier, the epithelia of the skin and GI tract also produce APPs. These APPs include bactericidal/permeability-increasing protein (BPI), defensins (β-strand peptides connected by disulfide bonds) and cathelicidins (linear α-helical peptides) (Table 3.1).5 Most APPs have a net positive charge, enhancing their affinity for the negatively charged microbial cell membrane. Binding of APPs to microbes can increase membrane permeability, and ultimately result in target cell death. Some APPs have enzymatic activity, such as lysozyme (Lz), which cleaves peptidoglycans found in cell walls of bacteria, especially Gram-positive bacteria. Other APPs bind to and compete for nutrients; for example, lactoferrin (Lf) binds iron.


Table 3.1 Epithelial APPs






	Antimicrobial peptide

	Source

	Target organism






	Dermicidin

	Eccrine sweat glands

	Broad spectrum






	Psoriasin

	Keratinocytes, sebocytes

	G-






	RNase 7

	Keratinocytes

	Broad spectrum






	RNase 5/angiogenin

	Keratinocytes

	C albicans






	Cathelicidin (LL-37)

	Keratinocytes, sebocytes

	G+, G-






	BPI

	Epithelia-oral, GI, urogenital tract

	G-, (G+, fungi)






	hBD-1

	Keratinocytes, sebocytes

	G-






	hBD-2

	Keratinocytes, sebocytes

	G-






	hBD-3

	Keratinocytes

	Broad spectrum






	hBD-4

	Keratinocytes

	G+, G-






	SLPI

	Keratinocytes

	Broad spectrum






	Elafin

	Keratinocytes

	Broad spectrum






	Adrenomedullin

	Keratinocytes, hair follicles, eccrine/apocrine sweat glands, sebocytes

	G +, G-






	MIP-3α/CCL20

	Keratinocytes

	Broad spectrum






	Lysozyme

	Keratinocytes, sebocytes, hair bulb cells

	G+, G-






	Lactoferrin

	Milk, saliva, tears, nasal secretions, neutrophils

	Broad spectrum







RNase, ribonuclease; BPI, bactericidal/permeability-increasing protein; hBD, human beta-defensin; SLPI, secretory leukocyte peptidase inhibitor; MIP, macrophage inflammatory protein; CCL, chemokine ligand


BPI is a ~ 55-kDa cationic and hydrophobic protein with high affinity for the lipid A region of lipopolysaccharide (endotoxin). It is found in neutrophil primary (azurophilic) granules and is also inducible in epithelial cells. BPI inhibits Gram-negative bacteria by neutralizing endotoxin and through its microbicidal and opsonic properties.


Defensins are classified into different classes based upon the linking pattern of cysteines and their sizes. The α-defensins are expressed in neutrophils and Paneth cells of the small intestine; while β-defensins are expressed by mucosal surface epithelia, including cells found in skin, eye, oral mucosa, urogenital and respiratory tracts. Defensins have a broad specificity of anti-microbial activities against bacteria, mycobacteria, fungi, parasites, and viruses (Table 3.2). In addition to their anti-microbial functions, defensins have been shown to enhance antigen uptake and processing. They also stimulate the chemotaxis of monocytes, macrophages, and mast cells.6,7 While the expression of several of the defensins is constitutive, inflammatory stimuli (bacterial products, pro-inflammatory cytokines) will increase the expression of defensins. Thus, in addition to their barrier function, epithelia elaborate APPs that can inhibit microbial colonization and modulate host defense.


Table 3.2 Neutrophil-derived APPs






	Neutrophil APP

	Granule type

	Target organism






	Lysozyme

	Azurophil, specific

	G+, G-






	Azurocidin

	Azurophil, secretory

	G+, G-, C. albicans







	Elastase

	Azurophil

	G+, G-






	Cathepsin G

	Azurophil

	G+, G-






	Proteinase 3

	Azurophil

	G+, G-






	BPI

	Azurophil

	G-, (G+, fungi)






	α-defensins (HNP-1 to -4)

	Azurophil

	G+, G-, fungi, viruses






	Cathelicidin (hCAP-18)

	Specific

	G+, G-, mycobacteria






	Lactoferrin

	Specific

	G+, G-, fungi, viruses






	SLPI

	Specific

	G+, G-, A. fumigatus, C. albicans







	NGAL

	Specific

	G+, G-, fungi






	Lysozyme

	Azurophil, specific

	G+, G-






	Azurocidin

	Azurophil, secretory

	G+, G-, C. albicans







	Elastase

	Azurophil

	G+, G-






	Cathepsin G

	Azurophil

	G+, G-







BPI, bactericidal/permeability-increasing protein; HNP, human neutrophil peptide; hCAP, human cathelicidin antimicrobial protein; SLPI, secretory leukocyte peptidase inhibitor; NGAL, neutrophil gelatinase-associated lipocalin









Intraepithelial lymphocytes and B1 B cells


The intestinal mucosa and skin represent the largest surface areas of the body that are in contact with the external environment. Barrier epithelia of the skin and GI tract contain specific types of lymphocytes, e.g., intraepithelial T lymphocytes and B1 B cells, which respond to commonly encountered microbes. Within the epidermal layer, the main immune cell populations include keratinocytes, melanocytes, a type of dendritic cell (DC) known as the Langerhans cell, and intraepithelial T lymphocytes (Chapter 18).


Keratinocytes and melanocytes express a variety of PRRs that enable detection of microbes. Upon microbial detection, these cells then secrete cytokines (Chapter 9) that can contribute to innate immune responses through recruitment and activation of phagocytes.8 Langerhans cells form an elaborate network of dendritic processes that allow them to capture antigens that gain access to skin. Following activation by microbes, Langerhans cells migrate to draining lymph nodes and express chemokine receptor-7 (CCR7) (Chapter 10), which allows them to migrate to the T-cell zones within the lymph node in response to chemokine ligand (CCL)-19 and CCL-21 and present antigen to T cells.9


Intraepidermal T lymphocytes constitute roughly 2% of lymphocytes within the skin. This special subset of lymphocytes expresses a more restricted set of αβ and γδ T-cell receptors than circulating T cells. This type of restriction is also seen in intraepithelial T lymphocytes found in the intestines. These specialized T cells appear to be committed to recognizing microbial peptide antigens commonly found at epithelial surfaces and thus function as components of the innate immune system.10


The B-1a and B-1b subsets of B lymphocytes are found mainly in the peritoneal and pleural cavities. In mice, they have been shown to also express an antigen receptor repertoire that differs from the more numerous conventional B-2 subset. B-1 cells can function as antigen presenting cells. However, unlike conventional B cells, upon antigen exposure B-1 cells do not develop into classic memory B cells and when they class switch they are more likely to switch into IgA than IgG. B-1 cells produce IgM antibodies that recognize polysaccharide and lipid antigens expressed on many types of bacteria. These antibodies provide protection against bacteria that have penetrated epithelial surfaces. Although antibodies produced by B-1 cells have low affinity for multiple antigens, the pentameric structure of IgM permits enhanced avidity.11


Mast cells are components of innate immunity that are also commonly found at the interface between host and environment. Mast cells are derived from progenitors in bone marrow and circulate as immature precursors to the periphery. They take up residence and mature in the skin, airways, and GI tract. As a result of their widespread distribution, mast cells are positioned to be the first responders to environmental stimuli, including infectious agents.12 Stem cell factor (SCF, also known as c-kit ligand) is the main survival and developmental factor for mast cells. Mast cells express Toll-like receptor (TLRs, described below) 1 through 9 (Table 3.3), which allow them to respond to a wide variety of pathogens. TLR-induced mast cell activation leads to production of pro-inflammatory cytokines and chemokines that recruit and activate other inflammatory cells, including polymorphonuclear neutrophils (PMNs). Murine models of peritonitis, such as cecal ligation and puncture, have revealed that mast cells have the ability to enhance resistance to bacterial infection.13 Mast cells are also well known for mediating allergic reactions through IgE-bound allergens that bind the high affinity IgE receptor, FcεRI, on the mast cell surface. Ligation of FcεRI leads to release of mast cell mediators, including tryptase, histamine, leukotrienes, prostaglandins, and cytokines, that mediate type 1 hypersensitivity reactions.


Table 3.3 Classes of pattern recognition receptors






	Pattern recognition receptor

	 

	Ligand






	Toll-like receptors

	TLR1/2
TLR2
TLR3
TLR4



TLR2/6
TLR7
TLR8
TLR9
TLR10
TLR11

	Triacyl lipopeptides
Zymosan
dsRNA
LPS, RSV glycoprotein, HSPs, pneumolysin
Diacyl lipopeptide
ssRNA
ssRNA
dsDNA, hemozoin
?
Profilin-like protein






	NOD-like receptors (NLRs)

	NOD1
NOD2
CIITA
NAIP
IPAF
NLRP1



NLRP2
NLRP3
NLRP4-14

	DAP, MDP
MDP
?
L. pneumophilia, flagellin?
PAMPs
PAMPs, MDP, microbial toxins
?
PAMPs, toxins, DAMPs
?






	RIG-like receptors (RLRs)

	RIG-I
MDA5

	dsRNA, ssRNA
dsRNA, ssRNA






	Scavenger receptors
C-type lectin-like receptors

	CD36, CD68,
SRA, SRB
Mannose receptor
Dectin-1

	Oxidized lipoproteins, apoptotic cells,
β-amyloid
Bacterial carbohydrates
Fungal wall glucans







dsRNA, double stranded RNA; LPS, lipopolysaccharide; RSV, respiratory syncytial virus; ssRNA, single stranded RNA; CIITA, class II major histocompatibility complex transactivator; NAIP, neuronal apoptosis inhibitory protein; IPAF, IL-1beta converting enzyme protease activating factor; NLRP, NOD-like receptor-related protein; SR, scavenger receptor; MDA-5, melanoma differentiation-associated gene-5
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[image: image] Cytokines and chemokines are essential mediators of the innate immune response.


[image: image] Characteristics of cytokines include redundancy and pleotropism.


[image: image] Cytokine synthesis is a tightly controlled to allow effective immune responses and limit host tissue damage.


[image: image] Acute phase reactants (i.e., C-reactive protein (CRP)) are induced by cytokines (IL-6) and play roles in opsonization of microbes. CRP is measured from patient plasma clinically to monitor infections and inflammation.


[image: image] The complement system is an essential component of the innate immune system that destroys a wide variety of microbes.












The acute phase response


The innate immune response is initiated when cells of the innate immune system, including PMNs, monocytes, macrophages, and DCs encounter pathogens. Pathogen recognition occurs when PRRs expressed by a variety of cells recognize and bind to microbial molecules (e.g., lipopolysaccharide, DNA, RNA). These interactions activate signaling pathways that lead to the production of secreted factors, including cytokines and chemokines, involved in the inflammatory response. Characteristics of cytokines include pleotropism, e.g., the ability to act on multiple cell types, and redundancy. Cytokines can function locally, as well as distantly, and can affect the production of other cytokines. The effect of cytokines on target cells includes changes in gene expression that affect cell function (e.g., enhanced microbicidal activity, proliferation). The secretion of cytokines (IL-1β, IL-6, TNF-α) is a transient event, thereby limiting potential destruction of host tissue. However, severe infections with Gram-negative bacteria can lead to overproduction of TNF-α, IL-1β, and IFN-γ, which leads to vascular collapse, disseminated intravascular coagulation, and metabolic disturbances (septic shock) that can often be fatal. The synthesis of cytokines results from cytokine gene transcriptional activation. Cytokine synthesis is a transient process because the messenger RNA of most cytokines is unstable, thus limiting cytokine production. Production of certain cytokines is also regulated by a post-translational process. For example, TNF-α is a membrane-bound protein that is proteolytically cleaved by a membrane-associated metalloproteinase. IL-1β is a 33-kDa protein that is proteolytically processed by the IL-1β-converting enzyme caspase-1 to generate the biologically active 17-kDa mature IL-1β (described in more detail below).


TNF-α and IL-1β can recruit PMNs and monocytes to sites of infection and enhance their ability to eliminate microbes. TNF-α and IL-1β induce expression of adhesion molecules, such as selectins (P-selectin, E-selectin) and the integrin ligands ICAM (intercellular adhesion molecule) and VCAM (vascular cell adhesion molecule) on vascular endothelial cells near the sites of infection. The expression of selectins on vascular endothelium induces leukocyte rolling on endothelium. Chemokines, like CXCL8, activate PMN and monocyte integrins and increase their affinity for ligands (ICAM, VCAM) on vascular endothelium, allowing migration of PMNs and monocytes to sites of infection. TNF-α and IL-1β both induce prostaglandin synthesis in the hypothalamus, which induces fever.


A variety of soluble proteins found in plasma play important roles in recognizing PAMPs and function as mediators of innate immunity. TNF-α and IL-1β induce production of acute phase reactants in hepatocytes, including members of the pentraxin family, such as serum amyloid A (SAA), serum amyloid P (SAP), and C-reactive protein (CRP), which bind to components of the bacterial cell wall.14 TNF-α and IL-1β also induce production of IL-6 by a variety of cells, including mononuclear phagocytes, endothelial cells, and fibroblasts. IL-6 is another potent inducer of acute phase reactants, including CRP and fibrinogen. CRP, SAA, and SAP function as opsonins and can bind phosphorylcholine and phosphatidylethanolamine expressed on bacteria and apoptotic cells, enhancing phagocytosis of bacteria and apoptotic cells by macrophages. Lipopolysaccharide-binding protein (LBP) is an acute phase reactant synthesized by the liver in response to Gram-negative bacterial infections. LBP binds to LPS and subsequently forms a complex with CD14, TLR4, and MD-2, which functions as a high affinity receptor for LPS.15 Mannose binding lectin (MBL) is a member of the calcium-dependent (C-type) lectins (collectins) produced by the liver in response to infection. MBL binds to carbohydrates with terminal mannose and fucose residues that are expressed on microbial cell surfaces.16 MBL can bind to the C1q receptor on macrophages to enhance phagocytosis and can activate the complement system via the lectin pathway (discussed below). Surfactant protein-A and surfactant protein-D are collectins expressed in the lung that can bind a variety of microbes and inhibit their growth.17 They also function as opsonins that promote ingestion by alveolar macrophages. Finally, ficolins are plasma proteins capable of binding to several types of bacteria and can activate complement.









The complement system


The complement system (Chapter 20) is an essential component of humoral innate immunity comprised of a collection of plasma proteins activated by microbes, which mediates microbial destruction and inflammation.18 Complement activation can occur via three pathways: classical, alternative, and lectin. In the classical pathway the complement component C1 detects IgM, IgG1, or IgG3 bound to the surface of a microbe. C1 is composed of C1q, C1r, and C1s subunits that form multimeric complexes, which bind IgM or IgG bound to microbial surfaces. C1r and C1s are serine proteases. Activated C1s generates a C3 convertase (C4b2b) that is composed of C4b and C2b bound to the microbial surface. The C3 convertase cleaves C3, generating C3b, which covalently binds to C4b2b, generating the C5 convertase. The C5 convertase then activates the late steps of complement activation leading to assembly of the membrane attack complex (MAC) and subsequent cytolysis. The alternative pathway is initiated by small amounts of C3b, which are spontaneously generated in the plasma. C3b that remains unbound to a cell surface is rapidly hydrolyzed and inactivated. C3b bound to a microbe becomes a binding site for factor B. The bound factor B is then cleaved by factor D, generating factor Bb that covalently binds to C3b, forming the alternative pathway C3 convertase which activates the late steps of complement activation similar to the classical pathway. The lectin pathway is activated by MBL or ficolins binding to microbial surfaces. MBL then binds to MBL-associated serine proteases (MASPs)-1, -2, and -3. MASP-2 cleaves C4 and C2 to activate the complement cascade similar to the classical pathway (Fig. 3.1).





[image: image]

Fig. 3.1 Complement activation pathways.


The classical complement cascade is activated by antibody bound to microbial surfaces, which is a binding site for the C1 complex. The alternative pathway is activated by the binding of spontaneously generated C3b to microbial surfaces. Microbial bound C3b binds factor B, which is converted to factor Bb, forming a C3 convertase. The lectin pathway is activated by the binding of MBL to mannose residues on microbial surfaces. MBL binds MBL-associated serine proteases, which bind and cleave C4 and C2, forming a C3 convertase.




In addition to their role in microbial lysis, complement components also function as opsonins. Complement-coated microbes can be phagocytosed via complement receptors on phagocytes. Complement receptor type 1 (CR1) is a high affinity receptor for the C3b and C4b fragments of complement and mediates the internalization of C3b- and C4b-coated particles. CR1 on erythrocytes also mediates the clearance of immune complexes from the circulation. The complement type 2 receptor (CR2) is expressed on B cells and follicular dendritic cells and binds proteolytic fragments of C3, including C3d, C3dg, and iC3b. CR2 (also known as CD21) augments humoral immune responses by enhancing B cell activation by antigen and by promoting trapping of antigen-antibody complexes in germinal centers.19Enhanced B cell activation through CR2 is another way in which the innate immune system influences subsequent adaptive immune responses. Additionally, CR2 is also the receptor for Epstein–Barr virus. Complement receptor 3 (CR3) is composed of CD18 and CD11b and is expressed in PMNs and monocytes/macrophages. CR3 binds to iC3b bound to the surface of microbes, leading to phagocytosis and destruction of the pathogen. The activation of complement via the alternative pathway can greatly enhance monocyte-generated TNF-α elicited by Gram-positive bacteria, such as group B streptococcus.20


There are multiple regulatory proteins within the complement pathways. C1-inhibitor (C1-INH) binds to and inhibits the enzymatic functions of C1r and C1s within the classical pathway.21 Properdin stabilizes the complex of C3b and Bb, increasing the lifespan of the alternative pathway C3 convertase. Conversely, factor H inhibits the formation of and degrades the C3bBb complex, whereas factor I inactivates C3b. CD55 (decay accelerating factor) and CD59 are cell surface, GPI-linked proteins that block complement-mediated cytolysis by inhibiting formation of the C3bBb complex and binding of C9 to the C5b678 complex, respectively. Absence of either CD55 or CD59 leads to paroxysmal nocturnal hemoglobinuria by complement-mediated intravascular hemolysis.


Deficiencies of components of the complement system lead to a wide variety of diseases. Deficiencies of early components of the complement pathway are associated with invasive bacterial infections due to encapsulated organisms. Additionally, lack of early components of the complement pathway are associated with rheumatic disorders, including a lupus-like syndrome that may be due to impaired immune complex clearance, impaired clearance of apoptotic cells, and loss of complement-dependent B cell tolerance. Deficiency of Factor I is also associated with increased incidence of invasive infection with encapsulated bacteria, as well as glomerulonephritis and autoimmune disease. Deficiency of C1-INH protein and function, either hereditary or acquired, leads to angioedema. C1-INH inhibits C1, Factors XIa and XIIa, and kallikrein and, thus, dysregulation of these cascades leads to generation of vasoactive products that result in angioedema.21,22 Deficiencies of late components of complement, including C5 through C9, as well as factors B, D, and properdin result in susceptibility to meningococcal infections.23 Deficiency of factor H function is associated with membranoproliferative glomerulonephritis, hemolytic-uremic syndrome, and age-related macular degeneration.24 Deficiency of MBL is associated with increased susceptibility to bacterial infections in infancy and in individuals with other comorbid conditions, such as cystic fibrosis.25












Cellular innate immunity






Polymorphonuclear leukocytes


PMNs (Chapters 2, 21) are the most abundant leukocyte with ~ 109 PMNs produced per hour in the healthy adult, but have a short lifespan of ~ 5 days in circulation. PMNs are characterized by segmented nuclei divided into 3 to 5 lobules and are thus readily identified by light microscopy. They are also referred to as neutrophils. The cytoplasm of PMN contains four types of granules, azurophilic (or primary), specific (or secondary), gelatinase, and secretory. PMN granules contain a wide variety of APPs with a broad spectrum of antimicrobial activities (Table 3.2). Azurophilic granules contain enzymes, such as proteinase 3, cathepsin G, and elastase, as well as α-defensins and BPI. Specific granules contain lactoferrin and the pro-forms of
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[image: image] Polymorphonuclear leukocytes (neutrophils) are the most abundant cells of the innate immune system, are short-lived, and are the earliest responders to infection.


[image: image] Monocytes and macrophages are the predominant immune cells several days after an infection.


[image: image] Activated neutrophils, monocytes, and macrophages kill phagocytosed bacteria through production of reactive oxygen intermediates and proteolytic enzymes (i.e., elastase, cathepsin G).


[image: image] Dendritic cells are efficient in uptake and presentation of foreign antigen and provide an important link between innate and adaptive immunity.


[image: image] Natural killer (NK) cells can kill infected or malignant cells without prior activation.


[image: image] Mast cells are present are found at the interface between host and environment, are first responders to microbes, and recruit other inflammatory cells.








cathelicidin peptides. Gelatinase granules are rich in gelatinase and are a marker of terminal neutrophil differentiation. Secretory granules contain a variety of receptors that are inserted into the cell membrane upon activation and exocytosis, converting the neutrophil into a cell responsive to many inflammatory stimuli. PMNs are the earliest responders to infection. PMN that are not recruited to sites of infection undergo apoptosis and are cleared by the reticuloendothelial system.


Mononuclear phagocytes include monocytes and macrophages (Chapter 2). Monocytes originate in the bone marrow and migrate into the peripheral circulation. CD14+ monocytes are effective at phagocytosis. They produce reactive oxygen intermediates (ROIs) and pro-inflammatory cytokines in response to a wide variety of microbial stimuli. A recently characterized subset of monocytes that lacks CD14 expression (CD14dim) but expresses CD16 is associated with vascular endothelia. This monocyte subset appears to be specialized for response to viruses and nucleic acid-containing immune complexes and may also be involved in the pathogenesis of autoimmune disorders.26 CD14+ monocytes enter tissues where they mature into macrophages. Macrophages in different tissues are given specific names, including the Kupffer cells of the liver, the alveolar macrophages of the lung, the osteoclasts in bone, and the microglia within the brain. Macrophages differ from PMNs in that they are not terminally differentiated and can proliferate at sites of infection. Macrophages are longer lived than PMNs and are the predominant innate immune cell several days after an infection.


Activated neutrophils and macrophages kill phagocytosed bacteria through production of microbicidal molecules within phagolysosomes. Microbes are detected by pattern recognition receptors, as well as by Fc and complement C3 receptors.27 Bacteria are first internalized into phagosomes. Phagosomes fuse with lysosomes containing proteolytic enzymes (elastase, cathepsin G) to form phagolysosomes. Activated PMNs and macrophages also produce reactive oxygen intermediates (ROIs), which are toxic to microbes. ROI are produced by phagocyte-derived NADPH oxidase, an enzyme that consists of five subunits: p22phox, p40phox, p47phox, p67phox, and gp91phox. The phagocyte oxidase is activated following engulfment of opsonized bacteria. A variety of stimuli lead to activation of the phagocyte oxidase complex, including the complement fragment C5a, formylated peptides like fMLP (N-formyl-methionine-leucine-phenylalanine), LTB4 (leukotriene B4), PAF (platelet activating factor), and pattern recognition receptors, like TLR4. Upon cellular activation, p40phox, p47phox, and p67phox are phosphorylated and recruited to cellular membranes where they associate with membrane bound gp91phox and p22phox (also called flavocytochrome b558) and GTP-bound Rac1 (monocytes) or Rac2 (neutrophils).28 The function of the activated enzyme is to generate superoxide radicals. Superoxide radicals are converted to hydrogen peroxide by superoxide dismutase. Hydrogen peroxide is combined with halide ions by myeloperoxidase to generate hypohalous acids, which are toxic to bacteria. Another function of the phagocyte oxidase complex is to generate an environment within the phagolysosome required for activation of the proteolytic enzymes. The oxidase functions as an electron pump that generates an electrochemical gradient across the phagolysosomal membranes that is compensated by the movement of ions into the vacuole. This results in an increase in vacuolar pH and osmolarity, which is required for activation of elastase and cathepsin G.29


Macrophages produce reactive nitrogen intermediates in response to microbes. Nitric oxide (NO) is produced by inducible nitric oxide synthetase (iNOS). Expression of iNOS is induced by activation of TLRs and expression is augmented further by IFN-γ.30 iNOS catalyzes the conversion of arginine to citrulline, releasing diffusible nitric oxide gas. Within phagolysosomes, NO can combine with hydrogen peroxide or superoxide to produce peroxynitrite radicals, which contribute to microbial killing. Although ROIs and NO are effective antimicrobial agents, they are non-specific. In the setting of strong and prolonged activation of PMNs and macrophages, ROIs and NO are capable of inducing damage to host tissues.


Dendritic cells (Chapter 2) are important in innate responses and for linking innate and adaptive immune responses.31 DCs have long membranous extensions for surveying the local environment and are highly phagocytic. DCs are widely distributed throughout the body. They express a variety of PRRs that allow them to respond to microbes by increased antigen uptake and secretion of cytokines. Plasmacytoid dendritic cells (pDCs) are a subpopulation of DCs specialized for response to viral infection. pDCs secrete large amounts of type 1 interferons, which have potent antiviral activities. DCs link innate to adaptive immune responses after activation by microbes. Activated DCs rapidly uptake antigen and then home to draining lymph nodes where they localize to T-cell zones. During their migration to lymph nodes, DCs mature and become efficient antigen presenting cells (APCs). Once in the lymph node, DCs express high levels of costimulatory molecules, like B7 and IL-12p70, and present antigen to naïve T cells, inducing their differentiation into effector T cells (Th1 T cells).


Natural killer (NK) cells (Chapter 17) are derived from common lymphoid progenitor cells and constitute 5–20% of mononuclear cells in the periphery. NK cells were named based upon their ability to kill various target cells without the need for additional activation, in contrast to T lymphocytes that require activation prior to differentiation from naïve T cells into effector T cells. NK cells are a major source of IFN-γ, which augments the microbicidal functions of macrophages. Conversely, NK cells are primed by IL-15 derived from DCs and IL-12 or -18 derived from macrophages, demonstrating the regulatory interactions that occur between NK cells and other cells of the immune system. NK cells are distinct from B and T lymphocytes in that they do not express somatically rearranged antigen receptors, like immunoglobulin or T-cell receptor. Target cells are identified using germline DNA-encoded receptors.


NK cell function is regulated by a delicate balance between signals generated by inhibitory and activating receptors.32 NK cells possess the ability to recognize and kill infected or malignantly transformed cells, while leaving healthy host cells unharmed. Inhibitory receptors on NK cells recognize class I major histocompatibility complex (MHC) molecules expressed on most healthy cells in the body. Examples of inhibitory receptors include three families of receptors: heterodimers composed of CD94 and NKG2A, the Ig-like transcripts (i.e., ILT-2), and the killer cell Ig-like receptor (KIR) family. Inhibitory receptors contain immunoreceptor tyrosine-based inhibition motifs (ITIMs) in their cytoplasmic tails. ITIMs recruit phosphatases [(SH2-containing protein phosphatase)-1, SHP-2, SHIP (SH2-containing inositol polyphosphate 5-phosphatase)] that oppose the effects of kinases induced by activating receptors. As a result, when NK cells encounter host cells expressing MHC class I molecules, protein tyrosine phosphatases are activated, reducing any signaling downstream of activating receptors and the NK cell is not activated (Fig. 3.2).
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Fig. 3.2 Regulation of NK-cell function.


Upon encountering normal host cells, inhibitory receptors on NK cells that contain ITIM motifs preferentially activate phosphatases (SHP-1/2, SHIP) that send inhibitory signals, inhibiting NK cell function. NK cells that encounter virally infected cells or tumor cells receive signals through activating receptors that contain ITAM motifs that activate tyrosine kinases, including SYK, which leads to NK cell activation, release of perforin and granzyme, and target cell death.




NK cells also possess activating receptors, including CD16, which mediates antibody-dependent cell cytotoxicity and natural cytotoxicity receptors (i.e., NKp46, NKp30, NKp44, NKG2D, CD94/NKG2C, 2B4). Activating receptors are linked to molecules (i.e., CD3ζ, FcRγ, or DAP12) that contain immunoreceptor tyrosine-based activation motifs (ITAMs). Upon ligand binding to activating receptors, tyrosine residues within ITAMs are phosphorylated by Src family kinases, and tyrosine phosphorylated ITAMs serve as binding sites for the activation of other protein tyrosine kinases, such as spleen tyrosine kinase (SYK) and zeta chain-associated protein kinase 70 (ZAP-70), which activate downstream effector molecules in a signaling cascade. Infection of host cells with some viruses can lead to reduced MHC class I expression as a way to reduce presentation of viral antigen to T cells. However, reduced MHC class I expression by infected cells results in reduced inhibitory signaling in the NK cell. Concomitantly, ligands for activating receptors are expressed by the infected cell, leading to NK cell activation and killing of the infected cell.


NK cells also play an important role in immunosurveillance against tumors.33 In humans, the NK cell receptors that mediate tumor recognition include NKp46, NKp30, NKp44, DNAM-1 (DNAX accessory molecule-1), and NKG2D. The receptors used in NK-cell-mediated tumor lysis depend upon the ligands expressed by the target cells. Ligands expressed on target cells include MHC I-related chain (MIC)-A, MICB, unique long 16-binding proteins (ULBPs), poliovirus receptor (PVR), and nectin-2. DNAM-1 specific ligands include PVR and nectin-2, which are expressed in cell lines that include carcinomas, melanomas, and neuroblastomas. Nectin expression is not specific to tumors, since nectins are expressed on normal cells. DNAM-1-nectin interactions on normal cells do not result in NK cell lysis, however, because normal cells are protected by MHC class I expression. Conditions favoring NK-cell-mediated lysis include tumors in which nectins are overexpressed and/or MHC class expression is reduced, favoring NK-cell activation (Fig. 3.2).


Natural killer T (NKT) cells are a small, but highly variable, population of thymus-derived T cells that express NK cell markers and a restricted repertoire of T-cell receptors (TCRs) (Chapter 4) that recognize lipids bound to the MHC-like molecule CD1d.34 There appear to be unique phenotypic attributes among NKT cells. Type 1 NKT cells (also referred to as invariant NKT (iNKT) cells) express the invariant Vα24 and Jα28 TCR α chain, whereas type 2 NKT cells have a more diverse TCR repertoire. Current studies are attempting to further characterize subsets of NKT cells, suggesting that NKT cells are heterogeneous. Mature human NKT cells can be further divided into 3 groups, including CD4+CD8−, CD4−CD8−, and CD4−CD8+ subsets. The most completely characterized NKT antigen is the lipid α-galactosylceremide (αGalCer), which is often used to activate NKT cells experimentally. However, identification of natural NKT ligands has proven difficult. NKT cells express perforin and granulysin and are capable of cytotoxic activity. NKT cells are also able to influence innate and adaptive immune responses through release of large amounts of cytokines, including IFN-γ, TNF-α, IL-4, IL-13, IL-10, and GM-CSF. In general, NKTs found in blood can produce large amounts of cytokines, whereas NKTs in the thymus are poor cytokine producers.


The role of NKTs in human diseases is an area of active investigation. Some reports suggest that decreased NKT-cell frequency and/or function may increase susceptibility to some autoimmune diseases, including type 1 diabetes and multiple sclerosis. Mice with NKT defects are susceptible to tumors and adoptive transfer of normal NKTs can provide protection against the tumors, suggesting that NKT cells may play a role in tumor immunosurveillance. NKT cells may also contribute to the pathogenesis of the airway hyperresponsiveness (AHR) of asthma, which is dependent upon IL-4 and -13 production in the airways. The iNKT cells are necessary for AHR in several murine models of asthma, since NKT deficient mice fail to develop AHR following allergen challenge, ozone challenge, or viral infection.35 iNKT-cell deficiency was associated with severe varicella infection, demonstrating a role for iNKT cells in innate anti-viral immunity.36
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[image: image] Toll-like receptors (TLRs) recognize endogenous and exogenous danger signals, consist of an extracellular domain containing leucine-rich repeats (LRRs) for ligand binding and a cytoplasmic Toll/IL-1 receptor domain that links to adapter proteins and complex signaling pathways.


[image: image] Nucleotide oligomerization domain (NOD)-like receptors are a family of 22 proteins that contain LRRs for potential ligand binding, a NOD, and a caspase activation and recruitment domain (CARD), Pyrin domain, or a baculovirus inhibitor of apoptosis repeat (BIR) domain for initiation of signaling.


[image: image] Retinoic acid-inducible gene (RIG)-like receptors consist of two N-terminal CARDs for signaling and an RNA helicase domain


[image: image] C-type lectin receptors (CLRs) contain a C (Ca++)-type recognition domain and mediate diverse functions, depending upon the signaling pathways they activate.


[image: image] Scavenger receptors (SRs) are a diverse group of receptors that recognize a variety of ligands, mediate uptake of oxidized lipoproteins, and may be involved in atherosclerotic plaque formation.








Our understanding of the mechanisms by which pathogens are detected has increased greatly over the past decade. Pathogen recognition by the innate immune system leads to engulfment, destruction, and often incomplete clearance of the invading pathogen. The subsequent adaptive immune response is required to completely clear the infection. The innate immune system expresses a wide variety of PRRs that mediate pathogen recognition, leading to production of pro-inflammatory cytokines, pathogen uptake and destruction, antigen processing and presentation, and initiation of adaptive immune responses that ultimately clear the host of pathogen. The detection of pathogens relies mainly upon PRRs that include the TLRs, nucleotide oligomerization domain (NOD)-like receptors (NLRs), and the retinoic acid-inducible gene-I (RIG-I)-like receptors (RLRs).37 These receptors play an essential role in initiating the innate immune response. Unlike T- and B-cell antigen receptors, the PRRs are germline-encoded, do not undergo somatic recombination, and are expressed constitutively by immune and non-immune cells. PRRs recognize PAMPs, components of pathogens that are invariant and required for pathogen survival (Table 3.3). Although PRRs detect PAMPs expressed by microbes, they can also recognize self-molecules (i.e., host nucleic acids), which may play a role in the pathogenesis of some autoimmune diseases, such as lupus and rheumatoid arthritis.









Toll-like receptors


The Toll pathway was initially identified in Drosophila melanogaster as a receptor required for dorsal-ventral patterning. Subsequently, the Toll pathway was found to be an essential component of host defense against fungal infection, which led to cloning of mammalian homologues, the Toll-like receptors (TLRs). Mammalian TLRs consist of 11 members that can recognize a wide variety of PAMPs. The TLRs are type 1 integral membrane glycoproteins characterized by an extracellular domain with varying numbers of leucine-rich repeats (LRRs) and a cytoplasmic signaling domain homologous to the interleukin-1 receptor (IL-1R), referred to as the Toll/IL-1R (TIR) homology domain. The TIR domain links the receptor to adaptor proteins (like myeloid differentiation factor 88 (MyD88)) and downstream signaling molecules, leading to transcription of numerous genes that regulate inflammation (Fig. 3.3).
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Fig. 3.3 TLRs and IL-1/18 receptors share a common signaling pathway.


Upon ligand binding, signals are transduced intracellularly by the interaction of the adaptor protein, MyD88, with the TIR domain of receptor. MyD88 interacts with IRAK-4 through death domain interactions, leading to generation of a signaling cascade, which results in transcriptional activation of genes involved in inflammation.




TLRs are widely expressed on or within cells of the immune system, as well as epithelial cells. TLRs detect a wide variety of pathogens, including bacteria, mycobacteria, viruses, fungi, and protozoa (Table 3.3). TLRs have been classified into subfamilies based upon their genetic tree. The subfamily of TLR1, TLR2, TLR6, and TLR10 recognize bacterial lipoproteins, whereas TLR3, TLR7, TLR8, and TLR9 recognize nucleic acids. TLR4, in conjunction with MD-2, recognizes lipopolysaccharide (LPS) and TLR5 binds bacterial flagellin. TLR11 has recently been found to recognize a profilin-like molecule of Toxoplasma gondii. However, ligand binding by TLRs can be promiscuous. For example, TLR4 can also bind respiratory syncytial virus F protein and pneumolysin of S. pneumoniae.38,39 TLR9 binds malarial hemozoin, as well hypomethylated CpG-rich DNA. TLRs can also recognize endogenous danger signals, i.e., damage-associated molecular patterns (DAMPs), which include heat shock proteins.40


The cellular localization of TLRs varies. TLR1, TLR2, TLR4, TLR5, TLR6, TLR10, and TLR11 are localized to cell surfaces, whereas TLR3, TLR7, TLR8, and TLR9 are localized within endosomes. The cell surface expression of TLRs, such as TLR4, which recognizes LPS, is hypothesized to allow recognition of extracellular molecules released from pathogens. Endosomal expression of TLR3, 7, 8, and 9 allows recognition of microbial nucleic acids following their uptake and degradation in phagolysosomes. Additionally, endosomal expression of TLR3, 7, 8, and 9 is believed to prevent activation by host nucleic acids and the development of autoimmunity. TLR expression is altered by exposure to pathogens, as well as by cytokines. The broad cellular expression of TLRs and their diverse and promiscuous agonist recognition allows detection of a wide variety of pathogens despite the existence of a limited number of TLRs.


The cellular responses that occur following TLR activation are essential to host defense. TLR activation stimulates a brief burst of macropinocytosis, which results in antigen uptake at sites of infection, allowing antigen presentation to T cells. TLR activation leads to production of pro-inflammatory cytokines, including TNF-α and IL-6, as well as chemokines, such as CXCL8. TLR pathway engagement induces transcription and translation of mRNA encoding pro-IL-1β. But production of mature IL-1β requires activation of the inflammasome, further described below. The production of pro-inflammatory cytokines recruits additional phagocytes to sites of infection and augments their antimicrobial functions. Production of IL-12p70 leads to activation of naïve T cells and their subsequent differentiation into effector T cells (Th1 T cells). Presentation of foreign peptides and increased expression of MHC molecules, along with expression of co-stimulatory molecules, like B7-1, B7-2, and IL-12p70, results in subsequent development of adaptive immune responses. IL-12p70 stimulates IFN-γ production by T cells, which further augments the microbicidal activities of phagocytes. Stimulation of TLR3, TLR7, TLR8, and TLR9 elicits the production of pro-inflammatory cytokines, as well as type 1 interferons, which play a crucial role in innate antiviral immunity and also influence adaptive immune responses.


Engagement of TLRs activates complex signaling pathways that have been characterized through biochemical analyses and through use of mice selectively deficient in these PRRs and downstream signaling proteins.41–43 TLRs, IL-1R, and IL-18R share similar signaling pathways (Fig. 3.4). Upon ligand binding the cytoplasmic adaptor protein, MyD88, is recruited to the TIR domain of the receptor for all TLRs, except TLR3. Recruitment of MyD88 leads to recruitment of interleukin-1 receptor associated kinase-4 (IRAK-4), likely through death domain interactions. IRAK-4 activation leads to recruitment and activation of IRAK-1 and IRAK-2. In monocytes, IRAK-M is also recruited to this complex and functions as a negative regulator of signaling. Both IRAK-1 and IRAK-2 activation are required for full activation of NFκB and MAP kinases. IRAK activation leads to interaction with TNF-receptor-associated factor 6 (TRAF6), which is an E3 ubiquitin ligase. Along with the E2 conjugating complex of Ubc13 and Uev1a, TRAF6 is K-63 ubiquitinated, recruiting transforming growth factor β-activated protein kinase-1 (TAK-1). TAK-1 subsequently activates the inhibitor of NFκB (IκB) kinase complex (IKK), which consists of NFκB essential modifier (NEMO), IKKα and IKKβ, leading to phosphorylation of IκB (inhibitor of NFκB) proteins and their subsequent K-48 linked ubiquitination and degradation. NFκB is then released from inhibition, allowing translocation to the nucleus where it mediates transcriptional activation of numerous genes involved in inflammation. The transcription factor interferon regulatory factor-5 (IRF-5) is also activated downstream of TRAF6 and is required for production of pro-inflammatory cytokines. Additionally, TAK-1 activation leads to activation of p38 MAP kinase and c-Jun N terminal kinase (JNK), which, in turn, activates the AP1 transcriptional complex (Fig. 3.4).
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Fig. 3.4 MyD88 dependent and independent TLR signaling pathways.


Activation of MyD88 dependent TLRs (TLR5) results in activation of IRAK4 and IRAK1, 2, leading activation of TRAF6 and TAK-1. Subsequently, activation of the IKK complex and MAP kinases lead to activation of NFκB and AP1 transcription factors, respectively. The transcription factor IRF5 is also activated downstream of TRAF6. The TLR4 signaling pathway utilizes four adaptor proteins. The adaptors MAL and MyD88 are activated upon ligand interaction at the cell surface, leading activation of an “early” signaling cascade through the IRAKs. Subsequently, TLR4 is internalized and a “late” signaling cascade dependent upon the adaptors TRAM and TRIF is activated. TLR3 activates a TRIF-dependent pathway that activates RIP1 and TBK1/IKKi, leading to production of pro-inflammatory cytokines and IFN-β. TLR7, 8, 9 are MyD88 dependent and activate the transcription factors NFκB, IRF5, AP1, and IRF7, resulting in production of pro-inflammatory cytokines and type 1 interferons.




TLR signaling demonstrates further complexity. TLR4 also interacts with the adaptors MAL (MyD88-like adaptor protein), TRAM (translocating chain-associating membrane protein), and TRIF (TIR domain containing adaptor inducing interferon β) (Fig. 3.4). TLR4 initially recruits MAL and MyD88 to trigger an “early phase” of NFκB and MAP kinase activation. TLR4 is subsequently endocytosed and trafficked to the endosome where it forms a signaling complex with TRAM and TRIF, which leads to activation of TANK-binding kinase-1 (TBK-1), IKKε, and IRF-3 and “late phase” activation of NFκB and MAP kinases. Activation of IRF3 induces IFN-β production.


The anti-viral TLRs are located in endosomes and interact with an endoplasmic reticulum membrane protein called UNC93B (Fig. 3.4).44 Upon activation, TLR3 does not recruit MyD88, but rather TRIF, leading to recruitment of TRAF3 and activation of TBK1, IKKι, IRF-3, and IFN-β production. TRIF also recruits RIP1 and TRAF6, which leads to activation of NFκB. The other anti-viral TLRs (TLR7, TLR8, and TLR), are MyD88-dependent. However, they also activate a pathway utilizing IRAK-1, IKKα, TRAF3 and intracellular osteopontin (iOPN) that activates IRF7, leading to production of IFN-α. TLR7, TLR8, and TLR9 also utilize a TRAF6-dependent pathway that leads to NFκB/MAP kinase activation.45 In addition, the tyrosine kinase, Bruton's tyrosine kinase (BTK), plays a critical role in TLR8- and TLR9-induced production of TNF-α and IL-6.46 The signaling pathways activated by TLRs are complex and ongoing research continues to identify additional signaling components activated downstream of these receptors.


In natura, the innate immune system encounters intact pathogens that express multiple PAMPs, including bacterial cell wall components as well as microbial DNA and RNA, leading to activation of DCs and other phagocytes through multiple PRRs. The activation of DCs through combinations of TLRs, such as TLR4 and TLR8, results in synergistic production of Th1 T-cell-inducing cytokines, as well as the Th1-inducing ligand, Delta-4, leading to stronger Th1 differentiation of T cells than occurs following activation of single TLRs.47 Interestingly, the use of combinations of TLR agonists on virus-sized nanoparticles containing antigen induce enhanced and better-sustained antibody responses in mice and non-human primates.48 Thus, the use of combinations of TLR agonists as adjuvants in vaccines may result in enhanced efficacy of future vaccines, as well as in immunotherapy against tumors.


During an infection, multiple factors can mitigate TLR-induced inflammation. Adenosine, for example, is an endogenous purine metabolite whose levels rise during stress or hypoxia, Adenosine binds receptors expressed on leukocytes, leading to increased intracellular concentrations of cyclic adenosine monophosphate (cAMP), which in turn dampens TLR-mediated production of Th1-polarizing cytokines while preserving production of Th2 and anti-inflammatory cytokines. Resolvins and lipoxins are anti-inflammatory/pro-resolving lipid metabolites that can differentially regulate TLR4-mediated responses of macrophages, thereby inhibiting TNF response to pure LPS but enhancing uptake, killing, and TNF-α production of whole Gram-negative bacteria.49









NOD-like receptors


In addition to TLRs, other families of cytoplasmic PRRs have been identified, including NLRs and RLRs. NLRs mediate detection of intracytoplasmic bacterial products whereas RLRs detect the presence of viral nucleic acids generated by intracellular, replicating viruses. The currently known NLRs consist of 5 members of the NODs, 14 members of the NALP family, CIITA, IPAF and NAIP (Table 3.3). Proteins in the NLR family possess LRRs for ligand detection, a nucleotide oligomerization domain (NOD) also referred to as a NACHT domain, a domain for initiation of signaling, such as caspase activation and recruitment domain (CARD), pyrin domains, or baculovirus inhibitor of apoptosis repeat (BIR) domains. NOD1 and NOD2 were the first NLRs identified and detect components of bacterial peptidoglycan: NOD1 detects meso-diaminopimelic acid (DAP) and NOD2 detects muramyl dipeptide (MDP). Although direct ligand binding has been demonstrated for TLRs, direct ligand binding by NLRs has not, thus leaving open the possibility that detection of pathogens and other signals by NLRs may be indirect. Following activation, NODs oligomerize and recruit the protein kinase RIP2 and CARD9 via CARD domains, leading to activation of NFκB and MAP kinases, respectively (Fig. 3.5). Additionally, NOD2 may play a role in activation of some inflammasomes (described below). In humans, missense mutations in NOD2 that impair function have been associated with susceptibility to Crohn's disease. Conversely, missense mutations in NOD2 that lead to constitutive activation of NFκB lead to Blau syndrome, an autosomal dominant disorder characterized by granulomatous arthritis, iritis, and skin granulomas.





[image: image]

Fig. 3.5 NLR, RLR, and inflammasome signaling.


NOD2 is activated following exposure to bacterial MDP, leading dimerization and activation of RIP2, TAK1, CARD9 and the IKK complex, leading to inflammatory gene transcription. RLRs, like RIG-I and MDA-5, are activated by double-stranded RNA generated by intracellular, replicating viruses, leading to activation of transcription factors, including NFkB, IRF3, and IRF7, leading to production of pro-inflammatory cytokines and type 1 interferons. Inflammasomes can be activated by microbial products (PAMPs), as well as endogenous products released by damaged host cells (DAMPs), leading to processing of pro-IL-1β to active IL-1β.











The inflammasomes


A variety of stimuli, including PAMPs, bacterial toxins, aluminum hydroxide (alum), UV light, as well as endogenous “danger signals” released by stressed or damaged host cells, referred to as damage-associated molecular patterns (DAMPs) (i.e., ATP, uric acid, hyaluronan), induce the processing of pro-IL-1β to mature IL-1β. The cytosolic cellular machinery responsible for IL-1β processing is termed the inflammasome. Prototypical inflammasomes include the NOD-like receptor-related protein-1 (NLRP1) inflammasome, the NLRP3 inflammasome, and the IL-1β-converting enzyme protease-activating factor (IPAF) inflammasome. NLRPs recruit ASC (apoptosis associated speck-like protein containing a CARD) via homotypic PYRIN domain interactions. ASC is an adaptor protein that contains a PYRIN domain and a CARD domain. Caspase-1 is subsequently recruited via CARD domains, leading to proteolytic processing of IL-1β and IL-18 (Fig. 3.5). Although NLRP1, NLRP3, and IPAF form prototypical inflammasomes, other NLRs, including NOD2 and neuronal apoptosis inhibitory protein (NAIP) can also form inflammasomes or modulate their activities.50


Mutations in the NLRP3 gene are associated with a spectrum of autosomal dominant inherited autoinflammatory diseases, including Muckle-Wells syndrome (sensineural deafness, urticaria, fevers, chills, arthritis), familial cold autoinflammatory syndrome (rash, conjunctivitis, fever, chills, arthralgias elicited by cold exposure), and neonatal onset multisystem inflammatory disease (NOMID) (rashes, arthritis, chronic meningitis). These disorders are the result of constitutive production of IL-1β. Treatment of these disorders involves anti-inflammatory therapy, including IL-1 antagonists that have been very effective.51









The RIG-like receptors


TLR-independent innate antiviral immune responses to intracellular replicating viruses are mediated by RIG-like receptors (RLRs). The RLRs consist of two receptors: RIG-I and (melanoma differentiation-associated gene-5) MDA-5. Both receptors have two N-terminal CARDs and an RNA helicase domain and appear to play important roles in virus-induced type 1 interferon expression in fibroblasts and conventional DCs. A third RLR, laboratory of genetics and physiology 2 (LGP2), lacks the N-terminal CARD domains and plays a role in repression of signaling. RIG-I and MDA-5 are activated by dsRNA generated during viral replication. RIG-I and MDA-5 have differing specificities for viral recognition. RIG-I detects orthomyxoviridae, rhabdoviridae, paramyxoviridae, and flaviviridae, whereas MDA-5 detects picornaviridae, caliciviridae, and coronaviridae. Poly inosine:cytosine (poly I:C) is a non-specific dsRNA analog used experimentally to activate TLR3 and RIG-I/MDA-5. Relatively short poly I:C (< 1 kb) is recognized preferentially by RIG-I, whereas long poly I:C (> 1 kb) is preferentially recognized by MDA-5.38


Activation of RIG-I and MDA-5 by dsRNA leads to their association with a mitochondria-associated adaptor known as interferon-β promoter stimulator-1 (IPS-1) or mitochondrial antiviral-signaling protein (MAVS) through CARD domain interactions. Downstream effectors include TBK-1 and IKKι, which activate IRF3 and IRF7, leading to production of type-1 interferons (Fig. 3.5). Of note, live bacteria are more effective inducers of STAT-1, type I IFN, and inflammasome pathways than killed organisms, a property that may reflect the importance of bacterial RNA to innate recognition of live infection.52









C-type lectin receptors


The C-type lectin receptors (CLRs) are a diverse group of receptors originally identified as Ca2 +-dependent carbohydrate binding proteins.53 Currently, CLRs are defined as any protein that contains a C-type carbohydrate recognition domain (CRD), regardless of calcium or carbohydrate binding ability. CLRs include numerous members with diverse functions including cell adhesion, regulation of NK cell function, phagocytosis, endocytosis, platelet activation, complement activation, tissue remodeling, and innate immunity. In myeloid cells, CLRs can mediate internalization of microbes to allow for antigen processing and presentation. Some CLRs function analogously to TLRs, resulting in direct cellular activation and generation of inflammatory responses. Other CLRs are capable of binding PAMPs, but function to modulate cell activation (discussed below). The functions of myeloid CLRs are dictated by the signaling pathways they activate.


Dectin-1 is a CLR expressed on DCs and other myeloid cells that recognizes β-1, 3-linked glucans present in the cell wall of fungi, mycobacteria, and plants. Dectin-2 recognizes high mannose structures and α-mannans found in fungi, mycobacteria, and dust mites. Following ligand binding, Dectin-1 and Dectin-2 activate signaling pathways utilizing the tyrosine kinase SYK, CARD9, and RAF-1, leading to activation of the transcription factors NFκB, NFAT, and AP-1 and production of pro-inflammatory cytokines (Fig. 3.6). Activation of SYK leads to generation of ROI, which can activate the NLRP3 inflammasome, leading to processing of pro-IL-1β to mature IL-1β. The importance of CLR function in anti-fungal immunity is demonstrated by inactivating mutations in Dectin-1 and CARD9 that lead to chronic mucocutaneous candidiasis, as well as invasive fungal infections in the case of CARD9 deficiency.54
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Fig. 3.6 C-type lectin signaling.


CLRs, like Dectin-1, contain ITAM motifs that interact with the cytosolic tyrosine kinase, SYK, leading to activation of transcription factors including NFκB, NFAT, and AP1. Additionally, Dectin-1 activates the serine kinase, Raf1, which contributes to NFκB activation. TLRs, like TLR2, can cooperate with Dectin-1 signaling to activate NFκB, leading to an enhanced inflammatory response.




Mincle (macrophage inducible C-type lectin) recognizes α-mannans and glycolipids and associates with the FcRγ chain. Upon ligand binding, SYK is recruited to the ITAM of FcRγ, leading to cellular activation. Mincle also binds the endogenous nucleoprotein SAP130, which is exposed by dead cells. The Mincle mediated response to dead cells leads to infiltration of PMNs into damaged tissue and is likely important for tissue repair.


Other CLRs, such as DCIR (DC-inhibitory receptor) possess an inhibitory ITIM motif. DCIR is expressed on myeloid cells, DCs, and B cells. DCIR inhibits TLR8-induced IL-12p70 and TNF-α production by myeloid DCs and TLR9-induced IFN-α production by pDCs. Inhibition of TLR responses is likely the result of inhibition of tyrosine kinases and/or PI3 kinase pathways.


Pathogens express multiple PAMPs and CLRs and TLRs are known to cooperate in antimicrobial responses. Dectin-1 has been shown to assist TLR2 in the production of pro-inflammatory cytokines induced by zymosan, through activation of both Dectin-1-SYK and TLR2-MyD88 signaling pathways (Fig. 3.6). Additionally, DC-SIGN, which recognizes mycobacteria and viruses, can enhance TLR-induced NFκB activation through a RAF-1 dependent signaling pathway.55









Scavenger receptors


Scavenger receptors are a diverse group of receptors that include CD36, CD68, SR class A, and SR class B.56 The receptors mediate the uptake of oxidized lipoproteins into cells. Scavenger receptors also mediate the uptake of microbes and contribute to the response of macrophages to mycobacteria. SR class A can also induce an inflammatory response to beta-amyloid fibrils, which may contribute to inflammation within senile plaques in the brains of Alzheimer's disease patients. (Table 3.3). Additionally, scavenger receptors play a pathologic role in the generation of cholesterol-laden foam cells that comprise atherosclerotic plaques in blood vessels.












Summary


Our understanding of the complexity of innate immunity has advanced considerably over the past decade. The innate immune system consists of diverse populations of cells that include epithelia, which provide barrier functions and express PRRs and APPs that inhibit colonization by invading pathogens, as well as professional phagocytes that ingest and destroy pathogens and secrete cytokines and chemokines that recruit and activate other immune cells. Plasma factors, including acute phase proteins and complement proteins, are essential components of innate immunity and participate in optimal adaptive immune function. The innate immune system consists of a growing repertoire of PRRs, including TLRs, NLRs, RLRs, and CLRs which detect a broad spectrum of pathogens despite being germline encoded. Innate immune responses are responsible for initiating subsequent adaptive immune responses. The importance of the innate immune system to human health is underscored by single gene mutations, such as IRAK4 deficiency,57 that result in immune deficiencies and infection, particularly in early life (to be described in Chapter 35. As innate immunity is expressed in an age-specific manner,58 a better understanding of the ontogeny of the innate immune system, as well as the mechanisms by which innate and adaptive immunity interact, will guide development of adjuvants, resulting in more effective vaccines and tumor immunotherapy.59,60
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4 Antigen receptor genes, gene products, and co-receptors




Harry W. Schroeder, Jr., John B. Imboden, Raul M. Torres





In 1890, von Behring and Kitasato reported the existence of an agent in the blood that could neutralize diphtheria toxin. The following year, glancing references were made to “Antikörper” in studies describing the ability of the agent to discriminate between two immune substances, or bodies. The term antigen is a shortened form of “Antisomatogen + Immunkörperbildner,” the substance that induces the production of an antibody. Thus, the definition of antibody and antigen represent a classic tautology.


In 1939, Tiselius and Kabat used electrophoresis to separate immunized serum into albumin, α-goblulin, β-globulin, and γ-globulin fractions. Absorption of the serum against the antigen depleted the γ-globulin fraction, yielding the terms gammaglobulin, immunoglobulin (Ig), and IgG. “Sizing” columns were then used to separate immunoglobulins into those that were “heavy” (IgM), “regular” (IgA, IgE, IgD, IgG), and “light” (light chain dimers), culminating with the discovery of the last major class of immunoglobulin, IgE, by Ishizaka and colleagues in 1966.


In 1949, Porter used papain to digest IgG molecules into two types of fragments, termed Fab and Fc. The constancy of the Fc fragment permitted its crystallization, and thus the elucidation of its sequence and structure. The variability of the Fab fragment precluded analysis until Bence-Jones myeloma proteins were identified as clonal, isolated light chains.


In 1976, Hozumi and Tonegawa demonstrated that the variable portion of κ chains was the product of the rearrangement of a variable (V) and joining (J) gene segment. In 1982, Alt and Baltimore reported that terminal deoxynucleotidyl transferase (TdT) could be used to introduce non-germline encoded sequence between rearranging V, D for diversity, and J gene segments, potentially freeing the heavy chain repertoire from germline constraints. In 1984, Weigert and colleagues determined that during affinity maturation variable domains could undergo mutation at rate of 10- 3 per base pair, per generation. These discoveries clarified how lymphocytes could generate an astronomically diverse antigen receptor repertoire from a finite set of genes.


In 1982 Allison and colleagues raised antisera against a cell surface molecule that could uniquely identify individual T-cell clones. A year later, Kappler and a consortium of colleagues demonstrated that these surface molecules were heterodimers composed of variable and constant region domains, just like immunoglobulin. Subsequently, Davis and Mak independently cloned the β chain of the T-cell receptor (TCR). Initial confusion regarding the identity of the companion α chain led to the realization that there were two mutually exclusive forms of TCR, αβ and γδ.






Paratopes and epitopes


Immunoglobulins and T-cell receptors both belong to the eponymous immunoglobulin super-family (IgSF).1 The study of antibodies precedes that of TCR by decades; hence much of what we know is based on knowledge first gleaned from the study of immunoglobulins.


Immunoglobulin-antigen interactions typically take place between the paratope, the site on the Ig at which the antigen binds, and the epitope, which is the site on the antigen that is bound. Thus lymphocyte antigen receptors do not recognize antigens, they recognize epitopes borne on those antigens. This makes it possible for the cell to discriminate between two closely related antigens, each of which can be viewed as a collection of epitopes. It also permits the same receptor to bind divergent antigens that share equivalent or similar epitopes, a phenomenon referred to as cross-reactivity.


Although both immunoglobulins and TCRs can recognize the same antigen, they do so in markedly different ways. Immunoglobulins tend to recognize intact antigens in soluble form, and thus preferentially identify surface epitopes that are often composed of conformational structures noncontiguous in the antigen's primary sequence. In contrast, TCRs recognize fragments of antigens, both surface and internal, that have been processed by a separate antigen presenting cell and then bound to an MHC class I or class II molecule (Chapters 5, 6).









The BCR and TCR antigen recognition complex


While the ability of the surface antigen receptor to recognize antigen was appreciated early on, the mechanism by which the membrane-bound receptor relayed this antigen recognition event into the cell interior was not understood since both BCR and TCR cytoplasmic domains are exceptionally short. This conundrum was solved when it was shown that BCR and TCR each associate non-covalently with signal transduction complexes: heterodimeric Igα:Igβ (also known as CD79a:CD79b, respectively) for B cells, and multimeric CD3 for T cells. Loss of function mutations in either of these complexes leads to cell death, which becomes clinically manifest as hypogammaglobulinemia in the case of B cells (Chapter 34), or severe combined immune deficiency (SCID) in the case of T cells (Chapter 35).









Immunoglobulins and TCR Structures






The Ig domain, the basic IgSF building block


Immunoglobulins consist of two heavy (H) and two light (L) chains (Fig. 4.1), where the L chain can consist of either a κ or a λ chain. T-cell receptors consist of either an αβ or a γδ heterodimer. Each component chain contains two or more IgSF domains, each of which consists of two sandwiched β pleated sheets “pinned” together by a disulfide bridge between two conserved cysteine residues.1 Considerable variability is allowed to the amino acids that populate the external surface of the IgSF domain and the loops that link the β strands. These solvent exposed surfaces offer multiple targets for docking with other molecules.
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Fig. 4.1 IgSF domain structures.


(A) A typical compact C domain structure. The β strands are labeled A through G. The sequence at the core is conserved and nonpolar. The external surface and the β-loops are available for docking and often vary in sequence. (B) A typical V domain structure. Two additional strands, C’ and C”, have been added. Note the projection of the C-C’ strands and loop away from the core.




Two types of IgSF domains, “constant” (C) and “variable” (V), are used in immunoglobulins and TCRs (Fig. 4.1). C-type domains, which are the most compact, have seven anti-parallel strands distributed as three strands in the first sheet and four strands in the second. Side chains positioned to lie between the two strands tend to be nonpolar in nature, creating a hydrophobic core of considerable stability. Indeed, V domains engineered to replace the conserved cysteines with serine residues retain their ability to bind antigen. V-type domains add two additional anti-parallel strands to the first sheet, creating a five-strand–four-strand distribution. The two additional strands, which encode framework region 2 (FR2), are used to steady the interaction between heterodimeric V domains, allowing them to create a stable antigen binding site.2


While each Ig and TCR chain contains only one NH2-terminal V Ig domain, the number of COOH-terminal C domains varies. Ig H chains contain between three and four C domains, and both Ig L chains and all four TCR chains contain only one C domain each. H chains with three C domains tend to include a spacer hinge region between the first (CH1) and second (CH2) domains. Each V or C domain consists of approximately 110–130 amino acids, averaging 12 000–13 000 kDa. A typical L or TCR chain will thus mass approximately 25 kDa, and a three C domain Cγ H chain with its hinge will mass approximately 55 kDa.









Idiotypes and isotypes


Immunization of heterologous species with monoclonal antibodies (or a restricted set of Igs) has shown that Igs and TCRs contain both common and individual antigenic determinants. Individual determinant(s), termed idiotype(s), are contained within V domains. Common determinants, termed isotypes, are specific for the constant portion of the antibody and allow grouping of Ig's and TCRs into recognized classes, with each class defining an individual type of C domain. Determinants common to subsets of individuals within a species, yet differing between other members of that species, are termed allotypes and define inherited polymorphisms that result from allelic forms of the genes.3









The V domain


Early comparisons of the primary sequences of V domains identified three hypervariable intervals, termed complementarity determining regions or CDRs, situated between four framework regions of stable sequence (Fig. 4.2). The current definition of these regions integrates sequence diversity with three-dimensional structure.4 The international ImMunoGeneTics information system, or IMGT, maintains an extremely useful website, http://www.imgt.org, which contains a large database of immunoglobulin and TCR sequences, as well as a multiplicity of software tools for their analysis.





[image: image]

Fig. 4.2 A two-dimensional model of an IgG molecule.


The top H and L chains illustrate the composition of these molecules at a nucleotide level. The bottom chains illustrate the nature of the protein sequence. See text for further details.











Antigen recognition and the Fab


Studies of Ig structure were facilitated by the use of papain and pepsin to fragment IgG molecules. Papain digests IgG into two antigen-binding fragments (Fab) and a single crystallizable (or constant) fragment (Fc). Pepsin splits IgG into an Fc fragment and a single dimeric F(ab’)2 that can cross-link as well as bind antigens. The Fab contains one complete L chain in its entirety and the V and CH1 portion of one H chain (Fig. 4.2). The Fab can be further divided into a variable fragment (Fv) composed of the VH and VL domains, and a constant fragment (Fb) composed of the CL and CH1 domains. Single Fv fragments can be genetically engineered to recapitulate the monovalent antigen binding characteristics of the original, parent antibody.5 The extracellular domains of TCRαβ and TCRγδ correspond to Ig Fab.





Key Concepts


Immunoglobulin and TCR structure







[image: image] Immunoglobulins and TCRs are heterodimeric proteins.



[image: image] Immunoglobulins consist of two identical H and two L chains.



[image: image] αβ TCRs consist of one α and one β chain.



[image: image] γδ TCRs consist of one γ and one δ chain.


[image: image] Each Ig or TCR chain contains two or more domains with a characteristic beta barrel structure whose presence identifies a protein as a member of the immunoglobulin supergene family.


[image: image] Each Ig and TCR chain contains a V-type IgSF domain that will form one-half of the antigen binding site.



[image: image] Each V domain contains three hypervariable intervals known as CDRs.



[image: image] The CDRs of paired heterodimers chains are juxtaposed to form the antigen binding site.


[image: image] The C domains of Ig H chains define the immunoglobulin class or subclass.


[image: image] The two distal C IgH domains determine the effector function of the antibody.















Effector function and the Fc


The Fc portion (Fig. 4.2) encodes the effector functions of the immunoglobulin. These functions are generally inflammatory reactions that include fixation of complement, activation of complement, and binding of antibody to Fc receptors on the surface of other cells. Each immunoglobulin class and subclass exhibits its own set of effector functions.6 For example, the IgG CH2 domain plays a key role in complement fixation and in binding to class-specific Fc receptors on the surface of effector cells. Both of these interactions are important in initiating the process of phagocytosis, in allowing certain subclasses to traverse the placenta, and in influencing the biologic functions of lymphocytes, platelets, and other cells.









Gm allotype system


A series of serologically defined genetic markers of the C domains of both H and L chains have been termed Gm for the gammaglobulin fraction of the serum in which they were first identified.3 Different allelic forms have been defined for C domains of the γ1, γ2, γ3, γ4, α2, and ε H chains and for the κ L chain. Associations between certain Gm allotypes and predisposition to develop certain diseases of immune function have been reported.












Immunoglobulin classes and subclasses


The constant domains of the H chain define the class and subclass of the antibody. Table 4.1 lists the five major classes of immunoglobulins in human and describes some of their physical and chemical features. Two of the five major H chain classes, α and γ, have undergone duplication.10 IgG1, IgG2, IgG3, and IgG4 all have the same basic structural design and differ only in the primary sequence of their constant regions and in the location of their interchain disulfide bonds. The H chain in each of these subclasses is referred to as γ1, γ2, etc. IgA consists of the two subclasses, α1 and α2. Table 4.2 compares the four subclasses of IgG, the two of IgA, and the classes of IgM, IgD, and IgE from the standpoint of their biologic functions. In human, two L chain classes exist, κ and λ. No specific effector function has been identified for either L chain class.




Table 4.1 Selected properties of immunoglobulin classes
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Table 4.2 Selected biologic properties of classes and subclasses of immunoglobulins
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IgM


IgM exists in monomeric, pentameric, and hexameric forms. The 8 S monomeric 180 000-dalton IgM has the molecular formula μ2 L2. It is a minor fraction in serum, but in its transmembrane form IgM plays a key role in B-cell development and function as the antigen recognition portion of the B-cell antigen receptor. The major form in serum is the 19 S, 900 000-dalton pentameric IgM, which contains five subunits [(μ2 L2)5] linked together by disulfide-bridges, and by one molecule of an additional polypeptide chain, the J chain, which joins two of the subunits by a disulfide bridge.7


IgM is the predominant immunoglobulin produced during the primary immune response. Occasionally, particularly in the case of carbohydrate Ags such as isohemagglutinins, it will remain the major or sole antibody class. IgM differs from most other immunoglobulins in having an extra CH domain in place of a hinge.


IgM avidly fixes complement. This property is focused in CH3, the homologue of IgG CH2.8 Although the valence of each μ2 L2 subunit is 2, when binding to large protein antigens five of the 10 antigen binding sites in pentameric IgM appear blocked due to steric hindrance. As a consequence, the valence for large antigens is five.









IgG


IgG, the major immunoglobulin class, accounts for the bulk of serum antibody activity in response to most protein antigens. The four IgG subclasses are numbered in relation to their serum levels relative to each other, with IgG1 predominant and IgG4 the least common. IgG1 and IgG3 fix complement and bind phagocyte Fcγ receptors well, whereas IgG2 fixes complement but binds Fcγ receptors more poorly. IgG4 does not fix complement effectively in the native state, but has been reported to do so after proteolytic cleavage.9 IgG1 and IgG3 are most frequently elicited by viral antigens,10 IgG2 by carbohydrates,11 and IgG4 by helminthic parasites.12


IgG4 has become a subject of intense study due to the recognition that the disulfide bonds of its hinge are easily reduced, thus allowing the heavy chains to separate and randomly re-associate to produce a mixed population of IgG4 molecules with randomized heavy-chain and light-chain pairs.13 This impairs the ability of IgG4 to form immune complexes and thus has an anti-inflammatory effect, facilitating immunotherapy for allergic diseases (allergy shots). Overproduction of IgG4 is seen in a disparate group of inflammatory diseases (including sclerosing forms of sialadenitis, pancreatitis, and cholangitis, as well as aortitis, thyroiditis, and retroperitoneal fibrosis). Together, these are referred to as IgG4-related systemic disease (IgG4-RSD). The role of IgG4 in these diseases is unclear, but it appears to represent an important biomarker.









IgA


Although IgA generally exists in a monomeric form (α2 L2) in the serum, it can interact with J chain to form a polymer (α2 L2)2,3-J. Second in concentration to IgG in serum, IgA functions as the predominant form of immunoglobulin in mucosal secretions.14


Secretory IgA is largely synthesized by plasma cells located in, or originating from, mucosal tissues. In the secretions, the molecule usually exists in an alternative polymeric form with two subunits in association with the 70,000-dalton secretory component (α2 L2)2-SC. SC is synthesized by the epithelial cells that line the lumen of the gut. The complete function of SC remains uncertain, but it appears to serve as a receptor for IgA and may play a role in attracting IgA-bearing lymphocytes to the gut and other organs of secretion. It also appears to render the secretory IgA complex more resistant to proteolytic digestion.









IgE


IgE is largely found in extravascular spaces. Its plasma turnover is rapid, with a half-life of about 2 days. IgE antibodies help protect the host from parasitic infections (Chapter 29). However, in Westernized, affluent societies, IgE is primarily associated with allergy. Through their interaction with Fcε receptors on mast cells and basophils, IgE antibodies, in the presence of antigens, induce the release of histamine and various other vasoactive substances, which are responsible for clinical manifestations of various allergic states.15









IgD


Although the H chain of IgD can undergo alternative splicing to a secretory form, IgD serum antibodies in human are uncommon and are absent in the serum of mice and primates. Instead, IgD typically is found in association with IgM on the surface of mature lymphocytes. The appearance of IgD is associated with the transition of a B lymphocyte from a cell that can be tolerized to antigen to a cell that will respond to antigen with the production of antibody (Chapter 7).












TCR αβ and γδ


As members of the IgSF, TCR α, β γ, and δ chains share a number of structural similarities with immunoglobulin. Each chain contains a leader peptide, and extracellular, transmembrane, and intracytoplasmic components. The extracellular component can be divided into three domains: A polymorphic V domain encoded by VJ (α and γ chains) or VDJ (β and δ chains) gene segments, a C domain, and a hinge region.16 The hinge region typically contains an extra cysteine (none in γ chains encoded by Cγ2) that forms a disulfide bond with the other partner of the heterodimer. The transmembrane domains all include a lysine and some contain an arginine residue that facilitate the association of the TCR heterodimer with components of the CD3 signal transduction complex, each of which has a matching negatively charged residue in their own transmembrane portions (see below). The intracytoplasmic components are tiny and play a minimal role in signal transduction.






TCR αβ


The TCR α and β chains are glycoproteins with molecular weights that vary from 42 to 45 kDa, depending upon the primary amino acid sequence and the degree of glycosylation. Deglycosylated forms have a molecular mass of 30 to 32 kDa. These chains share a number of invariant residues in common with immunoglobulin heavy and light chains, in particular residues that are thought to be important for interactions between heavy and light chains. The structures of several partial or full length TCRs have been solved by X-ray crystallography (Fig. 4.3).17 In general, the structure of the TCR αβ heterodimer is similar, but not identical, to that of an Ig Fab fragment.





[image: image]

Fig. 4.3 Backbone representation of murine αβ TCR bound to murine MHC class I and an octamer peptide.


The TCR is above. The Vα CDR1 and CDR2 are magenta, Vβ CDR1 and CDR2 are blue, both CDR3s are green, and the Vβ HV4 is orange. β2M refers to β22-microglobulin. The peptide is in green, and the NH2-terminal and COOH-terminal residues are designated P1 and P8.


Reproduced with permission from Garcia et al.23












TCR γδ


The TCR γ and δ chains are glycoproteins with a more complex molecular size pattern than α and β chains. TCRs that use the Cγ1 gene segment, which contains a cysteine-encoding exon are disulfide-linked (MW 36–42 kDa). TCRs that use Cγ2 exist in two non-disulfide-linked forms, one of 40–44 kDa and one of 55 kDa.18,19 The differences in molecular size are due to variability of both N-linked glycosylation and primary amino acid sequence. The 55-kDa form uses a Cγ2 allele that contains three (rather than two) exons encoding the connecting piece, as well as more N-linked carbohydrate. The functional implication of three different TCR γ chain isoforms, if any, is unknown. The TCR δ chain is more straightforward, being 40–43 kDa in size and containing two sites of N-linked glycosylation. The overall architecture of the γδ TCR closely resembles that of αβ TCRs and antibodies, although the angle between the V and C domains, known as the elbow angle, appears more acute.









Ligand recognition


Although TCR αβ T cells primarily recognize peptide-MHC complexes (pMHC) (Fig. 4.3; Chapters 5, 6), other types of ligands exist. For example, some αβ TCRs can bind nonpeptidic antigens (atypical antigens) that are bound to “non-classic” MHC Class Ib molecules. Many γδ T cells recognize atypical antigens that may or may not be associated with an antigen-presenting molecule, although some can bind peptides. Finally, many αβ TCRs bind superantigens (SAg) in a predominantly Vβ-dependent fashion (Chapter 6).









Binding to pMHC


TCRs recognize peptide antigens bound to the binding groove of MHC-encoded glycoproteins (Fig. 4.3). TCR recognition of pMHC requires a trimolecular complex in which all the components (antigen, MHC, and TCR) contact one another.20–23 Thus, recognition is highly influenced by polymorphisms in the MHC molecule (Chapter 5). As in the case of Ig, TCR CDR1 and CDR2 are encoded in the germline V regions, whereas CDR3 is formed at the junction of the V gene with a J gene segment (TCR α and γ) or D and J gene segments (TCR β and δ chains).24 Vβ also has a fourth region of variability near the other CDRs, hypervariable region 4 (HV4) or CDR4, which can participate in superantigen binding.


The co-crystallization of different combinations of soluble TCR αβ interacting with MHC class I bound to antigen peptide (pMHC) has made it possible to directly address the manner in which antigen recognition occurs (Fig. 4.3). The TCR αβ combining site is relatively flat, allowing it to interact with a rather broad surface at the point of contact with pMHC.


The TCR footprint on the pMHC complex tends to occur in a diagonal across the MHC antigen-binding groove, with TCR Vα positioned over the MHC α2 helix and TCR Vβ overlying the MHC α1 helix. This geometry would permit consistent access of the CD8 co-receptors to the MHC class I molecule. The CDR1 and CDR2 loops, which are entirely encoded by germline sequence, tend to interact more with the MHC molecule; whereas the CDR3 loops, which are composed of both germline and somatic (N region) sequence, appear to dominate the interaction with MHC bound peptide.


The binding of TCR to pMHC appears to be driven by enthalpy. That is, binding increases the stability of the CDR loops, especially CDR3. These results have led to the suggestion that initial binding focuses on the interaction between CDRs 1 and 2 and the MHC. After this initial recognition, the CDR3's change their shape to maximize the area of contact. Conformational flexibility, or “induced fit,” would allow TCRs to rapidly sample many similar pMHC complexes, stopping only when their CDR3s are able to stabilize the interaction.









TCR binding affinity


The affinity with which the TCR ultimately binds its ligand is a critical determinant of T-cell activation. It is, however, only one factor in determining the overall avidity of the interaction, since other cell surface molecules of the T cell (e.g., CD4, CD8, CD2 and various integrins) bind to cell surface molecules on the antigen-bearing cell to stabilize cell–cell TCR–ligand interactions. Furthermore, since both the TCR and the pMHC ligand are surface membrane proteins, each T cell can provide multiple TCRs in the same plane that can bind multiple pMHC molecules on the surface of the antigen presenting cell. This makes binding of TCR to pMHC functionally multivalent, enhancing the apparent affinity of the interaction.









Atypical antigens


Some αβ T cells can recognize lipid antigens when they are complexed with members of the CD1 family.25 The interaction of TCR αβ with CD1 resembles that of TCR αβ with MHC class I. Allelic polymorphism in CD1 is limited, which theoretically would restrict the range of lipid antigens that can be bound.


Rather than binding to a single groove on the MHC, lipids attach themselves to one of several hydrophobic pockets that can be found on the surface of CD1. Pocket volume can range from 1300 to 2200 Å3. The number and length of the pockets differ between the various CD1 isoforms. For example, CD1b has three pockets that share a common portal of entry, as well as a fourth pocket that connects two of the three pockets to each other. This connecting pocket permits the insertion of lipids with a long alkyl chain, such as mycobacterial mycolic acid.


Antigen recognition by γδ TCRs resembles recognition of intact antigens by antibodies more closely than recognition of pMHC by αβ TCR.26 γδ TCRs can recognize protein antigens, such as nonclassical MHC molecules and viral glycoproteins, as well as small, phosphate- or amine-containing compounds, such as pyrophosphomonoesters from mycobacteria and alkylamines.


Binding to non-peptide antigens plays an important role in the biology of γδ T cells. About 5% of peripheral blood T cells bear γδ TCRs, and most of these are encoded by Vγ9 JγP and Vδ2+ gene segments. (In an alternative nomenclature, Vγ9 is known as Vγ2 and JγP as Jγ1.2. See the IMGT database at http://www.imgt.org.) These Vγ9 JγPVδ2+ TCRs recognize non-peptide pyrophosphate- or amine-containing antigens, such as pyrophosphomonoesters from mycobacteria or isobutylamine from various sources.26 Other common naturally-occurring small phosphorylated metabolites that stimulate γδ T cells include 2,3-diphosphoglyceric acid, glycerol-3-phosphoric acid, xylose-1-phosphate, and ribose-1-phosphate. In addition to mycobacteria, Vγ9 JγPVδ2+ T-cell populations are seen to expand in response to listeriosis, ehrlichiosis, leishmaniasis, brucellosis, salmonellosis, mumps meningitis, malaria, and toxoplasmosis.


Recent work suggests that γδ T cells are easily activated by conserved stress-induced ligands, enabling them to rapidly produce cytokines that regulate pathogen clearance, inflammation and tissue homeostasis in response to tissue stress.27









Superantigens


Superantigens (SAgs) are a special class of TCR ligands that have the ability to activate large fractions (5–20%) of the T-cell population. Activation requires simultaneous interaction between the SAg, the TCR Vβ domain, and a major histocompatibility complex class II molecule on the surface of an antigen-presenting cell.28


Unlike conventional antigens, SAgs do not require processing to allow them to bind class II molecules or activate T cells. Instead of binding to the peptide antigen binding groove, SAgs interact with polymorphic residues on the periphery of the class II molecule. And, instead of binding to TCR β CDR3 residues, SAg interact with polymorphic residues in CDR1, CDR2, and HV4. Soluble TCR β chains can also bind the appropriate SAg in the absence of a TCR α chain. As a consequence, although SAg link the TCR to the MHC, the T-cell responses are not “MHC-restricted” in the conventional sense, since a T cell with the appropriate Vβ will respond to a SAg bound to a variety of polymorphic class II molecules.





Key Concepts


Features common to Ig and TCR genes







[image: image] Ig and TCR variable domains are created by site-specific V(D)J recombination.


[image: image] Each receptor is assembled in a stepwise fashion



[image: image] Immunoglobulins: DH→JH; VH→DHJH; cytoplasmic μ chain expression; Vκ→Jκ and, if needed, Vλ→Jλ; surface IgM expression.



[image: image] TCRαβ: Dβ→Jβ; Vβ→DβJβ; cytoplasmic β-chain expression; Vα→Jα; surface αβ TCR expression.


[image: image] In developing lymphocytes, CDRs 1 and 2 contain exclusively germline sequence, whereas CDR3 is created by the (V[D]J) joining reaction and often includes non-germline sequence.



[image: image] CDR-H3, CDR-B3, and CDR-D3 are the most variable components of IgM, TCRαβ, and TCRγδ; respectively.


[image: image] The antigen binding site is a product of a nested gradient of diversity. Conserved framework regions surround CDR1 and CDR2, which in turn surround the paired CDR3 intervals that form the center of the antigen binding site.


[image: image] Starting with a small set of individual gene segments, combinatorial gene segment rearrangement, combinatorial association of heavy and light chains, and mechanisms of junctional diversity generate a broad repertoire of antigen-binding structures.


[image: image] The variability of the Ig and TCR repertoires is restricted during perinatal life, limiting the immune response of the infant.











Key Concepts


Features specific to Ig genes







[image: image] Variable domain somatic hypermutation (SHM) permits affinity maturation that further diversifies the B-cell repertoire.


[image: image] Class switch recombination (CSR) allows replacement of an upstream C domain by a downstream one, altering effector function while maintaining antigen specificity


















Immunoglobulin gene organization


The component chains of immunoglobulins and T-cell receptors are each encoded by a separate multigene family.29,30 The paradox of variability in the V region in conjunction with a nearly invariable constant region was resolved when it was shown that immunoglobulin V and C domains are encoded by independent elements, or gene segments, within each gene family. That is, more than one gene element is used to encode a single polypeptide chain. For example, while κ constant domains are encoded by a single Cκ exon in the κ locus on chromosome 2, κ variable domains represent the joined product of Vκ and Jκ gene segments (Fig. 4.4).





[image: image]

Fig. 4.4 Rearrangement events in the human κ locus.


V = variable region; J = joining region; C = constant region of the κ light chain. See text for further description.


From Garcia KC, Degano M, Stanfield RL, et al. An alphabeta T cell receptor structure at 2.5 A and its orientation in the TCR-MHC complex. Science. 1996;274(5285):209-19.





VL gene segments typically contain their own promoter, a leader exon, an intervening intron of ~ 100 nucleotides, an exon that encodes the first three framework regions (FR 1, 2, and 3), the first two complementarity determining regions in their entirety, the amino terminal portion of CDR3, and a recombination signal sequence. A JL (J for joining) gene segment begins with its own recombination signal, the remaining portion of CDR 3, and the complete FR 4 (Fig. 4.2).


(Use of the same abbreviation–V–for both the complete variable domain of an immunoglobulin peptide chain and for the gene segment that encodes only a portion of that same variable domain is the result of historic precedent. It is unfortunate that one must depend on the context of the surrounding text in order to determine which V region of the antibody is being discussed. The same holds true for the use of J to represent both the J gene segment and the J joining protein.)


The creation of a V domain is directed by the recombination signal sequences (RSS) that flank the rearranging gene segments.31 Each RSS contains a strongly conserved seven base-pair, or heptamer, sequence (e.g., CACAGTG) that is separated from a less well-conserved nine base-pair, or nonamer, sequence (e.g., ACAAAACCC) by either a 12- or 23-base-pair (bp) spacer. For example, Vκ gene segments have a 12-bp spacer and Jκ elements have a 23-bp spacer. These spacers place the heptamer and nonamer sequences on the same side of the DNA molecule, separated by either one or two turns of the DNA helix. A one-turn recombination signal sequence (12-bp spacer) will preferentially recognize a two-turn signal sequence (23-bp spacer). This helps prevent wasteful V-V or J-J rearrangements.


Initiation of the V(D)J recombination reaction requires recombination activating genes 1 and 2 (RAG1 and RAG2). These genes are expressed only in developing lymphocytes.31 The gene products, RAG-1 and RAG-2, act by precisely introducing a DNA double-strand break (DSB) between the terminus of the rearranging gene segment and its adjacent recombination signal sequence (Fig. 4.5). These breaks are then repaired by ubiquitously expressed components of a DNA repair process that is known as nonhomologous end-joining (NHEJ). Lack-of-function mutations in NHEJ proteins yields susceptibility to DNA damage in all cells of the body.





[image: image]

Fig. 4.5 VDJ Recombination.


Lymphoid specific RAG-1 and RAG-2 bind to the recombination signal sequences (RSS) flanking V, D, or J gene segments, juxtapose the sequences, and introduce precise cuts adjacent to the RSS. Components of the non-homologous end joining repair pathway subsequently unite the cut RSS to form a signal joint, and the coding sequences of the rearranging gene segments to form a coding joint.




The NHEJ process creates precise joins between the RSS ends, and imprecise joins of the coding ends. Terminal deoxynucleotidyl transferase (TdT), which is expressed only in lymphocytes, adds non-germline encoded nucleotides (N-nucleotides) to the coding ends of the recombination product.


Lymphoid-specific expression of RAG-1 and RAG-2 limits V(D)J recombination to B and T lymphocytes. However, to ensure that TCR genes are rearranged to completion only in T cells, and immunoglobulin genes are rearranged to completion only in B cells. V(D)J recombination is further regulated by limiting the accessibility of the appropriate gene segments to the specific lineage as well as to the specific stage of development. For example, H chain genes are typically assembled before L chain genes.


The RAG-1 and RAG-2 recombinases cooperatively associate with 12- and 23-bp RSSs and their flanking coding gene segments to form a synaptic complex. Typically, the initial event will be recognition of the nonamer sequence of a 12-bp spacer RSS by RAG-1. RAG-1 binding to the heptamer provides specificity. RAG-2 does not bind DNA independently, but does make contact with the heptamer when in a synaptic complex with RAG-1. Binding of a second RAG-1 and RAG-2 complex to the 23-bp, two-turn RSS permits the interaction of the two synaptic complexes to form what is known as a paired complex. Creation of this paired complex is facilitated by the actions of the DNA-bending proteins HMG1 and HMG2.


After paired complex assembly, the RAG proteins single-strand cut the DNA at the heptamer sequence. The 3’ OH of the coding sequence ligates to 5’ phosphate and creates a hairpin loop. The clean cut ends of the signal sequences enable formation of precise signal joints. However, the hairpin junction created at the coding ends must be resolved by re-nicking the DNA, usually within four to five nucleotides from the end of the hairpin. This forms a 3’ overhang that is amenable to further diversification. It can be filled in via DNA polymerases, nibbled back, or serve as a substrate for TdT-catalyzed N-addition. DNA polymerase μ, which shares homology with TdT, appears to play a role in maintaining the integrity of the terminus of the coding sequence.


The cut ends of the coding sequence are then repaired by the non-homologous end joining proteins. NHEJ proteins involved in V(D)J recombination include Ku70, Ku80, DNA-PKcs, Artemis, XRCC4, XLF (Cernunnos), and ligase 4. Deficiency of any one of these proteins creates sensitivity to DNA breakage and can lead to a SCID phenotype (Chapter 35).


Ku70 and Ku80 form a heterodimer (Ku) that directly associates with DNA double-strand breaks to protect the DNA ends from degradation, permit juxtaposition of the ends to facilitate coding end ligation, and help recruit other members of the repair complex. The DNA protein kinase catalytic subunit (DNA-PKcs) phosphorylates Artemis, inducing an endonuclease activity that plays a role in the opening of the coding joint hairpin. Thus absence of DNA-PKcs or Artemis inhibits proper coding joint formation. Signal joint formation is normal in Artemis deficiency, but it is impaired in the absence of DNA-PKcs. This suggests an additional, as yet undefined, role for DNA-PKcs. Finally, XRCC4, XLF, and ligase 4 help rejoin the ends of the broken DNA.


Depending on the transcriptional orientation of the rearranging gene segments, recombination can result in either inversion or deletion of the intervening DNA (Fig. 4.3). The products of inversion remain in the DNA of the cell, whereas deletion leads to the loss of the intervening DNA. The increased proximity of the V promoter to the C domain enhancers promotes the subsequent transcription of the Ig gene product.






The κ locus


The κ locus is located on chromosome 2p11.2. It contains 5 Jκ and 75 Vκ gene segments upstream of Cκ (Fig. 4.6). The Vκ gene segments can be grouped into six different families of varying size.32 Each family is comprised of gene segments that share extensive sequence and structural similarity.33
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Fig. 4.6 Chromosomal organization of the Ig H, κ, and λ gene clusters.


The typical numbers of functional gene segments are shown. The κ gene cluster includes a κ deleting element that can rearrange to sequences upstream of Cκ in cells that express λ chains, reducing the likelihood of dual κ and λ light chain expression. These maps are not drawn to scale.




One-third of the Vκ gene segments contain frameshift mutations or stop codons that preclude them from forming functional protein, and of the remaining sequences less than 30 of the Vκ gene segments have actually been found in functional immunoglobulins. Each of these active Vκ gene segments has the potential to rearrange to any one of the 5 Jκ elements, generating a potential repertoire of more than 140 distinct VJ combinations. Even more diversity is created at the site of gene segment joining. The terminus of each rearranging gene segment can undergo a loss of 1 to 5 nucleotides during the recombination process. In human, but not mouse, N-addition can either replace some or all of the lost nucleotides or can be inserted in addition to the original germline sequence.34 Each codon created by N-addition increases the potential diversity of the repertoire 20-fold. Thus, the initial diversification of the κ repertoire is focused at the VJ junction that defines CDR-L3.









The λ locus


The λ locus, on chromosome 22q11.2, contains four functional Cλ exons, each of which is associated with its own Jλ (Fig. 4.6). The Vλ genes are arranged in three distinct clusters, each containing members of different Vλ families.35 Depending on the individual haplotype, there are approximately 30–36 potentially functional Vλ gene segments and an equal number of pseudogenes.


In addition to normal κ and λ peptides, H chains can also form a complex with unconventional λ light chains, known as surrogate or pseudo light chains (ΨLC). The genes encoding the ΨLC proteins, λ14.1 (λ5) and VpreB, are located within the λ light chain locus on chromosome 22 and are restricted in expression to discreet B-cell developmental stages.36 Together, these two genes create a product with considerable homology to conventional λ light chains. The λ14.1 gene contains Jλ and Cλ-like sequences and the VpreB gene includes a Vλ-like sequence. A critical difference between these unconventional ΨLC genes and other L chains is that 14.1 and VpreB gene rearrangement is not required for ΨLC expression.









The H chain locus


The H chain locus, on chromosome 14q32.33, is considerably more complex than the κ and λ loci. There are ~ 80 VH gene segments near the telomere of the long arm of chromosome 14.37 Of these, approximately 39 are functional and can be grouped into seven different families of related gene segments. Adjacent to the most centromeric VH, V6-1, are 27 DH (D for diversity) gene segments (Fig. 4.6) and 6 JH gene segments. Each VH and JH gene segment is associated with a two-turn recombination signal sequence, which prevents direct V → J joining. A pair of one-turn recombination signal sequences flanks each DH. Recombination begins with the joining of a DH to a JH gene segment, followed by the joining of a VH element to the amino terminal end of the DJ intermediate. The VH gene segment contains FR1, -2, and -3, CDR1 and -2, and the amino terminal portion of CDR3; the DH gene segment forms the middle of CDR3; and the JH element contains the carboxy terminus of CDR3 and FR4 in its entirety (Fig. 4.1). Random assortment of one of ~ 50 active VH and one of 27 DH with one of the 6 JH gene segments can generate up to 104 different VDJ combinations (Fig. 4.7).
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Fig. 4.7 The antigen binding site is the product of a nested gradient of diversity.


(A) VDJ rearrangement yields 3.8 thousand different combinations. The CDR-H3 sequence contains both germline V, D, and J sequence and nongermline N nucleotides. The addition of nine N nucleotides on either side of the D gene segment yields 64 million different combinations. (B) The antigen binding site is created by the juxtaposition of the three complementarity determining regions (CDRs) of the H chain and the three CDRs of the light chain. The view is looking into the binding site as an antigen would see the CDRs. The VH domain is on the right side. The central location of CDR-H3, which due to N addition is the focus for repertoire diversity, is readily apparent.




Although combinatorial joining of individual V, D, and J gene segments maximizes germline-encoded diversity, the major source of variation in the pre-immune repertoire is focused on the CDR-H3 interval which is created by VDJ joining (Fig. 4.7). First, DH gene segments can rearrange by either inversion or deletion, and thus have the potential to be read backwards as well as forwards. Each DH can be spliced and translated in each of the three potential reading frames. Thus, each DH gene segment has the potential to encode six different peptide fragments. Second, the terminus of each rearranging gene segment can undergo a loss of one or more nucleotides during the recombination process. Third, the rearrangement process proceeds through a step that creates a hairpin ligation between the 5’ and 3’ termini of the rearranging gene segment. Nicking to resolve the hairpin structure leaves a 3’ overhang that creates a palindromic extension, termed a P junction. Fourth, non-germline-encoded nucleotides (N regions) can be used to replace or add to the original germline sequence. Every codon that is added by N-region addition increases the potential diversity of the repertoire 20-fold. N regions can be inserted both between the V and the D, and between the D and the J. Together, the imprecision of the joining process and variation in the extent of N addition permits generation of CDR-H3's of varying length and structure. As a result, more than 1010 different H chain VDJ junctions, or CDR-H3's, can be generated at the time of gene segment rearrangement. Together, somatic variation in CDR3, combinatorial rearrangement of individual gene segments, and combinatorial association between different L and H chains yields a potential pre-immune antibody repertoire of greater than 1016 different immunoglobulins.









Class switch recombination (CSR)


Located downstream of the VDJ loci are nine functional CH gene segments (Fig. 4.7). Each CH contains a series of exons, each encoding a separate domain, hinge, or terminus. All CH genes can undergo alternative splicing to generate two different types of carboxy termini: either a membrane terminus that anchors immunoglobulin on the B lymphocyte surface, or a secreted terminus that occurs in the soluble form of the immunoglobulin. With the exception of CH1δ, each CH1 constant region is preceded by both an exon that cannot be translated (an I exon) and a region of repetitive DNA termed the switch (S). Through recombination between the Cμ switch region and one of the switch regions of the seven other H chain constant regions (a process termed class switching or class switch recombination (CSR)), the same VDJ heavy chain variable domain can be juxtaposed to any of the H chain classes (Fig. 4.8).38 Thus, the system can tailor both the receptor and the effector ends of the antibody molecule to meet a specific need.
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Fig. 4.8 Immunoglobulin H chain class switching.


The molecular events involved in switching from expression of one class of immunoglobulin to another are depicted. At the top is the gene organization during μ chain synthesis. At the bottom a class switch recombination event has resulted in the deletion of the intervening DNA. Exposure to the appropriate cytokine or T-cell:B-cell interaction through the CD40:CD40L pathway results in activation of the I exon that yields a sterile epsilon transcript (Iε-Cε) (Chapter 7). The CD40:CD40L interaction is necessary for the subsequent replacement of Cμ by another constant gene (in this case, Cε). The S loci indicate switch-specific recombination signals.











Somatic hypermutation (SHM)


A final mechanism of immunoglobulin diversity is engaged only after exposure to antigen (39). With T-cell help, the variable domain genes of germinal center lymphocytes undergo somatic hypermutation (SHM) at a rate of up to 10- 3 changes per base-pair per cell cycle. SHM is correlated with transcription of the locus and current studies suggest that at least two separate mechanisms are involved. The first mechanism targets mutation hot spots with the RGYW (purine/G/pyrimidine/A) motif and the second mechanism incorporates an error-prone DNA synthesis that can lead to a nucleotide mismatch between the original template and the mutated DNA strand. SHM allows affinity maturation of the antibody repertoire in response to repeated immunization or exposure to antigen as B cells bearing receptors that have mutated to higher affinity for the cognate antigenic epitope are preferentially stimulated to proliferate, especially under conditions of limiting antigen concentration.









Activation-induced cytidine deaminase (AID)


AID plays a key role in both CSR and SHM.39 AID is a single-strand DNA (ssDNA) cytidine deaminase that can be expressed in activated germinal center B cells. Transcription of an immunoglobulin V domain or of the switch region upstream of the CH1 domain opens the DNA helix to generate ssDNA that can then be deaminated by AID to form mismatched dU/dG DNA base pairs. The base excision repair protein uracil DNA glycosylase (UNG) removes the mismatched dU base, creating an abasic site. Differential repair of this lesion leads to either SHM or CSR. The mismatch repair (MMR) proteins MSH2 and MSH6 can also bind and process the dU:dG mismatch. Deficiencies of AID, UNG underlie some forms of the hyper-IgM syndrome (Chapter 34).









Diversity and constraints on immunoglobulin sequence


In theory, combinatorial rearrangement of V(D)J gene segments, combinatorial association of H and L chains, flexibility in the site of gene segment joining, N-region addition, P junctions, hypermutation, and class switching can create an antibody repertoire the diversity of which is limited only by the total number of B cells in circulation at any one time. In practice, constraints and biases on both the structure and sequence of the antibody repertoire are apparent.


The representation of individual V gene elements is non-random. Among Vκ and VH elements, half of the potentially functional V gene elements contribute minimally to the expressed repertoire. Among Vλ elements these restrictions are even greater, with three gene segments contributing to half of the expressed repertoire.


Particular patterns of amino acid composition in the sequences of the V domains create predictable canonical structures for several of the hypervariable regions. In κ chains, CDR2 is found in a single canonical structure, whereas four structures are possible for CDR1.40 In the H chain, germline CDR1 and CDR2 elements encode one of three or one of five distinct canonical structures, respectively.41 Preservation of these key amino acids during affinity maturation tends to maintain the canonical structure of CDR1 and CDR2 even while they are undergoing somatic hypermutation.42


The enhanced sequence diversity of the CDR3 region is mirrored by its structural diversity. Few canonical structures have been defined for the H chain CDR3, and even in κ chains 30% of the L chain CDR3 can be quite variable. However, at the sequence level there is a preference for tyrosine and glycine residues and a bias against the use of highly charged or hydrophobic amino acids in the H chain CDR3, which reflects preferential use of only one of the six potential DH reading frames, natural selection of reading frame content, and selection during development.43









The TCR αδ-chain locus


The α and δ loci are located on chromosome 14q11-12. This region is unusual in that the gene segments encoding the two different TCR chains are actually intermixed (Fig. 4.9). There are 38–40 Vα, 5 Vα/Vδ, and 50 Jα functional gene segments, as well as one Cα gene.44,45 Variation in numbers does occur between individuals. There are no Dα segments.
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Fig. 4.9 Chromosomal organization of the TCR αδ, β, and γ gene clusters.


Typical numbers of functional gene segments are shown. These maps are not drawn to scale.




The δ locus lies between the Vα and Jα gene segments. There are 3 committed Vδ, 5 Vα/Vδ, 3 Dδ, and 3 Jδ gene segments, as well as one Cδ gene. Vδ3 lies 3’ of Cδ, and thus must rearrange by inversion. Although V region use by α and δ chains is largely independent of one another, this unusual gene organization is accompanied by sharing of 5 V gene segments. For example, Vδ1 can rearrange either to Dδ/Jδ or to Jα elements, and thus can serve as the V region for both γδ and αβ TCRs.


In the large majority of αβ+ T cells analyzed, the α chain on both chromosomes has rearranged. This occurs by the rearrangement of the 5’ recombination signal sequence δRec to a pseudo-J segment, ΨJα, at the beginning of the Jα cluster (Fig. 4.9) as well as by the subsequent rearrangement of Vα to Jα on both chromosomes. Both types of rearrangement delete all of the Dδ, Jδ, and Cδ genes, thus preventing co-expression of αβ and γδ TCRs.









The TCR β-chain locus


The β locus is positioned at chromosome 7q35.44 It contains 40–48 functional Vβ genes, two Dβ, two Jβ clusters, each containing 6 or 7 gene segments, and two Cβ genes (Fig. 4.9). There is one Vβ immediately downstream of Cβ2, which rearranges by inversion. Each Cβ is preceded by its own Dβ–Jβ cluster. There is no apparent preference for Vβ gene rearrangement to either Dβ–Jβ cluster. Dβ1 can rearrange to the Jβ1 cluster or the Dβ2–Jβ2 cluster. Dβ2 can only rearrange to Jβ2 gene segments. The two Cβ segments differ by only six amino acids and are functionally indistinguishable from each other.









The TCR γ-chain locus


The γ locus is located at chromosome 7p14-15.44 There are 4-6 functional Vγ region segments intermixed with pseudogenes and two J clusters with a total of 5 J segments. Each J cluster is 5’ to its C region (Fig. 4.9). The Vγ segments have been divided into 6 families, although only Vγ1 (9 members, 5 of them functional) and Vγ2 (one member) encode functional proteins. The number of Cγ gene exons varies: Cγ1 has three, while there are two alleles of Cγ2 that have 4 and 5, respectively. The first Cγ exon encodes most of the extracellular portion of this region. The last Cγ exon encodes the intracytoplasmic portion of the molecule. The middle exon(s) (one for Cγ1, two or three for Cγ2) encode the connecting piece, which does (Cγ1), or does not (Cγ2), include a cysteine. Since this cysteine can form a disulfide bond with another cysteine in the δ chain, TCRs using Cγ1 contain a covalently linked γ–δ pair, while TCRs using Cγ2 do not.


The nomenclature of the human γ locus differs between laboratories and reports, and is extensively cross-referenced on the IMGT website (http://www.imgt.org).









Allelic exclusion


Because of the inherently imprecise nature of coding joints, for both Ig and TCR only one in three V(D)J rearrangements will be in-frame and capable of creating a functional protein.45 Theoretically, one in nine cells might be expected to express two different Ig or TCR chains. However, almost all B cells express the functional products of only one IgH allele and one IgL allele, and mature αβ T cells express only one functional TCRβ gene. The process of limiting the number of receptors expressed by an individual cell is known as allelic exclusion.46


Both stochastic and regulated models have been put forth to explain this process, but the precise mechanism remains unclear. The mechanism has been shown to be associated with the expression of a membrane-bound Ig or TCR product capable of transducing a signal. In pre-B cells, a functional μ H chain associates with the surrogate light chain to form the pre-B-cell receptor (pre-BCR). Similarly, in developing T-cell progenitors a productive TCR β chain associates with pre-Tα to form the pre-TCR. These preliminary antigen receptors signal to shut down RAG expression, promote cell division, and limit the accessibility of the IgH and TCRβ loci to further rearrangement while promoting the accessibility of the IgL and TCRα loci, respectively.


In pre-B cells, the κ locus is the first to rearrange, with λ rearrangement occurring in cells that have failed to produce a proper κ chain. Surface expression of an acceptable membrane-bound IgM B-cell receptor invokes the mechanism of allelic exclusion among the L chain loci, termed isotypic exclusion, and promotes further maturation of the B cell.


Productive TCRα rearrangement in CD4+CD8+ T-cell progenitors allows the expression of a functional TCR αβ heterodimer. Unlike IgH and TCRβ; TCRα does not undergo allelic exclusion at the level of gene rearrangement. Instead, in cells that express two functional TCRα alleles, one of the two alleles tends to preferentially pair with the one functional TCRβ chain. This results in phenotypic allelic exclusion.


Allelic exclusion can be overcome by selection pressures. Cells that express self-reactive antigen receptors can downregulate IgH or TCR expression and reactivate gene rearrangement to replace one of the two offending chains. This process, termed receptor editing,47 occurs most often in the IgL or TCRα loci, whose gene structures lend themselves to repeated rearrangement. Less commonly, the VH in the H chain can be replaced by means of rearrangement to a cryptic RSS located at the terminus of the VH gene segment.





Key Concepts


BCR and co-receptors







[image: image] The BCR–antigen complex consists of a membrane-bound Ig that is responsible for antigen recognition and an Ig-α/-β heterodimer that is responsible for transducing the recognition signal into the cell.


[image: image] BCR engagement leads to the phosphorylation of tyrosines in the Ig-α/-β ITAM motifs. This signal is then transmitted to one or more other intracellular signaling pathways.


[image: image] Recognition of antigen by B lymphocytes can also involve binding of antigen complexed with C3d and IgG to additional B-cell co-receptors.


[image: image] Binding of complexed antigen by individual coreceptors can lead to either positive or negative signals, each of which can influence the ultimate outcome of an antigen-B lymphocyte interaction.


[image: image] Deficiency of the components of the BCR antigen complex impairs B-cell development and can produce agammaglobulinemia.


















B-cell receptor (BCR) complex: structure and function


Although the ability of surface immunoglobulin to recognize antigen was appreciated very early, the mechanism by which membrane-bound immunoglobulin (mIg) transmitted an antigen recognition event to the cell took longer to understand. Specifically, as the predominant isotypes expressed on the surface of mature B cells, mIgM and mIgD, contain only three amino acid residues exposed to the cytoplasm, it was thought unlikely that these Ig heavy chains could function as signal transduction molecules by themselves. This presumption was eventually proved correct when it was shown that all membrane immunoglobulin isotypes associated noncovalently with a heterodimeric complex consisting of two transmembrane proteins, Ig-α and Ig-β, each of which is capable of transducing signals into the cell (Table 4.3).




Table 4.3 The BCR and its co-receptor molecules
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Membrane-bound immunoglobulin


Immunoglobulins mediate their effector functions as secreted products of plasma cells. However, as membrane-bound structures on mature B cells, immunoglobulins serve as the antigen recognition component of the B-cell receptor complex. Although all immunoglobulin classes can be expressed at the cell surface, the vast majority of circulating mature B cells co-express membrane-bound IgM and IgD. Appropriate activation of a naïve IgM and IgD expressing B cell leads to plasma cell differentiation and antibody secretion. The membrane-bound forms of IgM and IgD are the product of alternative splicing of the immunoglobulin transcript at the 3′, or carboxy terminus, of the heavy chain (Fig. 4.10). The two membrane exons encode the transmembrane hydrophobic stretch of amino acids and an evolutionarily conserved cytoplasmic tail encoding lysine, valine and lysine.
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Fig. 4.10 Membrane and secretory IgM are created by alternative splicing. Alternative splicing of the Cm carboxy-terminal exons results in mRNA transcripts encoding either secreted IgM (μs RNA) or membrane-bound IgM (μm RNA).











Signal transduction and the Ig-α/β (CD79a/CD79b)heterodimer


The heterodimeric signal transduction component of the BCR complex that associates with membrane immunoglobulin has been designated CD79. It is composed of an Ig-α (CD79a) and Ig-β (CD79b) heterodimer. CD79 is responsible for transporting membrane-bound immunoglobulin (mIg) to the cell surface and for transducing BCR signals into the cell.48,49


CD79a/Ig-α is encoded by CD79a/MB-1 (chromosome 19q13.2) as a 226 amino acid glycoprotein of approximately 47 kDa. The exact molecular weight depends on the extent of glycosylation. CD79b/B29 (chromosome 17q23) encodes CD79b/Ig-β, which is a 229-amino acid glycoprotein of approximately 37 kDa. CD79a and CD79b share an exon–intron structure, which is similar to that of the genes that encode the CD3 TCR co-receptor molecules. These similarities suggest that both BCR and TCR co-receptors are the progeny of a common ancestral gene. Ig-α and Ig-β both contain a single IgSF Ig domain (111 residue C-type for Ig-α and 129 residue V-type for Ig-β). Each also contains a highly conserved transmembrane domain and a 61- (Ig-α) or 48- (Ig-β) amino acid cytoplasmic tail that also exhibits striking amino acid evolutionary conservation.


Ig-α and Ig-β are expressed by the earliest committed B-cell progenitors and before expression of Ig-μ heavy chain. The CD79 heterodimer has also been observed on the surface of early B-cell progenitors in the absence of μ heavy chain, although neither protein is required for progenitors to commit to the B-cell lineage.50 Later in development, Ig-α and Ig-β are co-expressed together with Ig of all isotypes on the surface of B cells as a mature BCR complex.48 The CD79 proteins are specific to the B lineage and are expressed throughout B lymphopoiesis. This has led to their use as markers for the identification of B-cell neoplasms.51,52


The signaling capacity of both Ig-α and Ig-β resides within an immunoreceptor tyrosine-based activation motif (ITAM) that has the consensus sequence of D/IxxYxxL(x)7YxxL, where x is any amino acid. Similar ITAMs are also found within the cytoplasmic domain of the molecules that associate with, and signal for, the T-cell antigen receptor (CD3) and certain Fc receptors. The phosphorylation of both tyrosines in both Ig-α/β ITAMs is considered an obligate initial step in the propagation of antigen receptor engagement to the cell nucleus.49,53 Tyrosine-phosphorylated ITAMs serve as efficient binding sites for Src homology 2 (SH-2) domains, which are present within a large number of cytosolic signaling molecules. Whether Ig-α and Ig-β make qualitatively different contributions towards BCR signaling or are functionally redundant remains unclear, as evidence exists to support both views. Moreover, the high degree of evolutionary conservation within the non-ITAM portion of the cytoplasmic domains suggests additional, as yet uncharacterized, signaling roles for the cytoplasmic tails of these molecules over and above positive signaling via the ITAMs.


Ig-α and Ig-β are covalently associated by a disulfide bridge via cysteine residues that exist within the IgSF extracellular domains of both molecules. The association of the Ig-α/β heterodimer with membrane-bound Ig occurs though interaction within the transmembrane domains of these proteins.48 The core BCR complex consists of a single Ig molecule associated with a single Ig-α/β heterodimer (H2L2/Ig-α/Ig-β) (Fig. 4.11).54
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Fig. 4.11 The BCR core complex.


The BCR core complex can be divided into an antigen recognition unit fulfilled by mIgM and a noncovalently associated signal transduction unit composed of the Ig-α/β (CD79) heterodimer. Antigen engagement of mIgM oligomerizes the BCR, allowing preassociated Src-family protein tyrosine kinases to phosphorylate neighboring Ig-α/β ITAM tyrosines. This promotes association of the SYK tyrosine kinase with the tyrosine phosphorylated ITAMs, allowing SYK to become a substrate for other Syk or Src-family tyrosine kinases and leading to its activation.




A current model for the initiation of signals originating from the BCR (Fig. 4.11) proposes that antigens induce the clustering of BCR complexes, increasing their local density. The increase in density leads to the transfer of phosphate groups to the tyrosine residues of the Ig-α/β ITAM motifs.49,53 Src-family tyrosine kinases, of which LYN, FYN, and BLK are most often implicated, are believed to be responsible for ITAM phosphorylation upon aggregation of Ig-α/β. They have been shown to physically associate with the heterodimer. It has been suggested that a fraction of Src-family tyrosine kinases are associated with the Ig-α/β heterodimer and, upon aggregation, transphosphorylate juxtaposed heterodimers. However, the exact mechanism by which Ig-α/β undergoes initial tyrosine phosphorylation after antigen engagement remains uncertain. Regardless of mechanism, phosphorylated ITAMs subsequently serve as high-affinity docking sites for cytosolic effector molecules that harbor SH2 domains. The recruitment of the SYK tyrosine kinase, via its tandem SH2 domains, to doubly phosphorylated Ig-α/β ITAMs is thought to be a next step in propagating a BCR-mediated signal. Association of SYK with the BCR leads to its subsequent tyrosine phosphorylation by either Src-family or other Syk tyrosine kinases, further increasing kinase activity. Together, the concerted actions of the Syk and Src-family protein tyrosine kinases activate a variety of intracellular signaling pathways that can lead to the proliferation, differentiation, or death of the cell.55









Clinical consequences of disruptions in BCR signaling


Both the development of B lymphocytes and the maintenance of the mature antigen-responsive B-cell pool demand the presence of an intact BCR and its downstream signaling pathway(s). Disruption of these pathways can present clinically with hypogammaglobulinemia and an absence of B cells.


The most common such genetic lesions is BTK deficiency, which is an X-linked trait (Chapter 34).56 BTK plays an important role in BCR signaling both during development and in response to antigen. Loss of function mutations in BTK results in the arrest of human B-cell development at the pre-B-cell stage.


BTK is intact in approximately 10 to 15% of patients with hypogammaglobulinemia and absence of B cells. Mouse models where BCR components or signaling pathways have been disrupted by targeted mutagenesis have provided insight into the basis of these atypical hypogammaglobulinemia disorders.49 These studies have shown that an inability to express either a functional μ IgH chain, Ig-α, Ig-β, or the signaling adaptor molecule, BLNK, lead to an early, severe arrest in B lymphopoiesis, with subsequent agammaglobulinemia. Together, these experimental findings highlighted the central role of the BCR in the generation and function of B lymphocytes. They suggested that mutations in any component of the antigen receptor complex or immediate downstream effectors would have the potential to disrupt B-cell development and thus create an agammaglobulinemic state. These speculations were borne out when hypogammaglobulinemic individuals demonstrating an absence of B cells in the presence of normal BTK function were subsequently identified with mutations in Ig-μ heavy chain, Ig-α, or BLNK.55


Besides its important role in the maturation, differentiation and survival of B lymphocytes, the B-cell antigen receptor is responsible for initiating the humoral response to foreign antigen. Some of the variables that can influence the ultimate outcome of BCR–antigen interaction include the nature of the foreign antigen, the mode of activation, the developmental stage of the B cell, and the microenvironment in which antigen encounter occurs. Exactly how these variables ultimately result in the differential activation of diverse intracellular signaling pathways with fundamentally divergent outcomes is under study. Emerging from these studies is an appreciation of the role of BCR co-receptors, which have been shown to be capable of modulating antigen receptor signaling in response to antigen.









BCR co-receptors


The initiation of a humoral immune response results from antigen interaction with the antigen receptors on mature peripheral lymphocytes. However, the manner in which mature B and T lymphocytes recognize antigen is fundamentally different (Chapter 6). Surface Ig, as a component of the BCR on B lymphocytes, recognizes an antigenic epitope in its native three-dimensional configuration that, upon engagement with mIg, is capable of transmitting a signal to the cell interior. In contrast, the antigen receptor expressed by T lymphocytes recognizes an antigen-derived peptide associated with an appropriate MHC structure. Moreover, for a productive outcome of this T-cell recognition event, a CD4 or CD8 co-receptor must also bind to the MHC structure presenting the foreign antigen. Similarly, antigen recognition by the BCR on B lymphocytes is also influenced by co-receptors present on mature B cells (Table 4.3). In this case the co-receptors may also recognize antigen, but only in a form that has been modified by other components of the immune system, as described below. In general, these co-receptors and co-receptor complexes can be divided into those that regulate BCR signaling in a positive manner and those that regulate in a negative manner. Thus, the ultimate outcome of signaling via the BCR depends not only on the signals transduced via the Ig-α/β heterodimer, but also how these signals are perceived by the cell in association with the signals propagated by the various co-receptors that are concomitantly engaged.









Co-receptors that positively regulate BCR signaling






CD21


Mature B lymphocytes express two receptors for complement C3 components, CD35 (CR1) and CD21 (CR2) (Chapter 20). Of these, CD21 fulfills the requirements of a BCR co-receptor, as described below. The expression of CD21 is restricted to mature B cells and follicular dendritic cells, whereas CD35 is also found on erythrocytes, monocytes and granulocytes. CD21 is a 140-kDa surface glycoprotein encoded by the CR2 locus on chromosome 1q32 (Table 4.3). Expression of CD21 begins at approximately the same time as IgD during B lymphopoiesis (Chapter 7). CD21 is subsequently expressed on all mature B cells until terminal differentiation. Within the mature population, marginal zone B cells express higher levels relative to follicular B cells. The extracellular domain of CD21 is composed of 15–16 short consensus regions (SCRs), each composed of 60–70 amino acids, and a relatively short 34-amino acid cytoplasmic tail. The two-amino terminal SCRs constitute the region that interacts with one of the third complement component (C3) cleavage products, iC3b, C3d, g, and C3d (Chapter 20).57


CD21 is a receptor for Epstein–Barr virus (EBV), which similarly binds the two N-terminal SCRs via its major envelope glycoprotein gp350/220. CD21, through its oligosaccharide chains, also binds CD23, the low-affinity IgE receptor (FcεRII). Whereas EBV utilization of CD21 for cell entry has clear physiological consequences in terms of infection, B-cell immortalization, and the potential for oncogenesis, the in vivo relevance of any CD21–CD23 interaction remains unclear.









CD19


CD19 is an IgSF surface glycoprotein of 95 kDa that is expressed from the earliest stages of B-cell development until plasma cell terminal differentiation, when its expression is lost.58 Follicular dendritic cells also express CD19. CD19 maps to chromosome 16p11.2, where it encodes a 540-amino acid protein with two extracellular C-type IgSF domains as well as a large, approximately 240-residue, cytoplasmic tail that exhibits extensive conservation between mouse and human. This relatively large cytoplasmic domain includes nine conserved tyrosine residues that, upon phosphorylation, serve as docking sites for other SH2-containing effector molecules. The signaling capacity of CD19 has been shown to result from tyrosine phosphorylation, which occurs upon engagement of the BCR, CD19 or, optimally, by co-ligation of CD19 and IgM. Known signaling effector molecules that have been identified in association with tyrosine-phosphorylated CD19 include the LYN and FYN protein tyrosine kinases, the Rho-family guanine nucleotide exchange factor, VAV, and phosphatidyl inositol 3-kinase.58 Although specific ligands for CD19 have been proposed, the physiological relevance of CD19 engagement by putative ligands has not been demonstrated.


In vitro studies using monoclonal antibodies (mAbs) directed against CD21 or CD19 provided initial evidence that these B-cell surface antigens could influence mIg-mediated signaling.57,58 In the absence of identifying naturally occurring genetic deficiencies of CD21 or CD19, formal demonstration that these molecules played a physiological role in regulating B-cell responses has been provided by targeted mutagenesis in mouse models. CD21- and CD19-deficient mice demonstrate impaired antibody response to T-dependent antigens.57–59 The paucity of CD5+ B cells in CD19-deficient mice also suggests a role for this molecule in the generation and maintenance of the B1 lineage of B cells (Chapter 7). CD19 is expressed from the earliest stages of B-cell ontogeny in both mice and humans and, accordingly, a signaling function for CD19 in B lymphopoiesis has been demonstrated.60









CD21–CD19 co-receptor complex


A mechanism by which these molecules could augment BCR-mediated signaling was provided by the identification of a CD21–CD19 co-receptor complex on mature B cells that also includes CD81 (Fig. 4.12). CD81, also known as TAPA-1, is a 26-kDa tetraspan molecule widely expressed on a number of cell types, including lymphocytes. The CD21–CD19 co-receptor model predicted that, as a result of complement activation, C3d would be deposited on an antigen, thereby providing a bridge by which a CD21–CD19 receptor complex could associate with mIgM and the B-cell receptor complex.57–59 Clustering of CD19 close to the BCR by the C3d–antigen complex would effectively recruit the signal transduction effector molecules associated with CD19 to the Ig-α/β heterodimer. As a consequence, the CD19-associated LYN and FYN tyrosine kinases, VAV, and PI3-kinase signaling effector molecules would be in a position to exert their activities on the Ig-α/β heterodimer-mediated signaling events initiated by antigen engagement of mIgM.
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Fig. 4.12 Proposed mechanisms for the augmentation of BCR signaling by the CD21/19 co-receptor.


Co-ligation of the BCR and CD21–CD19 complex by C3d–antigen complex allows a CD79-associated Src-family tyrosine kinase to phosphorylate tyrosine residues within the CD19 cytoplasmic domain. Subsequently, tyrosine-phosphorylated CD19 effectively recruits key SH2-containing signaling molecules to the BCR complex, allowing the initial BCR-mediated signal to quickly disseminate along different intracellular signaling pathways.




Strong support for CD21–CD19 co-receptor physiological function in BCR signaling was subsequently provided by experiments using a murine model of immune response. In these experiments, the immunization of mice with an antigen covalently attached to C3d dramatically reduced the signaling threshold necessary for antigen to elicit an immune response.61 Antigen bearing either two or three copies of C3d was respectively 1 000 and 10 000 times more immunogenic than antigen alone. Thus, the CD21–CD19 co-receptor complex provides a link between the innate and adaptive immune responses. In vivo, CD19-deficient mice appear to have more severely affected T-dependent immune responses than do CD21-deficient animals, suggesting alternative roles for CD19 in regulating BCR signals beyond the CD21–CD19 co-receptor complex.












Co-receptors that negatively regulate BCR signaling






FcγRIIB


Among the several receptors for the Fc portion of immunoglobulin expressed by B cells, the Fc receptor for IgG, FcγRIIB (a member of the CD32 cluster), has an important role in negatively regulating BCR-mediated signal transduction.62 FcγRIIB is a 40-kDa single-chain molecule that is encoded by single gene located on chromosome 1q23-24. Alternative splicing of different cytoplasmic exons permits expression of three isoforms. The extracellular domain of FcγRIIB is composed of two C-type IgSF domains that can bind with low affinity to IgG. All three FcγRIIB isoforms share a common cytoplasmic region that is important for negatively regulating activation signals delivered by associated surface receptors. The region within the cytoplasmic domain of FCγRIIB responsible for the inhibitory activity of this Fc receptor towards the BCR has been identified as a sequence that contains a tyrosine residue critical for its activity.63 In analogy to the ITAM, which provides an activation signal, this inhibitory sequence has been referred to as an immunoreceptor tyrosine-based inhibitory motif, or ITIM. The ITIM is carried by the canonical sequence of I/L/VxYxxI/V/L (where x is any amino acid).62 ITIMs are found in a number of other transmembrane structures, all of which share the ability to negatively regulate signaling by activating receptors.


The ability of passively administered soluble antibody to inhibit humoral responses has long been appreciated and was initially thought to occur by soluble antibody effectively masking all available antigen epitopes. The molecular mechanism accounting for this suppression is now known to be mediated by the binding of IgG to FcRγIIB and the subsequent recruitment of cytosolic phosphatases to the FcRγIIB ITIM upon tyrosine phosphorylation. Thus, the inhibitory effect of IgG on BCR-mediated B-cell activation is explained by the interaction of the FcγRIIB ITIM, and specifically associated phosphatases, with the BCR (Fig. 4.13). Co-ligation of the BCR and FcRγIIB by antigen–IgG complexes results in the tyrosine phosphorylation of the FcRγIIB ITIM, presumably by the BCR-associated tyrosine kinases. Phosphorylated FcRγIIB ITIMs then recruit two different SH2-containing phosphatases, SHIP and SHP-1, which function to remove phosphate groups from inositol lipids or tyrosines, respectively. Although both phosphatases can negatively regulate BCR-mediated signaling events, SHIP appears to be the most relevant phosphatase in FcRγIIB inhibition of BCR signaling (Fig. 4.13).64 Thus, once the majority of antigen exists in immune complexes together with antigen-specific IgG, attenuation of an ongoing immune response occurs by the juxtaposition of FcRγIIB with the BCR.
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Fig. 4.13 Negative regulation of BCR signaling by FcγRIIB and CD22.


(A) Soluble IgG–antigen immune complexes juxtapose the BCR with FcγRIIB. The BCR-associated LYN tyrosine kinase subsequently tyrosine phosphorylates the FcγRIIB ITIM. In turn, this leads to the recruitment of the SH2-containing inositol phosphatase SHIP and tyrosine phosphatase SHP-1 to the phosphorylated FcRγIIB ITIM. Both of these phosphatases have demonstrable inhibitory activity on BCR-mediated signaling. Although SHIP is believed to be the major effector in the FcRγIIB-mediated inhibition of BCR signaling,64 the exact mechanism of its action in this context has not yet been elucidated. (B) CD22 associated with the BCR is tyrosine-phosphorylated upon antigen–BCR engagement. SH2-containing signaling molecules dock on tyrosine phosphorylated residues, including the SHP-1 tyrosine phosphatase that can subsequently dephosphorylate signaling molecules previously activated by a mIgM-mediated signal.











CD22


CD22 is a 135- to 140-kDa transmembrane glycoprotein that is restricted in its expression to the B lineage.65 CD22 expression is limited to the cytoplasm of progenitor and pre-B cells in early B-cell development. Expression on the surface of the B cell occurs concomitant with the appearance of surface, or membrane, IgD. Upon B-cell activation, CD22 expression is initially transiently upregulated and subsequently down-modulated upon terminal differentiation to Ig-secreting plasma cells. Although the onset of CD22 expression follows a similar pattern during murine B lymphopoiesis, it is not restricted to the cytoplasm in early B lymphopoiesis but rather is expressed on the surface from the progenitor stage onward. The basis or function of CD22 intracellular retention in human B-cell development is not understood.


CD22 maps to chromosome 19q13.1 and encodes alternatively spliced forms of CD22, CD22α, and CD22β, of which the latter is the predominant species expressed by B cells. The CD22β isoform contains seven extracellular IgSF domains, of which all but one are of the C type. The single exception is the N-terminal domain, which is of the V type. CD22α lacks the IgSF third and fourth domains, although the significance of this minority alternatively spliced product remains unclear. The CD22 murine homolog has only been found as a full-length CD22β isoform. The extracellular domain of CD22 is homologous to the carcinoembryonic antigen subfamily of adhesion molecules, which includes the myelin-associated glycoprotein (MAG) and CD33. CD22 also functions as an adhesion molecule belonging to the Siglec subfamily of the Ig superfamily, whose members function as mammalian sialic acid-binding Ig-like lectins.65 The two N-terminal IgSF domains have been shown to mediate adhesion to both B and T lymphocytes via the binding of structures carrying α2,6 sialic acids.


In addition to acting as an adhesion molecule, CD22 is also capable of modulating BCR signaling (Fig. 4.13). A fraction of CD22 associates with the BCR, and CD22 is rapidly tyrosine-phosphorylated upon mIgM engagement. Tyrosine-phosphorylated CD22 associates with several SH2-containing signaling molecules, including the LYN and SYK tyrosine kinases, PI3-kinase, phospholipase C-γ and SHP-1. The 140-amino acid cytoplasmic domain of CD22 includes six conserved tyrosine residues. Three of these tyrosines are located within conserved consensus ITIM sequences and possess a demonstrable capacity to bind the SH2 domain of the SHP-1 phosphatase. The presence of the multiple ITIMs and association with SHP-1 indicated that CD22 might impinge on BCR signaling in a negative manner. Physiological evidence that CD22 could act as a co-receptor to negatively regulate mIgM signaling was provided by the generation of CD22-deficient mice by targeted mutagenesis.65 CD22-deficient B cells exhibited hyperactive B-cell responses upon BCR triggering, and an increased incidence of serum autoantibodies. This suggests that B-cell tolerance is altered and B cells are more readily activated in the absence of this negative regulator of BCR signaling.





Key Concepts


TCR/CD3 complex







[image: image] Cell-surface expression of the TCR heterodimers requires association with a complex of invariant proteins designated CD3.


[image: image] Each TCR–CD3 complex contains 3 CD3 dimers.


[image: image] Assembly of the TCR–CD3 complex involves interactions between TCR transmembrane basic residues and transmembrane acidic residues in each of the CD3 subunits.


[image: image] Signal transduction by the TCR involves the phosphorylation of immunoreceptor tyrosine-based activation motifs (ITAMs) in the cytoplasmic domains of CD3 proteins.



[image: image] Phosphorylated CD3 ITAMs recruit and activate the ZAP-70 protein tyrosine kinase.


[image: image] Deficiency of CD3 proteins impairs T-cell development and can produce SCID.





















The T-cell receptor (TCR)–CD3 complex


The αβ and γδ TCR heterodimers, which are responsible for the recognition of specific antigen by T lymphocytes, associate with a complex of invariant proteins designated CD3. This association is necessary for TCR cell-surface expression and enables the TCR heterodimers, which have only short cytoplasmic domains, to couple to the intracellular signaling events that lead to the activation of T-cell effector function. There are four CD3 proteins: γ, δ, ε, and ζ (Fig. 4.14).17,66





[image: image]

Fig. 4.14 Schematic representation of the human TCR and CD4 and CD8 co-receptors.


IgSF domains are represented by ovals. The four extracellular domains of CD4 are labeled D1-D4. Basic (+) and acidic (-) transmembrane charged residues are indicated, as are known and predicted sites of disulfide bonds. For schematic simplicity the cytoplasmic domains of the CD3 chains are shown as extending into the cytoplasm. The cytoplasmic domains of CD3ε and CD3ζ, however, are positively charged and likely are associated with the inner leaflet of the plasma membrane.








CD3 proteins


CD3γ, CD3δ, and CD3ε are structurally similar, and the genes encoding them map to a locus in chromosome 11q23. The polypeptides range in size from 20 to 25 kDa. Each has an extracellular C-type IgSF domain, a transmembrane region that contains an acidic residue (aspartic acid in CD3δ and CD3ε, glutamic acid in CD3γ), and a cytoplasmic domain with a single immunoreceptor tyrosine-based activation motif (ITAM). The cytoplasmic domain of CD3ε (but not of CD3δ or CD3γ) has a net positive charge and can bind to the negatively charged inner leaflet of the plasma membrane with its ITAM inserted into the lipid bilayer. The CD3 chains are present in the TCR–CD3 complex in the form of non-covalently linked CD3γε and CD3δε heterodimers; interactions between the extracellular IgSF domains lead to the formation of these CD3 heterodimers.17,66


The 16-kDa CD3ζ differs substantially from the other CD3 proteins and is structurally homologous to the γ chain of the high affinity IgE receptor (FcRγ chain). The extracellular domain of CD3ζ is very short (only 9 amino acids) and is of unknown structure. As is the case with the other CD3 chains, the transmembrane region of CD3ζ contains an acidic residue (aspartic acid). The large cytoplasmic domain of CD3ζ has 3 ITAMs in tandem. and a net positive charge. Like the cytoplasmic domain of CD3ε, the transmembrane region of CD3ζ binds negatively charged lipids, suggesting that it also may associate with the inner leaflet of the plasma membrane.17 CD3ζ is usually present in the TCR/CD3 complex in the form of disulfide-linked CD3ζζ homodimers.17,22,66 The CD3ζζ homodimers form through interactions within the transmembrane domain. The NMR structure of the homodimer reveals helical transmembrane domains with co-localization of the two transmembrane aspartic acids at the interface of the two helices.17









Stoichiometry of the TCR–CD3 complex


The valency and stoichiometry of the TCR/CD3 complex remains a subject of considerable interest and of some uncertainty.17,66,67 Although there is evidence that the complex may be bivalent (i.e., contains two TCR heterodimers), most studies conclude that the TCR/CD3 complex is univalent and that the αβTCR–CD3 complex consists of a single αβTCR heterodimer together with three CD3 dimers: CD3γε, CD3δε, and CD3ζζ (Fig. 4.14). The γδTCR–CD3 complex, in contrast, lacks CD3δ. On naïve T cells, this receptor complex contains two CD3εγ heterodimers and one CD3ζζ homodimer. Following activation of γδT cells, the TCR/CD3 complex incorporates the FcRγ chain, either as a homodimer or as heterodimer with CD3ζ.17,22









Assembly and cell-surface expression of the TCR-CD3 complex


Assembly begins with formation of the individual TCRαβ, CD3δε, and CD3γε heterodimers, processes that are driven by interactions between the extracellular domains of the pairing polypeptides. The subsequent higher order assembly of the TCRαβ with the CD3 dimers depends upon interactions between the potentially charged residues within their transmembrane regions. As noted above, each of the CD3 subunits has a transmembrane acidic residue while the transmembrane domains of the αβ and γδ TCRs contain basic residues. For example, the TCRα has an arginine and a lysine within its transmembrane domain while the transmembrane region of the TCRβ contains a lysine. Mutation of any of these transmembrane acidic or basic residues to neutral alanine impairs formation of the TCR/CD3 complex. TCRαβ appears to associate first with CD3δε and then with CD3γε. TCRα binds CD3δε, and TCRβ likely interacts with CD3γε. The incorporation of a CD3ζζ homodimer into the complex requires the prior formation of a TCRαβ−CD3εγ−CD3εδ hexamer and involves interactions between the arginine residue in the transmembrane domain of TCRα and the two co-localized aspartic acids in the transmembrane domains of the CD3ζζ homodimer.17,66


Formation of the TCR/CD3 complex is tightly regulated. For example, when there are deficiencies of CD3γ, CD3δ, or CD3ε, TCRα and β are retained in the endoplasmic reticulum and are rapidly degraded. In the absence of CD3ζ, the TCRαβ−CD3εγ−CD3εδ hexamer is exported to the Golgi but then is targeted to a lysosomal degradation pathway rather than the cell surface.17,22,66


Because the structures of most of the individual components of the TCR–CD3 complex are known, a model of the overall structure of the receptor has been proposed. This model envisions a compact TCR–CD3, with trimeric contacts occurring within the transmembrane regions of all components (i.e., TCRα−CD3ε−CD3δ, TCRβ−CD3ε−CD3γ, and TCRα−CD3ζ−CD3ζ) and with the TCRαβ extending further from the membrane than the CD3 chains.17,66 The CD3 heterodimers localize to one side of TCRαβ, leaving the outer portion of the constant domain TCRα unobstructed and thus available to participate in TCR–CD3 dimerization during signal transduction.


Mutations in the CD3D, CD3E, CD3G, and CD3Z genes have been described in human.68–70 The clinical consequences of these mutations underscore the importance of the CD3 proteins for the normal development and function of T cells. Homozygous mutations leading to complete deficiencies of either CD3δ, CD3ε, or CD3ζ protein produce a form of severe combined immunodeficiency (SCID) (Chapter 35) characterized by severe T-cell lymphopenia, but the presence of phenotypically normal B cells and NK cells (T-B+NK+SCID).68,69 Interestingly, mutations in CD3G leading to deficiency of CD3γ produces considerable clinical heterogeneity ranging from severe immunodeficiency in infants to mild forms of autoimmunity in adulthood. Homozygous deficiency in CD3γ impaired, but did not abrogate, T-cell development, leading to mild T lymphopenia, reduction in cell-surface expression of TCR–CD3 complex on peripheral T cells by 75–80%, and impaired in vitro proliferative T-cell responses to lectins and to anti-CD3 monoclonal antibodies. In peripheral blood, there were differential effects on phenotypically defined T-cell subsets, with very few CD8+ T cells, a 10-fold reduction in CD4+CD45RA+ T cells (“naïve helper” subset), and normal numbers of CD4+CD45RO+ T cells (“memory” cells).70









Early events in TCR–CD3 signaling


Stimulation of the TCR–CD3 complex by pMHC, or by non-physiological agonists such as anti-CD3 monoclonal antibodies, leads to the phosphorylation of tyrosine residues of the CD3 ITAMs by the SRC-like protein tyrosine kinases, LCK and FYN.71 The phosphorylated CD3 ITAMs in turn create high affinity binding sites for the SH2 domains of the ZAP-70 protein tyrosine kinase, leading to its recruitment to the TCR/CD3 complex and to its activation (Chapter 12).71,72 The consequences of ZAP-70 deficiency (selective T-cell immunodeficiency in humans) underscore the centrality of its role in T-cell activation (Chapter 35).


It is not known how the binding of pMHC to the TCR transfers information through the receptor complex, thereby triggering the cascade of complex biochemical events leading to the activation of T-cell effector function. A number of possible models have been proposed to explain the initiation of TCR–CD3 signaling by pMHC. In one set of scenarios, a pMHC-induced conformational change in the TCR causes the TCR heterodimer to change its orientation with respect to the CD3 dimers. In another, the entire TCR–CD3 complex acts as a rigid structure, and pMHC binding leads to displacement of the CD3 chains into the membrane or alters their orientation with respect to the membrane. Models for initiation of signaling also must accommodate recent findings that the ITAMs in the cytoplasmic domains of CD3ε and CD3ζ likely are inserted into the plasma membrane. Lipid binding appears to prevent phosphorylation of CD3ε and CD3ζ by Lck, indicating that these ITAMs must dissociate from the plasma membrane during the initiation of TCR–CD3 signaling. Following the initiation of signaling, sustained signaling appears to involve multimerization of TCR–CD3 complexes and engagement of co-receptors.17,66












T-cell co-receptors: CD4 and CD8


Expression of CD4 and CD8 divides mature T cells into two distinct subsets: CD4 T cells (Chapter 16), which recognize peptides in the context of class II MHC molecules, and CD8 T cells (Chapter 17), which recognize antigens presented by class I MHC molecules. Indeed, CD4 binds directly to class II MHC molecules, and CD8 interacts directly with class I MHC molecules (Fig. 4.15); in both cases binding involves non-polymorphic regions at the base of the MHC molecule. During antigen recognition, CD4 and CD8 are thought to bind the same pMHC complex as the TCR and thus are true co-receptors for the TCR. The cytoplasmic domains of CD4 and CD8 associate with LCK, and, in current models of TCR signaling, these co-receptors bring LCK into contact with the CD3 chains of the pMHC-engaged TCR–CD3 complexes and thus play an important role in the phosphorylation of CD3 ITAMs (Chapter 12). The CD4 and CD8 co-receptors are needed for full T-cell activation.71,73,74





[image: image]

Fig. 4.15 Illustration of the interactions between the TCR, pMHC, and CD8.


A composite illustration of the HLA-A*0201 structure in complex with a Tax peptide and its cognate T-cell receptor α and β chains (protein data bank (pdb) designation 1BD2) with the human CD8αα/HLA-A*0201 structure (pdb designation 1AKJ) was generated by superposition of the HLA moiety of the two structures. The HLA heavy chain is indicated as MHC, its light chain (β2-microglobulin) as β2-m, the CD8αα homodimer as CD8, the T-cell receptor α and β chains as TCRα and TCRβ. In addition, the CD4 homodimer (pdb file 1WIO) is shown to scale. Connecting peptides, transmembrane, and cytoplasmic domains are drawn by hand and indicated by dotted lines.


Figure courtesy of David H. Margulies, National Institute of Allergy and Infectious Diseases, National Institutes of Health.





The expression of the CD4 and CD8 co-receptors is highly regulated during T-cell development in the thymus (Chapter 8). Thymocytes initially express neither co-receptor (“double negative”). CD4-CD8- thymocytes destined to become TCRαβ T cells progress through a CD4+CD8+ (“double-positive”) stage to become mature CD4+CD8- or CD4-CD8+ T cells. Positive and negative selection of thymocytes on the basis of their TCR specificities and commitment to the CD4 or CD8 lineages occur during the double-positive stage.






CD4: structure and binding to MHC class II molecules


A member of the immunoglobulin superfamily, CD4 is a 55-kDa glycoprotein that can be expressed either as a monomer or a dimer on the cell surface. Its relatively rigid extracellular region contains four IgSF domains (designated D1-4). The cytoplasmic domain of CD4 contains 2 cysteine residues that mediate its non-covalent interaction with LCK through a “zinc clasp”-like structure formed with a dicysteine motif in the N-terminal region of LCK.71,73–75


The crystal structure of the CD4 D1D2 fragment bound to pMHC class II demonstrates that the N-terminal domain (D1) of CD4 binds between the membrane-proximal α2 and β2 domains of MHC class II. Thus CD4 interacts with pMHC class II at a distance from the α-helices and peptide contacted by the TCR. This enables the TCR and CD4 to bind the same MHC class II molecule simultaneously. Models for the structure of TCRαβ–pMHC–CD4 indicate that this ternary complex assumes a V-shape with pMHC at the apex and with TCRαβ and CD4 forming the arms of the V. In this model, therefore, there is no direct interaction between the co-receptor and the TCR heterodimer, suggesting that pMHC brings the TCR and CD4 together. The model does not address the localization of the CD3 dimers, but raises the possibility that the CD3 chains lie within the open angle between TCRαβ and CD4, promoting interactions between CD3 chains and CD4-associated LCK.71,73,74


Experiments using soluble forms of CD4 and pMHC reveal that monomeric CD4 binds pMHC with very low affinity (Kd approximately 200 μM). The binding of CD4 to pMHC is of lower affinity than that TCRαβ to pMHC (Kd 1–10 μM) and displays a far more rapid off time. Because of the low affinity and the rapid off time, it is unlikely that interactions of CD4 with MHC class II molecules initiate the interaction between a T cell and an antigen-presenting cell. Rather, these binding characteristics are more compatible with a model in which the initial event is the interaction between the TCR and pMHC, followed by the recruitment of CD4, which acts primarily to promote signaling events through the delivery of LCK.71,73,74









CD8: structure and binding to MHC class I molecules


There are two CD8 polypeptides, α and β, and these are expressed on the cell-surface either as a disulfide-linked CD8αα homodimer or as a disulfide-linked CD8αβ heterodimer. On most αβ T cells, CD8αβ is the predominant form of CD8. However, natural killer (NK) cells (Chapter 17) and γδ T cells exclusively express CD8αα.71,73–75


CD8α, a 34- to 37-kDa protein, and CD8β, a 32-kDa protein, share about 20% amino acid sequence homology. Both are glycoproteins and IgSF members. Although CD8 subserves a co-receptor function similar to that CD4, in structure it differs substantially from CD4. The CD8 extracellular regions have single N-terminal IgSF V domains at the end of extended mucin-like stalk regions of 48 amino acids (CD8α) or 35–38 amino acids (CD8β). A striking difference between the 2 forms of CD8 lies within the cytoplasmic domain. CD8α, like CD4, contains a cysteine-based motif that enables it to interact with LCK through a “zinc clasp”-like structure. In contrast, CD8β lacks this motif and does not associate with LCK. Interestingly, CD8αβ appears to be a more effective activator of TCR signaling than CD8αα. This may reflect the palmitoylation of the cytoplasmic domain of CD8β, which allows CD8αβ to associate with lipid rafts during T-cell activation.71,73,74,76


The structure of CD8αα−pMHC class I complexes demonstrates that CD8αα attaches primarily to the α3 domain of MHC class I (i.e., a non-polymorphic, membrane-proximal region of the molecule distinct from the peptide-binding groove engaged by the TCR) (Chapter 5). Compared to the interaction of CD4 and MHC class II, binding is more antibody-like, with a loop of the MHC α3 domain locked between the CDR-like loops of the two CD8α IgSF V domains. Models of the structure of the TCRαβ–pMHC–CD8 ternary complex propose a “V” shape similar to that of the model for TCRαβ–pMHC–CD4, with pMHC at the apex of the “V” and the TCR and CD8 forming the arms of the “V.” CD8 binds to pMHC with lower affinity and with faster kinetics than the TCR. Thus, the binding properties of the CD8 co-receptor, like those of CD4, are consistent with a model in which the TCR initiates pMHC binding, followed by engagement of CD8 to the same pMHC.71,73–76












Co-stimulatory and inhibitory T-cell molecules: the CD28 family


Although the T-cell response to antigen requires the binding of the TCR and its co-receptors to pMHC, additional receptor-ligand interactions can affect the outcome by delivering signals that promote activation (co-simulation) or that inhibit it (Table 4.4). Prominent among these are the interactions of members of the CD28 family with their cell-surface ligands on antigen-presenting cells. This family includes CD28, inducible co-stimulator (ICOS), cytotoxic T-lymphocyte-associated antigen-4 (CTLA-4), B- and T-lymphocyte attenuator (BTLA), and program death-1 (PD-1). CD28 and ICOS are co-stimulatory receptors; the major functions of CTLA-4, PD-1, and BTLA are inhibitory. CD28 and CTLA-4 are T-cell specific, whereas BTLA and PD-1 are also expressed by B cells and ICOS by NK cells.77–79




Table 4.4 CD28 superfamily


[image: image]




All members of the CD28 family have a single extracellular IgSF V domain and have, as their ligands, members of the B7 family of cell-surface molecules. CD28, CTLA-4, and ICOS are expressed on the cell-surface as disulfide-linked homodimers. Their cytoplasmic domains contain the SH2-binding motif YXXM. In contrast, PD-1 and BTLA are monomers whose cytoplasmic domains each contain an immunoreceptor tyrosine-based inhibitory motif (ITIM) and an immunoreceptor tyrosine-based switch motif (ITSM).


The best characterized members of the CD28 family are CD28 and CTLA-4. CD28 is the prototypic co-stimulatory receptor. Virtually all human CD4 T cells constitutively express CD28, as do half of the CD8 T cells. CD28 stimulation usually does not elicit a cellular response in the absence of TCR signaling. However, CD28 signals can act in concert with TCR signals to promote cytokine production, T-cell expansion, and T-cell survival. TCR signaling in the absence of CD28 co-stimulation can induce T-cell anergy (Chapter 12).


CTLA-4 inhibits the response to TCR and CD28 signals and acts to terminate T-cell responses. T-cell activation induces CTLA-4, whose cell-surface expression is tightly regulated by the cytoplasmic motif YVKM. In the unphosphorylated state, this motif binds to AP-1 and AP-2 clathrin adaptor complexes that target CTLA-4 to intracellular compartments. Phosphorylation of the tyrosine releases the adaptor complexes and increases cell surface expression of CTLA-4.77,79


CD28 and CTLA-4 bind to the same ligands, B7.1 (CD80) and B7.2 (CD86), and interact with these B7 ligands through a conserved hydrophobic MYPPPYY motif in their extracellular domains. Nonetheless, CD28 and CTLA-4 differ in the valency of binding. CD28 is monovalent whereas CLTA-4 binds two B7 ligands. Moreover, the affinity of CTLA-4 for B7.1 and B7.2 is substantially greater than that of CD28.78 Thus, the inhibitory complexes formed by CTLA-4, particularly those involving B7.1, are more stable that the co-stimulatory interactions involving CD28.


Inhibition of T-cell activation by CTLA-4 appears to involve competition for B7 ligands and the generation of intracellular signals. In addition, CTLA-4 can induce “reverse signaling” through B7.1 and B7.2 to the antigen-presenting cell, leading to the upregulation of the enzyme indoleamine 2,3-dioxygenase (IDO), which in turn breaks down tryptophan, a requirement for T-cell proliferation.80


The importance of CD28 co-stimulation has made it an attractive target for therapeutic intervention. Indeed, abatacept, a soluble fusion protein composed of the extracellular domain of human CTLA-4 and the constant regions of human IgG1, is an effective therapy for the treatment of rheumatoid arthritis (Chapter 51). Abatacept is thought to inhibit CD28 co-stimulation through blockade of its B7 ligands, but some of its immunosuppressive effects may be indirect through the induction of IDO and consequent local depletion of tryptophan.81
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5 The major histocompatibility complex




Robert J. Winchester





The region of the genome that plays the central role in the regulation the adaptive immune response is termed the major histocompatibility complex (MHC). It is so designated because it was first identified as the site of numerous alternative genes, or alleles, that determined whether transplanted tissue would be compatible or rejected. Central among the well over one hundred genes now known to be situated in this region are a subgroup that encode what are termed MHC molecules. These are the allotypic molecules that were actually first recognized as markers of histocompatibility. In the human the genes encoding MHC molecules are alternatively termed human leukocyte antigen genes (HLA) and the MHC itself is sometimes termed the HLA region.








Clinical Relevance







[image: image] MHC molecules regulate the recognition of particular pathogen peptides by CD4 and CD8 T cells in the adaptive immune response of immunity to infectious organisms.


[image: image] Certain MHC molecule allotypes are the major genetic determinants of susceptibility to many autoimmune diseases. This reflects the role of self-peptide and self-MHC in defining the recognition features of the T-cell arm of the adaptive immune system.


[image: image] MHC molecule allotypes play a key role in governing transplant rejection and appear to regulate placental development in pregnancy.














Key concept


Perspective on the unique function of MHC molecules as a peptide binding and presenting structure







[image: image] The central role of the MHC is to function first as a receptor that binds a pathogen-derived peptide and then as ligand in the form of a p-MHC complex, which binds to the clonotypic T-cell receptor (TCR). There it triggers the activation and proliferation of the T cell in an adaptive immune response.


[image: image] As an evolutionary consequence of the plasticity of the TCR, which through thymic selection can adapt to a very large variety of p-MHC structures, the genes encoding the MHC are free to evolve a large number of genes encoding duplicated or alternative peptide presenting molecules with specificity to bind different peptides.


[image: image] This diversification of peptide presenting structures contrasts with the stereotyped structures of the innate immune system and fosters the development of different T-cell repertoires with completely different recognition properties. This thwarts the possibility that a pathogen will be able to evolve a way to bypass recognition.








MHC molecules play a fundamental role in the adaptive immune system because they sample and bind small peptides derived from processed self-antigens, foreign antigens, and altered-self antigens and then present them on the cell surface where the MHC molecule bearing the peptide can then interact with a T-cell receptor (TCR) on the surface of the T cell. The interaction between MHC/peptide and the TCR plays a key role in the ability of the CD4 or CD8 T cell to recognize an infectious organism, or the products of such pathogens, as foreign. Conversely, major histocompatibility complex refers to the major role played by MHC molecules in determining the acceptability of transplanted cells or organs. Unexpectedly, however, the MHC molecules are also major determinants of susceptibility to autoimmune diseases.1 This chapter explores the function of the various MHC genes and their polymorphisms in relation to these three quite different clinical features.






Classical MHC molecules determine how T cells recognize processed antigen


Peptides derived from processed proteins of a pathogen or other antigen that are bound to classical MHC molecules average nine amino acids in length. Two or more of their amino acid side chains are used to anchor the peptide to pockets on the surface of the MHC. This complex ligand, which is composed of both the bound peptide and the presenting MHC molecule, or p-MHC, is the target of the TCR on the T-cell surface. Although the mode of TCR docking on MHC molecules is globally conserved, the shapes and chemical properties of the interacting surfaces found in these complexes are so diverse that no fixed pattern of contact has been recognized even between conserved TCR residues and conserved side chains of the MHC α-helices.2 Indeed, of the amino acid side chains not bound to the MHC, only two or three are typically bound to the clonotypic TCR (Chapter 8). This limited contact yields considerable TCR plasticity, which has the important evolutionary implication of freeing the MHC molecule and the p-MHC complex from the strict stereochemical constraints that are usually imposed in receptor–ligand interactions. The consequence of TCR plasticity and this unusual receptor–ligand interaction has been the evolutionary development of a uniquely large number of different genes that encode various MHC structures, each of which is able to bind and present a different range of peptides to the same clonotypic TCR.


Peptides derived from external antigens, including pathogens, are typically absent during the formation of the T-cell repertoire in the thymus (Chapter 8). Thus self-peptide p-MHC complexes are used as surrogates for selecting, or training, individual T cells to recognize non-self-pathogen peptides.3


For T cells, immunologic self is the set of self-peptides and self-MHC molecules that select the TCR repertoire. These self-peptides constitute the T-cell recognition component of an individual's adaptive immune system. This patterning of TCR recognition on self-peptides presented by self-MHC molecules is critical to the development of autoimmunity and allorecognition.


One basic task of the T cell is to protect the body from two major types of pathogens: viruses that would commandeer the replicative machinery of a cell, and bacteria that replicate autonomously and often extracellularly. These two types of pathogens present very different challenges to the immune system. To terminate viral infection, a cell harboring virus is killed by a cytotoxic CD8 T cell, whereas a bacterium can be eliminated by being phagocytized by a macrophage that has been selectively activated by a CD4 helper T cell that recognizes the peptides of this bacterium. The necessity of distinguishing between whether the presence of a pathogen peptide should elicit a killer or helper T-cell response is presumed to be the evolutionary drive that resulted in the creation of two specialized forms of MHC molecules, class I and class II (Fig. 5.1).2,4





[image: image]

Fig. 5.1 MHC class I and II molecules have a homologous domain organization, but a different chain structure.


Both class I and II molecules are expressed on the cell surface where they are accessible to T cells. The outermost domain contains a peptide-binding cleft that contains the peptide. In the case of class I molecules, a single alpha chain encodes the entire domain containing the peptide-binding cleft; while in class II molecules the domain is made up of an α- and a β-chain. These chains form supporting domains and anchor the molecule to the cell membrane. The class I molecule contains an extrinsic chain, β2-microglobulin, that forms a separate domain.




The evolutionary consequence of the diversification of genes encoding MHC molecules is seen at two levels. The first is at the level of the individual and is characterized by the presence of different MHC class I and class II loci, each of which codes for one or more different peptide-presenting MHC molecules. The second is at the level of the population and is evidenced by the development of a very large number of alleles at each locus, with each allele coding for alternative polymorphic gene forms and thus for various peptide-presenting allotypes, each of which has the potential to bind a different set of peptides. Duplication of MHC genes involved in peptide presentation is a genetic strategy that increases the range of peptide-presenting structures available to the individual, thus enhancing the variety of presented peptides that can be recognized and bound.5 There are three types of MHC class Ia (or classical class I) molecules, HLA-A, HLA-B, and HLA-C. These are encoded in three duplicated loci. HLA-B and HLA-C are quite near to each other in the primary sequence of the genome, whereas HLA-A is at some distance. Similarly, there are three types of class IIa (or classical class II) MHC molecules, HLA-DR, HLA-DQ, and HLA-DP. These are also encoded in three sets of duplicated loci (Fig. 5.2).6 Each type of MHC molecule in an individual selects its own repertoire of T cells that is restricted in its ability to react only to peptides presented in the context of the same type of MHC molecule. Because the genetic polymorphism of the MHC usually results in different maternal and paternal MHC genes, the range of MHC molecules can increase up to at least 12 separate types, each of which presents peptides to create 12 homologous TCR p-MHC-binding repertoires. The HLA region, located on the short arm of chromosome 6, also contains non-classical class Ib and class IIb genes, such as class Ib HLA-E and HLA-G and class IIb HLA-DM and HLA-DO (Fig. 5.2, Table 5.1).





[image: image]

Fig. 5.2 Gene map of the extended HLA complex depicting the immune-related expressed genes, and certain reference genes.


The HLA complex consists of five regions: extended class I, class I, class III, class II, and extended class II. Numbering of the sequence begins at the telomere. The approximate locations of genes near the start or end of the regions are indicated. The class III region is distinguished by genes for C2 and C4, TNF-α, and a cluster of genes in the LY6 family that were revealed in the sequencing of the genome. The genes of the RCCX region are indicated and the order of the principal duplicated genes shown. The expressed genes in the HLA-DR haplotypes encoding HLA-DR3, e.g., HLA-DRB1*03:01, are located within the class II region.


Modified from Beck S, Trowsdale J. The human major histocompatibility complex: lessons from the DNA sequence. Annu Rev Genomics Hum Genet 2000; 1: 117-137.







Table 5.1 Contrast of classical and non-classical MHC class I and II molecules


[image: image]




The mechanism by which MHC class I and class II molecules present peptides became clear when the structures of these two molecules were determined. A simplified cartoon of the domain structure of MHC class I and class II proteins is depicted in Fig. 5.1. A more intricate ribbon structure of the actual class I molecule interacting with the TCR is presented in Chapter 4 (Fig. 4.3). For both class I and class II, the peptide-binding structure takes the shape of a beta-pleated floor with two alpha-helix walls. The peptide lies within the groove created by these structures (Figs. 5.3 and 5.4). Although the shapes of that portion of the class I and class II MHC molecules that interacts with the TCR are generally similar, the domain chain structures of the two types of molecule differ (Fig. 5.1). In the case of class I molecules, both halves of the peptide-binding domain of are encoded by the α-chain genes of the HLA-A, HLA-B, or HLA-C loci. β2-Microglobulin, the partner chain for the class I heterodimer, has a purely structural role. For the class II molecules, however, one half of the peptide-binding domain is encoded by the α-chain and the other by the β-chain gene. The second domains of α- and β-chains create the pedestal upon which the peptide-binding domain rests. Thus, a genetic lesion of the β2-microglobulin gene eliminates class I expression only. The class II α- and β-chains are both encoded within the MHC. The HLA-DRA, HLA-DQA, and HLA-DPA loci encode α-chains, while the HLA-DRB1, HLA-DQB1, and HLA-DPB1 (and often an additional DRB locus, commonly HLA-DRB3) loci code for the β-chains (Fig 5.2).





[image: image]

Fig. 5.3 The three-dimensional structure of HLA-B27.


The α-helical margins of the peptide-binding cleft contain the bound peptide RRIKAITLK, which is oriented with its amino terminus to the left. There are extensive contacts at the ends of the cleft between peptide main-chain atoms and conserved MHC side chains, with the peptide amino and carboxyl termini tethered by H bonds and charge interactions. The peptide reciprocally stabilizes the three dimensional fold of HLA-B27. The side chain of arginine in the P2 position of the peptide inserts into the B pocket, which contains an oppositely charged glutamic acid at its base. The resulting salt bridge is the dominant anchor for the peptide. Side chains P4, P6, and P8 make minor contributions to the interaction of the peptide with the HLA-B27 molecule. The central region of the peptide is left free to interact with a TCR.


Modified from Madden DR, Gorga JC, Strominger JL, Wiley DC. The three-dimensional structure of HLA-B27 at 2.1 A resolution suggests a general mechanism for tight peptide binding to MHC. Cell 1992; 70: 1035.








[image: image]

Fig. 5.4 Structure of a MHC class II molecule containing a peptide prepared using PyMol from published coordinates.


The structure of the MHC molecule is largely shown as a ribbon diagram, while the peptide is a stick diagram. The peptide-binding groove is delimited by α-helices. The upper helix is encoded by the α-chain, and the lower helix by the β-chain. β-Pleated sheets form the saddle-like floor. Side chains are depicted on the β-chain at positions 70 and 71, a region involved in specifying the side chain pocket P4. This pocket binds the fourth side chain of the peptide contained within the MHC molecule. The side chains shown are respectively glutamine and lysine, which form part of the “shared epitope” structure associated with susceptibility to rheumatoid arthritis. The lysine is shown forming hydrogen bonds with the antigenic peptide.




Among the evolutionary strategies used for viral survival, some virally encoded genes decrease the expression of the class I MHC surveillance system, which would otherwise alert the immune system to the presence of an infected cell (Chapters 17 and 27).7 This attempt to escape surveillance by downregulation of class I MHC is countered by the extensive interaction of class I molecules with various NK receptors expressed on NK cells or T-cell subsets. These interactions provide a mechanism for detecting decreases in MHC class I expression, which is termed recognition of missing self.8 There are two principal types of NK receptor used to detect missing self, members of the immunoglobulin superfamily, such as killer immunoglobulin receptors (KIR), which bind directly to intact class I MHC molecules, and members of the C type lectin family, such and CD94/NKG2C, which recognize the leader of class I molecules that selectively binds to HLA-E molecules (Table 5.1).









Biology and clinical consequences of the many MHC allotypes


Pathogens characterized by different proteins and peptides, either in different epidemics or endemic to regions, account for much of the evolutionary drive responsible for the large number of alternative gene forms and their regional diversity across the human race. An individual with an adaptive immune system based on MHC molecules that effectively bind peptides derived from common pathogens is much more likely to have an effective response against that common pathogen. This results in selection of individuals with a particular allotype, encoded by an allele.





Key Concepts


Functional Biology of Classical MHC Genes







[image: image] T-cell recognition of processed peptides depends on the property of MHC molecules to bind small peptides through allotype-specific pockets that bind the amino acid side chains of the peptide.


[image: image] The immunologic self is the set of self-peptides and self-MHC molecules that select the TCR repertoire in the thymus and which constitute the T-cell recognition component of an individual's adaptive immune system.


[image: image] Non-self-peptide MHC complexes are recognized by T cells during an adaptive immune response.


[image: image] MHC class I and II MHC genes are extremely polymorphic. Each allele at each HLA locus encode molecules with different peptide-binding properties that influence the particular peptides recognized by the T cells and thereby determine the peptide recognition features of the adaptive immune response.


[image: image] MHC allotype polymorphisms are maintained by frequency-dependent selection, where the fitness of an individual bearing a common allele decreases because certain pathogens can adapt to the particular common structure and infect them more efficiently.








A genetic polymorphism implies that alleles of a gene are present at a frequency greater than expected from random mutation due to selection for diversity. In the case of the HLA genes, there is no preponderant wild type allele, an example of balancing selection, and virtually all alleles qualify as genetically polymorphic. These reflect prior successful selection events. MHC polymorphisms provide a major evolutionary survival benefit, since they equip the species with a large number of very specific, but alternative, MHC molecules that differ in their binding pockets, present different peptides, and select different T-cell repertoires. This prevents the creation of antigen recognition structures shared by many individuals that a pathogen could readily counter by means of mutation. This illustrates frequency-dependent selection, where the fitness of an individual bearing a common allele decreases because certain pathogens can adapt to the particular common structure and more efficiently infect those bearing a common MHC peptide-binding structure. Moreover, selection also operates on the pathogen, encouraging peptide variation. Variation in peptides drawn from common pathogens, and the introduction of novel pathogens with novel peptides, results in pressure on the species to create variation in MHC molecules among individual members of that species. The remarkably different frequency of the HLA alleles in different ethnic subsets tells the history of the successful adaptation of our ancestors' adaptive immune systems to a new environment with different pathogens, as well as bottlenecks resulting from migration and perhaps survival during periods of massive epidemics.


MHC polymorphisms have clinical consequences. The large number of different HLA alleles greatly reduces the probability that two unrelated individuals will inherit an identical set of MHC genes, making the immunologic self close to unique for each unrelated individual. The phenomenon of near universal rejection of transplants between unrelated individuals is a reflection of this, because one person's T-cell repertoire will typically recognize another individual's self-peptide:MHC molecules as basically equivalent to a pathogen peptide:MHC complex. Thus, while it is the diversity of MHC allotypes that are recognized by the TCR repertoire of an individual, it is the TCR repertoire based on different MHC allotypes that is responsible for transplantation recognition.


Conversely, selection on self-peptide presented by self-MHC allotypes in the thymus can predispose to autoimmunity because the T-cell portion of the adaptive immune system is entirely selected on self-peptide. The inherent autoreactivity of the T-cell system can thus set the stage for the development of autoimmune diseases associated with the recognition of particular self-peptides, or peptides from external antigens that mimic these self-peptides and are ably presented by self-MHC.9 The second key element is the important fact that certain alleles encode MHC molecules that bind peptides from molecules expressed in sites favoring autoimmune recognition by T cells. These target molecules become the focus of the adaptive immune response. Together, features specific to certain sets of self-peptides and to certain self-MHC molecules can contribute to the progressive development of autoimmunity, and ultimately autoimmune disease.





Key Concepts


Three features of the adaptive immune system set the stage for autoimmunity







[image: image] The first element is that the individual's adaptive immune system is determined by the set of self-peptides and self-MHC molecules that select the TCR repertoire. This contrasts with the pathogen-specific receptors of the innate immune system.


[image: image] The second element is the drive to genetic polymorphism that generates many different alternative forms of peptide-binding MHC molecules.


[image: image] The third element is that certain MHC allotypes bind particular self-peptides from critical target antigenic molecules. This can lead to the development of autoimmunity and autoimmune disease.















Principal genes of the MHC and their immunologic role


The MHC genes are organized into regions that perform different functions, but are inherited together in large blocks. The short arm of chromosome 6 (6p22.2-p21.3) contains the 3.6 million bases of the HLA complex, and this area is relatively enriched in genes interspersed among the HLA genes. Of the 128 expressed genes in the HLA complex, over 50 appear likely to have an immune function. According to the distribution of the HLA genes, it is subdivided into two principal regions (Fig. 5.2). The class I region is found at the telomeric end of the locus and is principally concerned with CD8 T-cell peptide recognition and NK cell recognition. The class II region is located at the centromeric end of the locus and is principally concerned with CD4 T-cell peptide recognition as well as the processing of peptides for class I molecules. The identification of additional genes of immunologic importance lying on either side of the classic MHC locus has extended these class I and class II regions, enlarging the MHC to a span of nearly 8 million bases. Interposed between the class I and II regions is the class III region, which also contains a number of genes that play different roles in the immune response, e.g., some complement components, TNF, etc.






Class I MHC molecules


The genetically polymorphic 44-kDa α-chain of the, HLA-A, HLA-B or HLA-C, molecule is 362–366 amino acids long and consists of 5 domains. The ~ 30-amino-acid C-terminal cytoplasmic domain is connected to a ~ 25-amino-acid transmembrane domain (Fig. 5.1). The extracellular portion of the molecule consists of a ~ 90-amino-acid supporting stalk, the α3 domain, and the similarly sized α1 and α2 domains that together form the peptide-binding portion of the molecule and the surface that interacts with the TCR or NKR (Fig. 5.1).


The ends of the class I peptide-binding cleft are closed and fix the peptide's orientation. The sides of the peptide-binding cleft are composed of α-helices and the floor is composed of symmetric strands of β-pleated sheet (Fig. 5.3). Two to three amino acid side chains of the peptide bind to pockets formed into the side and base of the groove. Consistent with their surveillance role for viral infections, classical class I molecules are expressed on nearly all nucleated cells. The expression of class I molecules is upregulated by α-, β-, and γ-interferons, GM-CSF and certain other cytokines. Expression is governed by the class I regulatory element (CRE) located ~ 160 nucleotides upstream from the initiation site that binds a number of regulatory factors, including those induced by interferons.


The MHC class Ia (classical) and Ib (non-classical) molecules have different functions and tissue distributions (Table 5.1). Class Ia genes are expressed on virtually all nucleated cells. Class Ib genes do not present non-self- peptide to the TCR of CD8 T cells and contain a very limited variety of self-peptides. These self-peptides include the leader peptide of the classical class Ia MHC molecules, and their binding to inhibitory receptors like CD94/NKG2A is an important part of the surveillance mechanism for missing self. Intact HLA-A, -B, or -C molecules are also ligands for a different group of NKR, the killer immunoglobulin receptors (KIR) (Chapter 17).10,11


HLA-G is highly expressed by placental trophoblast cells. HLA-F has a small binding cleft that does not contain peptide and its functions are not well understood. HFE, a member of the class I family, regulates iron absorption by controlling the interaction of the transferrin receptor with transferrin. HFE has a binding cleft that is too small to contain a peptide. HFE defects can lead to hereditary hemochromatosis or porphyria.





Key Concepts


Class I MHC genes







[image: image] The class I region contains the polymorphic HLA-A, -B, and -C genes and the less polymorphic, non-classical class Ib genes, HLA-E, HLA-F, and HLA-G genes.


[image: image] HLA-A, -B, and -C molecules are expressed on the surface of virtually all nucleated cells.


[image: image] HLA-A, -B, and -C are loaded with antigenic peptides derived from cytoplasmic proteins that are cleaved in the proteasome, and presented to clonal peptide-specific TCR of CD8 T cells.


[image: image] Each MHC allotype selects its own T-cell repertoire. Thus there are usually 6 different repertoires in a person's CD8 T cell population, each specialized for a maternal or paternally derived HLA-A, -B, and -C allotype.


[image: image] Class Ib molecules bind a very limited variety of self-peptides and engage lectin family natural killer receptors (NKR) in the recognition of missing self.















The class I region


The class I region also includes MICA and MICB (MHC class I polypeptide-related sequence A and B), the products of which are more distantly related members of the class I family that neither associate with β2-microglobulin nor bind peptides.5 These molecules are expressed as “danger signals” by virus-infected or otherwise stressed cells. MICA and MICB are ligands for the activating NKG2D molecule (KLRK1), another member of the killer cell lectin-like receptor complex12 that appear on memory-effector T cells or NK cells, providing a signal to help activate their effector cytolytic response. Half of the expressed genes in the class I region have no apparent function in the immune system, including some ancient genes that antedate the development of the adaptive immune system.









HLA allele detection, nomenclature, and inheritance


The initial recognition of HLA molecules involved the use of human allosera that arose from alloimmunization during pregnancy or transplantation. The first nomenclature reflected the history of this discovery effort. Allosera were gradually supplanted by gel analysis and DNA-based methods. At the time this chapter was written, 6403 alleles of the class I and II HLA genes had been recognized. These include 1601 HLA-A, 2125 HLA-B, 1102 HLA-C, 10 HLA-E, 22 HLA-F, and 47 HLA-G named class I alleles, as well as 1027 HLA-DRB, 44 HLA-DQA1, 153 HLA-DQB1, 32 HLA-DPA1, and 149 HLA-DPB1 alleles. A modification of HLA terminology developed in 2010 has codified the allele designations in a manner that more directly corresponds with functional significance. The first element is the gene or locus name, e.g., HLA-B. This is followed by an asterisk separator mark and the usually two-digit allele group or allotype family, e.g., HLA-B*27. This in turn is followed by a colon field separator mark and the usually two- or three-digit designation of the allele subtype, which results in a distinct HLA protein due to a non-synonymous coding change, e.g., HLA-B*27:05. Additional colon field separator marks are used to separate additional features, such as noncoding changes that distinguish the nearly 100 HLA-B*27 alleles, e.g., HLA-B*27:05:02. Sequencing has also revealed null alleles that contain stop codons, e.g., HLA-B*27:59 N. Since there is no transcribed and expressed product, individuals with this null allele are not tolerized to determinants expressed by HLA-B*27 molecules and may make a strong alloimmune response to tissue expressing a non-null HLA-B*27 allotype. Different alleles occur at highly different frequencies among different ethnic and racial groups reflecting earlier success in surviving epidemics, founder effects, and more recent genetic admixture.


An important genetic principle of the MHC is that its many genes are not inherited separately. Large regions of the MHC are virtually devoid of crossing over, with certain alleles of different gene loci inherited together far more frequently than expected from the product of their frequencies, a phenomenon termed linkage disequilibrium.13 The haplotype is the unit of inheritance of the MHC from either parent. For most haplotypes, linkage disequilibrium extends over the entire extended MHC, so that large groups of genes with distinct functions are inherited together. There is an evident strong selective pressure that has apparently maintained these ancestral haplotypes over millennia and suggests that particular alleles on a haplotype function cooperatively in the adaptive immune response. This linkage of many polymorphic alleles makes it difficult to identify the genes within the MHC that determine disease susceptibility or a particular immnophenotype.1 The particular combinations of alleles in a haplotype and the frequency of the given haplotype vary among different populations, reflecting distant selection by pathogens, genetic bottlenecks, and ethnic admixture.


One should also be aware that there are two ways of counting the frequency of HLA alleles or haplotypes: allele (haplotype) or phenotype (genotype) frequency. The allele frequency counts the number of alleles per haploid chromosome, totaling 100% or 1.0. It is usually used in genetic literature. The phenotype frequency, which is identical to the genotype frequency in the case of HLA, enumerates the frequency of alleles in a population of diploid individual, considers both the maternal and paternal haplotypes, and totals up to 200%. The genotype frequency is the clinically relevant number for disease associations.


The genetic relationships among members of a family are important for disease inheritance and transplantation. Each parent shares one haplotype with each of their children and typically differs from a child by one haplotype. Two siblings may share two, one, or no haplotypes, and thus range from being HLA-identical, through haplo-identical, to HLA-disparate. A parent is usually only haploidentical with their child. Exceptions to this rule will occur most frequently in inbred populations, where both parents may share an identical MHC allele by descent.












Peptide-binding function


The peptide is a critical structural component of the classical class I and II MHC molecules. If a peptide is not loaded into a molecule or somehow escapes from the binding groove, the molecule becomes unstable and disassociates into its component chains.


Binding to MHC class I molecules follows several rules. Usually peptides are 9 amino acids in length and are always oriented with their NH2 terminus to the “left” (Fig. 5.3). Allotypes are generally distinguished by different patterns of peptide binding, as illustrated for selected HLA-B molecules in Table 5.2.14 In class I molecules, one or a few amino acid changes may alter considerably the functional consequences of a pocket and confer different binding properties. The table illustrates three motifs. In a healthy non-endocytosing cell, MHC molecules are filled with a variety of peptides from self-molecules, with the peptides selected according to the binding motif of the particular allotype. Even during viral infection or upon pathogen phagocytosis the number of non-self-peptides may not be high.




Table 5.2 The peptide-binding motifs encoded by different HLA alleles influence the number of peptides in a protein that can be recognized by a MHC molecule (e.g., HIV envelope protein)


[image: image]




The biological consequences of the different patterns of peptide binding shown in Table 5.2 are significant. In the response to HIV-1 (Chapter 37), the presence of HLA-B*27 is associated with long-term non-progression to AIDS, while HLA-B*35 denotes rapid progressors.15 Table 5.2 shows that 15 different peptides in a particular HIV envelope molecule can bind to the HLA-B*27 molecule, while no peptide contains motifs that preferentially bind to HLA-B*35. The HIV infection is controlled by a CD8 T-cell response in the long-term non-progressor for a period of years, and the length of this time is proportional to the number of viral peptides recognized.16 Presumably one of the peptides bound by HLA-B*27 is in a part of a viral structure, such as an enzyme active site, or critical ligand, where a change in amino acid confers a selective disadvantage on the virus.





On the Horizon


Individualized MHC-based medicine







[image: image] Continued definition of the peptide-binding properties of individual MHC alleles.


[image: image] Continued definition of the epitopes expressed by pathogens and other antigens of interest.


[image: image] Use of genetic and sequencing technologies to identify individual MHC haplotypes and thus better predict immune responses to pathogens and vaccines.















Autoimmune disease


One of the more extraordinary observations in the MHC field was made in 1973 when the frequency of HLA specificity HLA-B27 was found to be 95% in those with the disease ankylosing spondylitis compared to around 5% in healthy controls. The odds of being HLA-B*27 positive if one has ankylosing spondylitis are thus 0.95/0.05 = 19, and the odds of being HLA-B*27 positive if one is a control are 0.05/0.95 = 0.053. Thus, the odds of developing ankylosing spondylitis if one is HLA-B*27 positive is 19/0.053 = 358:1, an impressive observation that implicates HLA-B*27 in the pathogenesis of this disease. However, there are several points about this to emphasize. First, ankylosing spondylitis is a relatively rare disease with a prevalence of ~ 130 per 100 000, or 0.013%. Consequently, for every HLA-B27 patient with ankylosing spondylitis there are over 4 000 healthy HLA-B*27-positive persons without the disease (5.0/(0.013 × 0.95). Second, it is quite clear that the HLA-B*27 allele conferring susceptibility does not differ from the “wild-type” allele found in the healthy population and is also positively selected in the overall population. Third, there are over 90 alleles of HLA-B*27, of which HLA-B*27:05 is the most common; and most, but not all, of these alleles are associated with susceptibility to ankylosing spondylitis. The B27 molecules associated with susceptibility are often distinguished by the presence of a cysteine in the P2 pocket that potentially can dimerize to another HLA-B27 molecule. The dimeric B27 molecule is recognized by a particular KIR and can trigger an inflammatory response.17 This allotype also has a tendency to fold slowly and somewhat unstably, as well as a peptide-binding motif that often recognizes a large proportion of peptides.






The class II region


The genes of the class II region are almost exclusively concerned either with recognition of peptide expressed by CD4 T cells or with processing of peptides for class I molecules. In the course of an immune response, non-self-proteins are endocytosed by “professional” phagocytes, processed and reduced to non-self-peptides, and presented by class II molecules expressed on these cells for recognition by the TCRs of CD4 T cells (Chapter 6).


Of the 18 expressed HLA genes in the class II region (Fig. 5.1, Table 5.1), eleven encode either the α-chains, HLA-DPA, HLA-DQA, and HLA-DRA; or the β chains, HLA-DPB, HLA-DQB, HLA-DRB1, HLA-DRB3 of the HLA-DP, HLA-DQ, and HLA-DR molecules; or the analogous α and β chains of HLA-DM and HLA-DO molecules.5 With the exception of HLA-DRA, classical class II molecules are highly polymorphic. As with class I molecules, this polymorphism determines the particular peptides they present to CD4 T cells, thus regulating the CD4 T-cell immune response. The non-polymorphic non-classical class II molecules HLA-DM and HLA-DO are exclusively expressed in endosomes. They regulate peptide binding to the classical MHC class II molecules. HLA-DM, a peptide editor, plays a central role in peptide loading of MHC class II molecules.18 HLA-DO interacts with HLA-DM, but its expression is more restricted.


The products of four genes in the class II region are involved with processing and loading peptides onto class I molecules (see Fig. 5.1 above). PSMB8 and PSMB9 are proteasome subunits and TAP1 and TAP2 transport the peptides from the cytoplasm to the endoplasmic reticulum.








Key Concepts


Class II MHC genes







[image: image] The class II region contains the genes encoding HLA-DR, DQ and DP molecules, which bind peptides recognized by CD4 T cells, and PSMB8, PSMB9, TAP1, and TAP2, which help process peptides for class I molecules.


[image: image] During the synthesis of MHC class II molecules, occupation of the peptide-binding groove by the N terminal part of the invariant chain prevents the binding of self-peptides. This structure also directs the class II molecule to the endosome.


[image: image] MHC class II molecules are constitutively expressed on B cells, professional antigen presenting cells (APC), thymic epithelial cells, and activated T cells.


[image: image] Interferon-γ induces the expression of MHC class II molecules on a wide variety of stromal, parenchymal, and vascular cells.















Class II molecules


Unlike class I molecules, which encode the peptide-binding pocket in a single protein chain, class II molecules are constructed from two structurally homologous α and β chains that each contributes half of the peptide-binding groove (Fig. 5.1). Both of these chains are encoded within the MHC. The α2 domain of the α-chain contributes the left four strands of the β-pleated sheet floor and the upper α-helix, while the β2 domain of the β chain contributes the right four strands of the β-pleated sheet floor and the lower α-helix (Fig. 5.4). The α3 and β3 domains, similar to the class I α3 domain, form a supporting stalk and are each connected to transmemebrane and intracytoplasmic domains (Fig. 5.1).


The peptide-binding region differs from that of the class I molecule in that the antigen-binding groove is open at both ends. Thus, the MHC class II heterodimer does not interact with either the N or C terminus of the peptide. Accordingly, the MHC class II binding peptides may be of varying lengths, up to about 30 amino acids, and their N and C termini extend outwards from the peptide-binding groove (Fig. 6.2). Side chains in the middle of the peptide tether it to pockets in the center portion of the peptide-binding groove (Fig. 5.4).


In HLA-DP and HLA-DQ molecules, both the α- and β-chains are polymorphic and each contributes to overall peptide-binding characteristics of the molecule. The α- and β-chains in HLA-DP and HLA-DQ can come either from genes on the same haplotype, cis, or from the α- and β-chain genes on opposite haplotypes, trans. This complementation between genes encoded by different parental haplotypes generates novel MHC molecules with peptide-binding characteristics not found in either parent. These novel MHC molecules select additional T-cell repertoires that operate in parallel to the other T-cell repertoires. This mechanism is clinically relevant and is involved in the determination of celiac disease susceptibility, where the inheritance of the DQA1*05:01 allele and the DQB1*02:01 allele confers disease risk whether or not the genes are inherited on the same paternal or maternal haplotype, where they are encoded in cis, or through trans complementation.


The structure of the DR region between DRA and DRB1 is a complex polymorphic region that varies across different haplotypes.5 While all MHC haplotypes have a single DRB1 locus, additional DRB genes are found in most, but not all haplotypes. These additional genes vary in number and position reflecting their origin by duplication and recombination events. The DRB3 locus is present in DRB1*03 and *11, *12, *13, and *14 haplotypes and encodes the HLA-DRw52 specificity. The DRB4 locus is present in evolutionarily more ancient DRB1*04, *07, and *09 haplotypes, and encodes the DRw53 specificity. The DRB5 locus is present in DRB1*15 and DRB1*16 haplotypes and encodes the DRw51 specificity.


The expression of MHC class II molecules is much more intricately regulated than that of class I MHC.19 In addition to professional phagocytes, class II molecules are expressed on thymic epithelial cells and activated T cells. Interferon-γ expression occurring during tissue infiltration by activated T cells or NK cells also induces MHC class II molecule expression on a wide variety of stromal, parenchymal, and vascular cells. The MHC class II molecule expression is regulated within a lineage according to developmental stage. In the myeloid lineage, committed neutrophil progenitors express class II molecules through the myeloblast stage. Expression diminishes upon maturation of monocytes to macrophages, unless it is re-induced by interferon-γ. MHC class II is expressed on B cells but that expression is lost upon their differentiation into plasma cells.


Expression of class II molecules is regulated by a promoter located within 150 base pairs of the transcription initiation site in exon 1. A variety of cooperative trans-acting factors bind to the promoter. MHC2TA is a critical co-activator for MHC class II expression that binds to these subunits. Genetic defects in the expression of these factors results in the bare lymphocyte syndrome. MHC2TA is induced in activated T cells and by interferon-γ, resulting in upregulation of class II MHC expression. This upregulation is opposed by Th2 or anti-inflammatory cytokines such as TGF-β, IL-4, and IL-10.









Class II-associated autoimmune diseases


Susceptibility to a large number of autoimmune diseases, especially those characterized by autoantibodies, is influenced by a number of MHC class II alleles. The inheritance of rheumatoid arthritis is an interesting instance where susceptibility maps to a set of HLA-DRB1 alleles, all of which are intriguingly characterized by a similar amino acid motif involving neutral or positively charged amino acids around position 70–74 in the β-chain that has been designated the shared epitope.20,21 In Fig. 5.4 the yellow-colored residue in the α-helical ribbon is glutamine and the magenta residue is positively charged lysine. It is seen hydrogen bonding to two side chains in the peptide. The region around position 70 is involved in the formation of a peptide side chain binding pocket that binds the fourth amino acid side chain contained within the MHC molecule. The presence of a negatively charged residue at position 71 or 74 removes susceptibility for rheumatoid arthritis. The presence of two alleles of this group increases susceptibility and favors development of more severe disease.22 DRB1*01:01, *04:01, *04:04, *04:05, *04:08, *10:01, and *14:02 all encode a similar motif of neutral and positively charged residues in this region that confer susceptibility to rheumatoid arthritis.









The class III region


The MHC class III region is the shortest (0.7 Mb), most gene dense (58 genes; one every ~ 15 kbp of DNA), and evolutionarily the most ancient and stable within the MHC since it contains highly conserved genes and the fewest pseudogenes.5 It is delimited by the telomeric BAT1 and the centromeric NOTCH4. Among the immune-related genes are three encoding complement components C2, fB, and C4; three members of the TNF family, TNF, LTA, and LTB; members of the Ly6 superfamily; three genes encoding heat shock protein; and the gene for the receptor for advanced glycation products, RAGE. Among non-immune genes is 21-hydroxylase (CYP).


With one major exception, there is little evidence of gene duplication in the class III region. The exception is the polymorphic subregion that contains the C4 and 21-hydroxylase loci. The duplicated C4 gene results in two functionally different forms, C4A (acidic) and C4B (basic) (Chapter 20). Some individuals may lack either the C4A or C4B gene and the variation in copy number of the C4 gene, mainly between 2 and 6 copies, contributes to the large range of stable normal C4 levels. Similarly the 21-hydroxylase gene is duplicated, as CYP21A, a pseudogene, and CYP21B.23









Extended class I and class II regions


The most telomeric member of the class I family, HFE, marks the beginning of the extended class I region that ends with MOG.24 It also contains two clusters of olfactory receptor genes that have been considered to play a part in mating choice, and could influence selection of polymorphic HLA genes.25 The presence of linkage disequilibrium also extends centromeric from the MHC to kinesin family member C1, KIFC. This region contains TAPBP, TAP binding protein (tapasin), a transmembrane glycoprotein that mediates interaction between newly assembled MHC class I molecules by binding to TAP1.












Future learning and resources:


This chapter provides only a limited sketch of this fascinating, but complex, topic. The reader is referred to the HLA Facts Book for a more detailed and very accessible presentation, though slightly out of date.6 There are also a number of websites with extremely useful information. Four stand out in terms of their utility and the curated quality of the information. The IMGT/HLA Database contains all MHC sequences and has a variety of sequence alignments of different alleles as well as specialized sequence searches, http://www.ebi.ac.uk/imgt/hla/index.html. The NCBI maintains dbMHC, which includes several components of the international histocompatibility working group (IHWG) that are of interest. Among these are the anthropology database that contains HLA class I and class II allele and haplotype frequencies in various human populations: http://www.ncbi.nlm.nih.gov/projects/mhc/. Information about the genes and the genetic organization of the MHC is contained in several sites, but perhaps the most comprehensive and comprehensible is that using the Entrez search engine: http://www.ncbi.nlm.nih.gov. A comprehensive database of MHC ligands and peptide motifs is located at http://www.syfpeithi.de.
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Antigens


By the late nineteenth century, “antibodies” were the hypothesized molecular entities that mediated specific immune memory, could neutralize toxins, and resulted in the formation of precipitates when mixed with the molecular species that induced their formation. In almost all cases, evidence for the presence of such antibodies required the prior exposure of responding animals to the very substances (or ones closely related, as in the case of toxoids) with which the antibodies reacted. This specific relationship of inducing agent and antibody led to the concept of an antigen: that molecular entity that could induce, in the blood of exposed animals, the formation of antibodies specific for it. By inventing the concept of the specific receptor, with a specificity analogous to the lock-and-key model of enzymes, Paul Ehrlich could explain the specificity of antibodies in molecular terms of a reciprocal interaction between receptor and its binding partner (ligand).1 This explanation, though refined by methodological advances in biochemistry and molecular biology, has become a fact: an “antigen” is any molecule that binds specifically to the antigen-binding domain of an “antigen receptor” (antibody or T-cell receptor—TCR). This view of “antigen” is that of the investigator who uses antibodies as biochemical tools for detection or purification of some molecule of interest.


In contrast, Ehrlich proposed several tantalizing but unsatisfying explanations for the other critical property of antigens: that they induce the formation of their own antibodies. This view of “antigen” is that of the vaccinologist, who wants to induce effective immunity to an organism expressing that antigen, or of a clinician wondering why a patient does or does not respond to a particular allergen, self-antigen or tumor antigen. More than a century later, explaining the antigenicity of antigens remains an important and ongoing problem—why we fail to respond adequately to some pathogen or tumor antigens and how we can improve vaccines; why we respond to our own self-antigens (autoantigens) or antigens present in tissue grafts (alloantigens) and how we can prevent or treat autoimmune and tissue graft-related diseases (graft-versus-host disease (GVHD) and graft rejection). The cellular mechanisms governing how and when we respond to antigens remains at the cutting edges of both laboratory science and clinical medicine.


As a result of advances in the domain of innate immunity, it has become challenging, but all the more important, to distinguish between antigens and the many ligands for innate immune receptors (Chapter 3). Innate receptor ligands are often described as exhibiting patterns or motifs characteristic of a microbial class or physiological condition. To capture these notions Janeway2 and Matzinger3 coined the terms “pathogen-associated molecular patterns” (PAMP) and “danger signals,” respectively. A prototypical innate ligand is lipopolysaccharide (endotoxin), produced by many bacteria and a ligand for Toll-like receptor 4. Another is dsRNA, an obligatory intermediate in RNA virus replication and a ligand for TLR3. Both have features characteristic of a pathogen class. However, a variety of ligands that bind to TLR4 that have no obvious “motif” shared with LPS. Moreover, danger signals also do not exhibit an obvious “motif” but instead can be merely characteristic of a physiological state. For example, the receptor for advanced glycan intermediates, RAGE, is also a receptor for HMGB1, a nuclear transcription factor released to function as an inflammatory cytokine by macrophages. Thus, it is problematic to define innate receptor ligands in terms of intrinsic properties. Moreover, ligands for innate receptors can also be ligands for antigen receptors. Consequently, the conceptual difference between antigens and innate receptor ligands depends not on intrinsic properties of the ligands, but on the properties of the receptors to which they bind.


It has become a cottage industry to reveal “bridges” between innate and acquired immunity, blurring the formerly clear-cut distinctions between the two. Moreover, we see an a continual expansion of the function of innate receptors as registrars of states of internal stress (Matzinger's “danger”) rather than as primarily monitors of external threats (Janeway's “stranger”). It is thus useful to see the categories of innate and acquired immune receptors as a continuum rather than as essentially distinct and in need of “bridges.”


At one extreme, purely innate receptors are expressed constitutively among tissues and over time. They are present in the “ground state” of the organism and thus are innate. They function like most other receptors of the body to respond homeostatically to perturbations in the internal milieu of the organism, particularly to an experience of physiologic stress to immunologic homeostasis, but also to a molecular threat of stress as flagged by microbial products.


At the other extreme, acquired receptors are pleomorphic rather than unimorphic, inducible rather than constitutive. In the case of the two acquired immune receptors defined in mammals, antibodies and T-cell receptors, the induction is mediated by irreversible changes in the DNA sequence encoding them. The function of acquired immune receptors (antigen receptors) is to record exposure to an inciting antigen and thus mediate specific immune memory: the “faster, stronger” response of a secondary immune response. In particular, many T- and B-cell responses are accompanied by rapid proliferation of those cells expressing unique and specific antigen receptors (clonal selection and expansion).


In so-called “bridge” mechanisms, we see aspects of short-term memory (often called “priming”) effected by innate mechanisms and acquired mechanisms that fail to exhibit memory. Thus, pre-exposure to activation of certain Toll-like receptors can lead to enhanced responses through the same or other innate receptors over a period of half a day, and some T- and B-cell responses exhibit a strong “primary” response to antigen without evidence of an enhanced memory responses. Likewise, priming through innate receptors is a critical mechanism for enhancing acquired immunity.


This chapter is organized around five themes: antigen, how antigens are manipulated by cellular and enzymatic machinery to permit recognition by antigen receptors (antigen acquisition, processing, and presentation), and, finally, the antigen-presenting cells (APC) themselves. A central function of APC is to present antigens to antigen-receptors on lymphocytes (signal 1) but also to provide co-stimulatory signals (signal 2) and regulatory signals (signal 3) to those lymphocytes.


Antigens in the sense of ligand are defined tautologically as the ligands for antigen receptors (Fig. 6.1). This definition includes the acquired antigen receptors found on B cells ((BCR), also known as membrane-bound immunoglobulin (mIg)) and T cells (TCR). Studies of natural killer cells in mice strongly suggest mammals have a third kind of acquired antigen receptor that recognize haptens and viruses.4





[image: image]

Fig. 6.1 Hapten, carriers, and two kinds of antigens.


The antigen-binding site of an antibody binds an antigen through the latter's epitope: this is the biochemical sense of antigen used in ELISA, flow-cytometry, and Western blot analysis. Haptens are self-conjugating antigen moieties that can modify epitopes and provide new binding specificities. Haptens and many antigens by themselves are not immunogens, the second sense of “antigen.” Immunogens (complete antigens) are processed by antigen-presenting cells to reveal T-cell epitopes presented by MHC molecules.




It is important to distinguish the antigen receptors just described from class I and class II major histocompatibility complex (MHC) antigen-presenting molecules (Chapter 5). MHC molecules bind short peptides (oligopeptides) and certain other molecules and present them to the TCR on T cells and, in some cases, to innate immune receptors on natural killer cells. MHC molecules themselves are innate receptors in that they are encoded in the germline and their expression is regulated homeostatically.


The antigen bound by a particular antigen receptor is sometimes called its cognate antigen. This makes sense because of the allied concept that the great majority of lymphocytes express only a single antigen receptor due to the mechanism of allelic exclusion, with singular specificity for its own cognate antigen (Chapter 4). This concept is useful even if up to 5% of lymphocytes actually express more than one receptor. Because lymphocytes retain expression of that singular receptor when they divide, we can describe clones of lymphocytes that recognize the same cognate antigen, and distinct clones can recognize different aspects of the same cognate antigen.


Whether or not a particular molecule will serve as cognate antigen for any receptor depends on many factors. Because of the random mechanisms of forming antigen-receptors (albeit with selection bias in V region usage)5 and the relatively short life span of most naïve lymphocytes there is a real possibility that many potential antigens, especially those present at low concentrations, never encounter a cognate receptor in the lifetime of the individual. Or the antigen might be sequestered within the cell or body in such a way as to escape detection by lymphocytes. Such antigens are sometimes called cryptic antigens. Many self-antigens are recognized briefly by T cells in the thymus or developing B cells in the bone marrow, causing the clonal deletion of responding lymphocytes. Only a few of these self-antigens escape this tolerance mechanism and threaten to become auto-antigens.


The term immunogen refers to “antigen” in the classic, second sense, of an antigen that, when used to immunize an animal, stimulates an immune response to itself. Likewise, an allergen is an antigen that stimulates an allergic response.


Special terms refer to facets of antigen as ligand for receptor and antigen as inducer of antibodies. Thus, “hapten,” “epitope,” and “determinant” refer to molecular structures that physically engage the antigen receptor (Fig. 6.1). Antigens that are not also immunogens are “incomplete antigens”; conversely, immunogens are also called “complete antigens.”


Finally, we draw an important distinction between the terms “immunogen” and “adjuvant.” Many immunogens are inactive unless mixed with adjuvant. Adjuvants, such as alum (a form of aluminum hydroxide), have two critical functions in vaccines (Chapter 90): a depot effect and an immunostimulatory effect. As a depot, the adjuvant allows retention of the antigen in the tissue to provide steady stimulation, as an immunostimulant it activates antigen-presenting cells to acquire, process, and present antigen.









Antigens for antibodies


Antibodies are classically defined as soluble molecules, immunoglobulins, in the blood and lymph fluids and permeating the tissues. When imbedded in the membrane of the producing B cells they are called B-cell receptors (Chapter 4). In addition, soluble forms can bind via their Fc domains to Fc receptors (FcR) or other moieties (e.g., complement receptors) on a variety of other molecules (Chapter 14). Antibodies bind antigens through their antigen-binding domains located at the N-termini of the heavy and light chains. Antibodies can signal the presence of antigen to the antibody-producing B cell or to cells expressing Fc or complement receptors. Antibodies can also mediate antigen acquisition by B cells or FcR-positive APC by receptor-mediated endocytosis (Fig. 6.2).
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Fig. 6.2 Antigen presentation.


Follicular dendritic cells (FDC) in germinal centers present antigens bound to local antibodies stored in their surface iccosomes. B cells acquire antigens through their BCR and present processed peptide epitopes via MHC molecules to T cells. T cells recognize antigens presented by MHC molecules on antigen-presenting cell. B and T cells receive signal 1 through the BCR and TCR, respectively.




The antigen-binding site of the BCR is formed typically by the interface of the antigen-binding domains of the mIg light and heavy chains (Fig. 6.1). This site can be in the form of a shallow groove or a deep pocket, and can accommodate molecular structures as small as a single sugar molecule and as large as an oligosaccharide or oligopeptide of six or seven residues. These minimal structures are called epitopes. In contrast, antigens, which might contain many epitopes, can be much larger—e.g., as large as a protein, virus, or bacterium.


Epitopes can be formed by a string of contiguous residues of a protein or other polymer, or by a set of non-contiguous residues that folded together in the three-dimensional structure of the parent antigen. The latter epitopes are called conformational epitopes because they are present in the antigen only when it is properly folded, and are destroyed if the protein is denatured as, for example, on a Western blot. Conformational epitopes are typically found on the surface of native proteins and are often important for neutralizing antibodies, which must detect the epitope on a three-dimensional antigen surface. Linear epitopes for antibodies are usually available only when the protein is denatured or if they are present in external loops of a protein. It is important to realize that “conformational” is an empirical definition. Thus, binding of CD4 to the gp120 envelope protein of HIV induces conformational epitopes in gp120 representing a transition state of folding. Some CD4-induced epitopes are cryptic linear epitopes buried within the native conformation of gp120. Others, however, are chimeric epitopes formed by peptides from both CD4 and gp120 envelope.6


The term hapten comes from a Greek word meaning “hold” and is drawn from the dye industry where the word referred to the ability of dyes to hold fast to fabrics despite washing. A hapten is the smallest chemical moiety of an epitope that can bind effectively to the antigen-binding site of an antibody and is usually used in relationship to the “hapten-carrier” concept. In additional to highly reactive synthetic dyes, naturally occurring haptens include contact-sensitizing metals such as nickel and plant products such as urushiol, the toxin from poison ivy (Fig. 6.3).
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Fig. 6.3 Some examples of haptens.




Haptens, as exemplified by the small molecule dinitrophenol, are not immunogens for two reasons. First, by themselves they form few electrochemical contacts with the antibody and so their binding strength is usually very low. Second, they are so small that they cannot be subdivided to produce multiple epitopes, a feature critical to immunogenicity. In particular, haptens are typically monovalent and so do not themselves cross-link BCRs. When chemically conjugated to proteins they can become multivalent and by modifying self-peptides they can create epitopes for T cells.





Key Concepts


Antigens for B cells
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Immunogens for B cells are either T-cell-dependent (TD) or T-independent (TI). TI antigens come in two flavors. Type 1 TI antigens can stimulate antibody production from even neonatal B cells in the absence of MHC-restricted T-cell help. The prototype of TI antigens is lipopolysaccharide (LPS), also known as endotoxin, derived from the cell wall of bacteria. LPS drives polyclonal responses of mouse B cells because it is an activating ligand for the Toll-like receptor TLR4 (Chapter 3) found on B cells in rodents; LPS also stimulates proliferation of B cells with LPS-specific antigen-receptors. Moreover, LPS can induce class-switching by B cells and thus generates IgG and IgA responses. Human B cells normally do not express TLR4 and are unresponsive to LPS. However, TLR4 and LPS responsiveness is inducible in human B cells by ligands for other TLR molecules and patients with Crohn's disease do express functional TLR4.7


Type 2 TI antigens stimulate antibody production from mature but not neonatal B cells. These antigens, which include the ABO blood group antigens, are typically polysaccharides or glycolipids with repeating epitopes. These can cross-link multiple BCR on a single B cell and thereby activate it. If Type 2 TI cannot stimulate a TLR, how do they activate B cells sufficiently to induce antibody production? It appears this is due to stimulation of other cells, perhaps through complement receptors, that provide sufficient co-stimulation. Thus, NK or even T cells contaminating a B-cell preparation might provide this function.8


However, B cells activated in this manner usually need help from T cells to undergo class-switching. Thus, antibodies against ABO antigens and other type 2 TI antigens are of the IgM class. Since IgM cannot be transported across the placenta by the IgG transporter, FcRn, this explains why incompatible ABO blood groups rarely present a problem for the fetus or newborn.


On the other hand, T-dependent antigens contain epitopes recognized by T cells as well as by B cells (Fig. 6.1). B cells endocytose the parent antigen through the BCR, then process and present peptide epitopes to helper T cells within the germinal center. The T and B cells provide co-stimulation for each other, and CD40L on T cells induces class-switching and somatic hypermutation of immunoglobulin genes in the paired B cell. As a result, most antibody responses to B cells quickly switch from an initial IgM response to one dominated by one or more of the “downstream” Ig isotypes, IgG, IgA and IgE. For example, the food allergen ovalbumin, the major constituent of egg whites, contains peptides recognized by T cells. The simultaneous and cooperative responses of T and B cells in the germinal center reaction facilitate immune responses of both cell types.


T-dependent antigens can be modeled by the hapten-carrier concept, in which B-cell responses to the hapten require help from T cells responding to the epitopes within a carrier protein (Fig. 6.1). Experimentally, carrier proteins are typically foreign proteins. However, self-antigens can also serve as carriers in clinically relevant examples. For example, both urushiol, the active ingredient of poison ivy, and penicillin (Fig 6.3) readily form covalent adducts with cellular proteins (Fig. 6.4). These haptenated self-proteins constitute neo-antigens, which in this case elicit both T- and B-cell allergic responses.
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Fig. 6.4 Sensitizing agents create neoantigens by forming covalent adducts with self-proteins.


Penicillin allergies involve both antibodies against penicillin and with T-cell responses to penicillin-modified self-proteins. The same chemical reaction that allows penicillin to inhibit peptidoglycan formation in bacteria leads to adduct formation of cellular proteins. Nucleophilic attack by penicillin G (upper left) on the β-lactam ring (shaded) opens the ring and creates an adduct (lower left) with a protein's serines (shown) and lysines. The lactam adducts can be presented to B cells as modified self-proteins or processed for presentation by MHC molecules to T cells as lactam-conjugated self-peptides.




Haptens are actually not the smallest moieties that can be recognized specifically by antibodies. Determinants are the molecular structures that actually determine specificity, and these can be as small as single side chain of an amino acid. For example, antibodies can be generated that recognized the difference between a serine and a phosphoserine as part of a larger protein: the determinant here is the phosphate group. A single nitrate group is the determinant differentiating the two haptens dinitrophenol and trinitrophenol.


Using appropriate carriers and adjuvants, antibodies can be raised in vivo against almost any chemical moiety. Antigens as ligands include naturally occurring proteins, lipids, steroids, sugars, and nucleic acids, as well as synthetic compounds. From such studies there seem to be only two limitations to what can be an antigen in the sense of ligand: the antigen must be perceived as “foreign” in some sense to the responding animal, and it must provide a surface to which an antibody can form an electrochemical attachment. It is often possible to trick the immune system into generating autoreactive antibodies, and many of these arise in autoimmune reactions. Similarly, bacteriophage libraries of recombinant antibodies (phage display libraries) can be screened for almost any chemical specificity without regard for self/non-self discrimination.


The notion that “anything goes” is powerful theoretically but has its practical limitations. On the one hand, the powerful adjuvants and immunization protocols that can be used in experimental animals cannot be used in humans, so that vaccinologists are still frustrated by their inability reproducibly to stimulate effective immunity to many antigens. On the other, a variety of substances are effectively and fortunately hypoallergenic or hypoantigenic, permitting their use in cosmetic and implantable devices. These substances are non-proteinaceous and so lack T-cell epitopes, and are chemically inert, so unable to haptenate proteins. In addition, though sometimes polymeric, they seem to lack a suitable chemical surface for forming high affinity bonds with antibodies. For example, despite efforts to find contrary evidence, polysiloxane (“silicone”) is immunologically inert even in experimental models.9 This compound is used in contact lenses, breast implants, and other medical devices. These practical comments do not exclude the theoretical possibility that some individuals might generate antibodies reactive with some hypoantigenic substances.






Carbohydrate antigens


As already mentioned, polysaccharides tend to be type 2 TI antigens. Examples include the pneumococcal capsular polysaccharides targeted by pneumococcal vaccines and the human ABO blood group antigens. The latter are a “family” of related antigens expressed by most tissues and by many kinds of commensal bacteria. The polymorphic ABO locus encodes a glycosyltransferase that functions as a haptenating enzyme to modify the H antigen, a polysaccharide found on many different glycoproteins and glycolipids. The common O allele is functionally silent, so that only the H antigen is generated. Both active enzymes (alleles A and B) transfer a uridylate diphosphate (UDP)-charged sugar to glycoproteins and glycolipids. The A and B enzymes use UDP-N-acetyl-galactosamine and UDP-galactose, respectively, as sugar donors.


Individuals of genotypes AA, BB, or AB express enzyme A only, B only or both A and B antigens as self-antigens and are tolerant of them and of bacterial antigens with the same sugars (Chapters 30 and 95). In contrast, O-type individuals make neither A nor B antigens. As a result, both antigens appear foreign to O individuals and exposure to common bacteria induces both anti-A and anti-B antibodies. Similarly, A-type individuals (genotype AO or AA) make anti-B antibodies and B–type individuals (BO or BB) make anti-A antibodies. These systems are called “blood type” referring to the type of antibodies the person does not make. The antigens, however, are found in all tissues, including red blood cells. Infants are exposed to the type 2 TI A and B antigens through environmental exposure soon after birth. Anti-A and anti-B antibodies consequently begin to accumulate early in life (though use diagnostically isn't valid during the first year) and appear as “natural antibodies” of the IgM isotype.












Antigens as ligands for T-cell receptors


Most epitopes recognized by TCR are short peptides generated from proteins through antigen processing. Consequently, as peptides rather than native proteins, epitopes recognized by T cells are generally linear. The biochemical definition of antigen indicates that epitopes recognized by T-cell receptors should bind directly to them. However, although direct binding of epitope to TCR can be demonstrated in rare cases, usually the affinity of these interactions is too weak for measurement and probably too weak for biological effects. The weak affinity of TCR for its epitope is probably not an intrinsic property of TCR, but a result of thymic education, which has several mechanisms to select against T cells that recognize epitopes directly. Instead, epitopes for TCR first bind tightly to MHC molecules (class I for CD8 T cells and class II MHC for CD4 T cells) and it is the molecular complex of MHC plus peptide that is recognized by the TCR (Chapter 4).


Conventional oligopeptide epitopes can include modified amino acids such as phosphoserine or sugar residues. Hapten-modified self-peptides are major determinants of allergic responses to non-protein environmental agents, such as metals, cosmetics, and antibiotics. However, certain class Ib (or “nonclassical”) MHC molecules (Chapter 5) seem to be specialized for recognizing non-peptide antigens. In particular, CD1 presents certain lipids, both endogenous and bacterial, to invariant natural killer (iNKT) cells; these are acquired through an endocytic pathway.10 Similarly, MR1, recognized by mucosa-associated invariant TCR (MAIT) T cells, presents unidentified bacterial ligands acquired through an endocytic pathway.11


With rare exceptions, MHC molecules are not able to discriminate between self and foreign peptides and, indeed, the vast majority of epitopes bound by MHC molecules are self-epitopes.


The short length of peptide epitopes for MHC class I molecules is enforced by a closed-ended binding cleft that binds both amino and carboxyl termini (Fig. 6.5). In contrast, both ends of the binding cleft of class II MHC molecules are open, allowing longer peptides to bind. Because the ends of these peptides are usually degraded before presentation to T cells, most peptides presented by class II molecules are still short–on the order of 15 to 20 amino acids.
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Fig. 6.5 Peptide binding by MHC class I and II molecules.


Class I molecules are usually closed at both ends. The peptide termini must interact with terminal sockets. Peptides that are too long must be cleaved (arrows) prior to entry into the binding site. The clefts of class II molecules are open at the ends, permitting the binding of long peptides.




The binding site for peptides in both class I and class II molecules is a deep cleft that interacts with the peptide backbone and intimately with two or three of the side chains. The latter are considered anchor residues of the epitope and define the binding motif of the MHC molecule. The need for terminal anchoring severely limits the length of epitopes for class I MHC molecules to seven to ten amino acids, though longer peptides can sometimes bind by looping out central residues.


Three factors generally control whether a given peptide will be recognized by T cells as antigen: foreignness, binding affinity and antigen processing. Roughly half of all pathogen peptides are identical to self-peptides and, except for cases of autoimmunity, are tolerated by the immune system. The binding affinity of an epitope for most class I MHC molecules can be predicted fairly well. However, naturally occurring proteins must be processed proteolytically (see below) and many sequences that could be good epitopes are either not generated effectively or are destroyed proteolytically. For example, the chicken egg white protein ovalbumin contains three sequences that bind very tightly to class I MHC molecules in the C57BL/6 laboratory mouse and each of these is a potent antigen on its own. However, only one of these is produced naturally from the parent protein. Identifying the mechanisms and rules governing the proteolytic production of epitopes remains a major challenge.


The fact that any given allelic form of MHC molecule recognizes two or three anchor residues with high specificity severely limits the “universe” of peptides that it can present to T cells. Thus, a given class I allele can recognize only about 0.01% of all possible octamer peptides. Two different MHC alleles may recognize distinct anchors and thus see radically distinct antigenic universes. Nonetheless, most proteins have few potential T-cell epitopes and some proteins will not be antigenic in certain individuals simply because they do not produce a foreign peptide that binds with sufficient strength to any of the individual's MHC molecules. Consequently peptide modification to enhance MHC binding is an approach of interest in improving vaccine immunogenicity.12,13


Human populations have hundreds of allelic forms of class I and class II MHC molecules. The high polymorphism of MHC molecules has three important biological implications. First, most individuals from unrelated parents are heterozygous for each MHC locus, effectively doubling the size of their antigenic universe. Second, while many individuals may be unable to respond to certain pathogens, at least a few individuals are likely to be protected. This may account for the prevalence of certain MHC haplotypes in populations exposed to malaria, and for genetic vulnerabilities or resistance to HIV. Finally, epitopes detected by one individual may be invisible to the T cells of another person; subunit vaccines effective for some MHC haplotypes may be ineffective for others. For example, the hepatitis B surface antigen subunit vaccine is often ineffective in individuals homozygous for certain HLA haplotypes.






MHC restriction


Recognition of peptides by TCR is said to be “MHC-restricted.” This has two meanings, molecular and genetic; in both, “restriction” is seen as a limitation or condition on the ability of T cells to recognize their antigens. In the newer, molecular, view, the ability of T cells to recognize their peptide epitopes is “restricted” by the MHC molecules that physically present the epitopes to them. Indeed, X-ray crystallography has shown that about 90% of the contacts made between TCR and the MHC:peptide complex are with the MHC molecule. However, the older, genetic meaning of “MHC-restricted” is more severe: T cells can recognize their cognate epitope only when it is presented by a particular allelic form of MHC molecule. This property was revealed long ago because of the extraordinary genetic diversity (polymorphism) of most class I and class II molecules in most species including humans. Most MHC alleles are very distinct from each other and most of the differences are concentrated in the portions of the MHC molecules that bind peptide and TCR. As a result, different allelic forms of MHC differ both in what peptide they can bind and how they will be seen by the TCR. Due to thymic selection (Chapter 8), TCRs have specificity for both the particular peptide and a particular MHC molecule and are unable to recognize other combinations of peptide and MHC. Thus, antigen-specific T cells from one individual are unable to recognize even the same peptide presented by antigen-presenting cells from other individuals, unless they happen to be MHC-matched.


How can we rationalize the operation of MHC-restriction? Why do T cells not recognize their antigens as do B cells—with no need for antigen-presentation? Because alloreactive T cells distinguish between self and non-self MHC molecules, it is tempting to think that MHC restriction mediates self-non-self discrimination. However, it is clear that allospecific antibodies also distinguish self from non-self MHC molecules.


Instead, MHC restriction may function in two opposing ways (Fig. 6.6). First, antigen-processing increases the complexity of pathogen antigens by exposing epitopes not available on the surface of pathogens. As discussed below, MHC molecules are “merely” the mechanism for acquiring peptides processed in inbtracellular compartments, transporting them to the cell surface and presenting them to T cells. In principal, a non-specific peptide binding protein, such as a heat shock protein, could carry out this function. The exquisite specificity of MHC molecules seems like a liability, because it reduces the universe of detectable foreign peptides. However, the same specificity reduces the universe of detectable self-proteins, reducing the risk of autoimmunity. Secondly, the requirement that T cells not respond unless activated by co-stimulation from the APC is enforced by anchoring MHC molecules on the APC. Thus, MHC restriction forces a T cell to be restricted by antigen-presenting cells.
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Fig. 6.6 MHC restriction carries out two critical functions.


First, by presenting processed peptides derived from within proteins and pathogens, MHC molecules sample a broader antigenic landscape than antibodies, whose epitopes are surface oriented. Second, naive T cells respond to cognate epitopes only when presented by an activated APC (B) but not when the APC is resting (A). Experimentally observed MHC restriction results when an activated APC cannot present the proper MHC/peptide pair (C).











Alloantigens
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Defining properties
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Specific properties
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Thymic selection ensures that T cells recognize non-self peptides in the context of self-MHC molecules. A clinically important exception to this specificity manifests as “alloreactivity.” If lymphocytes from imperfectly matched donors are mixed in a mixed-leukocyte reaction (MLR), about 5% of the T cells from one donor cross-react with some of the MHC:peptide complexes of the other. Thus, a T cell specific for a peptide from cytomegalovirus (CMV) and restricted by the class I molecule HLA-A2 might recognize some other peptide presented by HLA-B7 from the other donor. Disparities in the major histocompatibility complex antigens (MHC molecules, also known as major transplantation antigens) between an organ donor and recipient are very likely to stimulate graft rejection because of the high probability of cross-reactivity. But even if the donor is perfectly matched for MHC molecules (as happens in one-fourth of full-sibling pairs), minor histocompatibility differences can also cause tissue rejection. The minor antigens are proteins that are polymorphic or of limited expression in a species and thus in humans represent donor–recipient disparities in one or more of the roughly 30 000 different proteins encoded by the genome. A prominent example of a minor histocompatibility antigen is the H-Y antigen, encoded by the Y chromosome, which causes T-cell-mediated rejection of male donor tissue by female recipients. The MLR is extraordinarily sensitive to the presence of alloantigens and is a good predictor of whether organ transplants will be accepted.


The alloantigens just described are recognized by T cells, but alloantigens detected by antibodies are also important mediators of graft rejection. In this regard, the most important alloantigens are the blood group antigens; mismatch for ABO causes hyperacute rejection of donor tissues due to the presence in serum of pre-existing anti-A and/or anti-B antibodies (Chapter 81). Antibodies against HLA and minor histocompatibility antigens are important mediators of acute and chronic rejection.









Superantigens


“Superantigens” are microbial proteins that bind both class II MHC molecules and TCR, causing activation of the T cell. Superantigens include certain bacterial toxins, such as staphylococcal enterotoxin A (SEA) and toxic shock syndrome toxin (TSST), and viral proteins such as the mouse mammary tumor virus (MMTV) superantigen. Superantigens are not processed intracellularly. Instead, they bind class II MHC molecules as intact macromolecules and bind outside of the peptide–antigen binding groove.14 Class II binding is independent of the specific MHC allele (though often with preference for one class II isotype—DR, DQ, or DP). Each type of superantigen also binds TCR belonging to a characteristic subset of Vβ families and in some case also makes contact with the TCR Vα chain. Recent evidence suggests that at least some superantigens also engage CD28.15 Non-specific T-cell activation appears to be a bacterial strategy to avoid microbe-specific recognition. However, by stimulating large numbers of clones of a specific Vβ family, bacterial superantigens can also induce an overwhelming T-cell response with massive cytokine release leading, for example, to food poisoning and toxic shock syndrome.












Antigen-presenting cells






Cells that present antigens to B cells: follicular dendritic cells (FDC)16



In many respects, B cells do not need antigen to be presented to them by any other cell: they express high-affinity antigen-receptors that have no contextual requirement for antigen-binding. However, it is clear that engaging B cells with soluble, especially monovalent, antigen can tie up the B-cell receptor in a non-signaling and even tolerogenic mode. Efficient B-cell activation requires either a polyvalent antigen, as with TI antigens, or some form of additional mechanism that effectively cross-links the BCR and induces signaling. Such cross-linking can be mediated by immune complexes (assemblies of antigens and antibodies), by antigens found on the surface of pathogens (thus rendered polyvalent), or by antigens fixed by complement. Two complement receptors on B cells (CR1 = CD35; CR2 = CD21) bind fragments of C3 and C4 attached to antigens.


Most B cells are activated in the limiting architecture of the germinal center; clonal activation leads to nearly monoclonal responses in each center. In this context, a unique cell, the follicular dendritic cell (FDC; Chapter 2) plays a special role in presenting antigens to B cells. FDC represent less than 1% of the cells within a germinal center and are tightly associated with B cells and associated macrophages. The bulk of published evidence suggests that FDC are stromal, not hematopoietic, in origin and are required for the formation of germinal centers. The presence and activity of FDC in germinal centers requires the presence of lymphotoxin, a member of the tumor necrosis family, apparently provided by lymphocytes. FDC play an organizing role by secreting the chemokine CXCL13, which binds to CCR5 on lymphocytes, inducing the secretion of lymphotoxin. FDC trap and accumulate antigens through Fc receptors and complement receptors (especially CR1 and CR2 and C4bR) and store them in iccosomes (immune complex-coated bodies). Antigen in iccosomes is stable for months. The ability of FDC to accumulate antibodies secreted by local B cells gives them a high-affinity trapping mechanism with a specificity cognate with those B cells. FDC are thought to be critical for isotype switching, affinity maturation, and B-cell memory. Because C4b is a surrogate activator of CD40, FDC-presented antigen can drive these processes in the absence of CD40L, likely explaining the efficacy of many T-independent antigens. FDC are non-phagocytic, do not express MHC class II or T-cell activation molecules such as B7/CD80/CD86, and do not present antigens to T cells. However, by providing antigen to B cells or germinal center dendritic cells, FDC can activate germinal center T cells indirectly.


FDC are probably critical to the formation of tertiary lymphoid tissues in inflamed tissues and to resulting unwanted immune reactions, such as in chronic organ rejection and autoimmunity associated with vascular inflammation such as SLE. On the other hand, recent reports suggests that maternal lymph node FDC accumulate fetal antigens shed from trophoblasts and may be important in suppressing some T-cell responses to fetal antigens. These observations suggest that manipulating FDC may be therapeutically useful in controlling autoimmunity.









Cells that present antigens to T cells


Cells that present antigens to and activate naïve T cells are called professional antigen-presenting cells or, more commonly, just APC. Naïve T cells have a high threshold for activation and require co-stimulatory ligands found on professional APC. These are B cells, macrophages, mast cells and basophils, and both myeloid and plasmacytoid dendritic cells (DC).


In contrast, activated T cells have vastly reduced requirements for co-stimulation and their responses are proportional to the level of MHC expression. For typical class I molecules, this means almost all nucleated cells are potential targets for CD8 T cells. However, because most cells do not express co-stimulatory molecules, they do not stimulate naïve T cells. Unlike class I MHC molecules, class II molecules are expressed almost exclusively by professional APC. Among human cells, MHC class II and co-stimulatory molecules can also be expressed by activated T cells and inflamed endothelial cells. In addition, MHC class II is expressed by medullary and cortical epithelial cells in the thymus, where they play an important role during positive and negative selection.


The different types of professional APC have distinct but overlapping properties as APC. Conventional (myeloid) DC (cDC) are by far the most potent in terms of their ability to present a wide variety of antigens to naïve T cells. cDC in their immature form are constitutively tissue-resident phagocytes, actively engulfing and digesting any antigen in their vicinity. In this stage they express few co-stimulatory or class II MHC molecules. Once activated by a “danger” signal, cDC mature rapidly. They stop phagocytosis and begin to express recently digested antigens through upregulated MHC molecules. They become mobile, and follow a chemokine trail from the tissue to nearby draining lymphatics, through which they reach lymph nodes where they begin to present their antigens to T cells. Upregulated co-stimulatory molecules and cytokines allow the DC to activate naïve T cells and direct their differentiation.


cDC functions can be modulated. In the absence of full activation, they tend to be tolerogenic. Once activated by certain innate receptor ligands, cDC express IL-12 and drive a Th1 response (Chapter 16). However, if IL-10 is provided by some other cell type, cDC secrete little IL-12 and drive a predominantly IL-2 response. Other cytokine environments are able to skew cDC functions so that they drive Th-17 or Treg pathways. The rules governing these pathways are still poorly understood.


Although cDC are extremely potent on a per-cell basis, the activity of other professional APC types should not be underestimated, because they vastly outnumber the cDC. Macrophages are active phagocytes and can activate naïve T cells. B cells are not phagocytic but can internalize cognate antigens through their BCR. As a result they are several orders of magnitude more sensitive than cDC to limiting antigen concentrations. Dividing B cells asymmetrically partition endocytosed antigen and antigen-presentation into one of the two daughter cells, suggesting a mechanism for maintaining efficient engagement with T cells for a few clonal derivatives and antigen-free expansion for the majority.17 Plasmacytoid DC, which seem to be produced by both myeloid and lymphoid progenitors, secrete very high levels of type I interferon but are not potent antigen-presenters. In contrast, mast cells are not phagocytic but may be specialized for presenting antigens acquired through Fc receptors.









Antigen acquisition


We have hinted that APC acquire antigens through multiple mechanisms. From a topological perspective, antigens are either exogenous or endogenous. Exogenous antigens (i.e., antigens synthesized external to the APC) are acquired by the cells and its associated antigen-processing apparatus chiefly through endocytosis. Endogenous antigens (i.e., antigens synthesized within the APC) are already “acquired” by the cell, but are often in the wrong cellular compartment. Viral capsid proteins synthesized by an infected cell and inserted into in the cell membrane can be internalized by endocytosis for antigen presentation. Autophagy is an important mechanism for digesting internal structures including invasive bacteria but also mitochondria and other organelles, and is part of cellular physiology of most cell types. In APC, autophagy mediates presentation of internal antigens. Finally, most peptides presented by class I MHC molecules are “acquired” through a non-phagocytic mechanism involving ubiquitin, specialized proteases, and both peptide and protein transporters located in the membrane of the endoplasmic reticulum.


Pinocytosis, essentially very small scale reversible endocytosis of the cell membrane, samples the fluid phase outside the cell. This takes place in many cells but is a property of the “ruffled” membrane edges found at the leading edge of mobile cells.


Receptor-mediated endocytosis through clathrin-coated pits internalizes many receptors and their cargo ligands. This is a property of most cell types, but is a major mechanism for acquiring antigens for APC. Here we find some exquisite specialization. Typical FcR for IgG, such as found on mast cells, macrophages, and dendritic cells, internalize readily upon cross-linking. These cells readily present antigens found in immune complexes. In contrast, B cells express an alternatively spliced form of this receptor that binds antibodies at the surface but does not internalize. As a group, B cells are not effective at presenting generic antigens acquired through FcR. However, the B-cell receptor itself readily internalizes after being cross-linked, and B cells are exquisitely adept at presenting their cognate antigen.


Phagocytosis is a mechanism for internalizing particles that may be as large as the cell itself. Initial engagement of multiple receptors causes a local deformation of the cell surface and a partial invagination of the cell membrane. This deformation coupled with the triggering of specific receptors leads to subcellular enzyme activity that changes the lipid composition of the membrane bilayer and remodels the cytoskeleton in the vicinity of the particle. This relaxes the membrane, allowing deeper invagination and creating the phagocytic cup. If the particle is small enough, the cup deepens until, when the particle is nearly engulfed, the outer edge of the cup closes like a purse-string, leading to membrane fusion and creating a new external surface and a subcellular vesicle. The endocytic vesicle undergoes successive fusion with other vesicles until fusion with the lysosome. Phagocytosis is a property of phagocytes, chiefly DC, macrophages, and neutrophils and in these cells is accompanied by further inflammatory activation of the phagocyte.


Many cell types in addition to professional phagocytes can phagocytose apoptotic cells using a specialized set of receptors that detect apoptotic cells; many cells can mediate this process, including those that do not possess large lysosomes. This accounts for the appearance of apoptotic bodies in otherwise normal cells in pathology sections. Phagocytosis of apoptotic cells by APC is often anti-inflammatory. In contrast, phagocytosis of microbes or necrotic cells, including cells undergoing secondary necrosis after apoptosis, is inflammatory.


Autophagy, found in even the simplest eukaryotes, is a major mechanism for mediating normal protein turnover, protection from intracellular pathogens, and resistance to starvation, as it allows a cell to recycle its own organelles. Perhaps 50% of the peptides presented by class II MHC molecules are endogenous peptides acquired through autophagy. In addition, autophagy mediates presentation by class I MHC molecules of exogenous and some endogenous peptides.18


Three broad categories of autophagic mechanisms have been described. Macroautophagy mediates engulfment of microbes or organelles through autophagosomes. Microautophagy closely resembles the vesicle fusion described for phagocytosis. Chaperone-induced autophagy allows vesicles including lysosomes to import proteins directly from the cytoplasm.


The three forms of autophagy are linked by their reliance on a set of ATG (autophagy) gene products. Through a cascade of activation events, ATG8 and ATG12, both ubiquitin-like proteins, nucleate a phagophore attached to an invading microbe or targeted organelle, followed by rapid recruitment of a lipid membrane to seal the object into an autophagosome. Macroautophagy can be induced by bacterial produces such as LPS but also by drugs, including rapamycin. Complicating the interpretation of many experiments, autophagy can control the activity of specific cellular proteins, including NFκB, so that the role of ATG proteins may be very indirect.


Cross-presentation refers to the idea that an APC can present antigens produced by some other cell. Since “cross-presentation by class II MHC molecules” is the norm, the term is used most often to describe cross-presentation by MHC class I, where it is critical for activation of CD8 T cells by APC. Cross-presentation can also inhibit immune responses. For example, antigen-specific B cells present epitopes from their cognate antigens and thereby become targets for CTL. In this way, CTL can suppress B-cell responses to some antigens.












Antigen processing


T cells recognize their cognate antigens in the form of short peptides embedded in MHC molecules—X-ray crystallography shows that roughly 90% of the molecular surface recognized by the TCR is the MHC molecule. Antigen processing excises these peptides from their parent protein antigens and loads them onto MHC molecules. The processing can take place in different cellular compartments, but loading takes place chiefly in specialized loading compartments. Class I MHC molecules load chiefly in the endoplasmic reticulum, though some loading might take place in endosomal compartments during cross-presentation. In contrast, specific mechanisms prevent class II loading in the ER but facilitate it in the specialized endosomal loading compartments.





Key Concepts


Antigen processing and presentation for class I MHC
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Endogenous peptides presented by class I molecules derive from proteins made on the cell's own ribosomes. The chief mechanism for degrading large proteins into small peptides is the proteasome, a macromolecular tubular structure containing multiple protease activities that cleaves proteins into small fragments of 8 to 14 residues. There are at least four mechanisms that feed proteins into proteasomes. First, nascent cytoplasmic polypeptides that fail to fold properly are attacked by enzymes that attach chains of the protein ubiquitin to the protein targeted for destruction. Second, nascent proteins that are translocated into the endoplasmic reticulum endosome but do not fold properly can be exported back to the cytosol by a protein transporter called Sec61. This mechanism is called endoplasmic reticulum-associated protein degradation (ERAD). These two mechanisms are the most important and together represent the defective ribosome products (DRiP) model. Increasing evidence suggests the “DRiP” pathway is not simply an error-dependent pathway but rather represents a specialized mechanism of sampling open reading frames.19 Third, properly folded mature proteins are ubiquitinated in the course of normal activity—part of the normal course of protein turnover. Finally, in autophagy and cross-presentation, proteins engulfed by phagocytes are partially degraded in lysosomes before transfer into the cytosol.


The DRiP mechanism provides a conceptual core for understanding how class I MHC molecules can sample internally generated antigens, a key requirement for targeting virus-infected or malignant cells. Degradation of mature proteins has a half-time of hours to months, but virus replication can take place on the order of hours. If MHC molecules were to sample antigens as they degrade through normal channels, surface representation would lag considerably behind internal processes. By sampling proteins during their synthesis, or if they fail to fold properly immediately after synthesis, DRiP mechanisms ensure that cytotoxic T cells receive a timely report of internal states.


All four class I MHC pathways make heavy use of the “UPS” (ubiquitin/proteasome) system for protein degradation found in all cells. UPS is initiated by heat shock chaperone proteins recognizing a malfolded protein and inducing covalent tagging of the protein with a single copy of ubiquitin, a 76-amino acid protein. This triggers polyubiquitination in which succeeding ubiquitins are attached to the preceding ubiquitin. Polyubiquitin tails are recognized by the regulatory subunit of the proteasome, a multi-subunit cylindrical machine. Substrates are fed through the central channel and digested by proteolytic subunits, producing a residue of peptides roughly 8 to 14 amino acids long.


These products are substrates for the transporter associated with antigen processing (TAP), a member of the ATP-binding cassette (ABC) transporter family. Heterodimers of TAP1 and TAP2 subunits form peptide pumps that burn ATP to drive peptides from the cytosol into the lumen of the ER. Without a ready source of peptides in the ER, class I MHC molecules are extruded into the cytosol by Sec61 to be recognized by the UPS. TAP mutations are involved in many cases of type I bare lymphocyte syndrome (BLS) (Chapter 35) and many tumor cells lack class I expression due to mutations in their TAP genes (Chapter 5). There are several allelic forms in humans with modest differences in specificity. Cells not expressing TAP express low levels of certain MHC alleles and can be highly resistant to specific CTL. However, mice and humans lacking TAP are not profoundly immunodeficient and produce TAP-independent class I MHC-restricted CTL (Chapter 35). These findings suggest alternative mechanisms for loading class I MHC molecules are important even if not dominant in normal circumstances.


Interferon-γ induces an alternative set of proteolytic and regulatory subunits for the proteasome to create the “immunoproteasome.” This has altered specificity and activity and may favor the production of peptides suitable for transport by TAP or alternative pathways.


A minor subset of peptides enters the ER independently of TAP through the protein secretory pathway. Nascent polypeptides bearing a signal peptide are recognized and transported into the lumen by the signal recognition particle (SRP). The signal peptide itself is cleaved by a signal peptidase. By inserting the sequence of a CTL epitope behind a signal peptide, this pathway can be used to deliver the epitope directly into the MHC class I loading compartment. Peptides that are too long to bind MHC class I molecules may be retained temporarily in the ER by additional peptide-binding proteins such as BiP, pumped back into the cytosol by an undefined non-TAP mechanism, or trimmed by cytosolic aminopeptidases.


The luminal proteases appear quite efficient, apparently reducing the steady-state concentration of free antigenic peptides in the ER to very low levels. As a result of differences in protease specificities and/or kinetic effects, different epitopes can be carved out of the same protein, depending on whether it follows the proteasome/TAP or the secretory pathway into the ER. Finally, different peptides within a single protein can be degraded or protected at different rates, leading to immunodominance of a subset of potential epitopes for a given MHC molecule.


The production of an immunodominant epitope from influenza A nucleoprotein (NP) illustrates how extra-epitope residues might affect non-proteasome, non-ubiquitin processing.20 The optimal NP peptide in one mouse strain is the nonamer TYQRTRALV. The three C-terminal residues are efficiently removed from a related 12-mer peptide TYQRTRALVRTG. However, an 11-mer, TYQRTRALVTG, is impotent at producing the epitope. The terminal TG sequence represents a “block” to epitope production. All of these complexities in antigen processing make it difficult at present to predict which potential epitopes, identified on the basis of their ability to bind to class I molecules, will be immunodominant in vivo.






Class I MHC trafficking (Fig. 6.7)


Nascent Class I MHC molecules are inserted into the ER membrane via the protein secretory pathway. Nascent chains bind first to the membrane-bound chaperone calnexin until they begin to fold into association with β2-microglobulin light chains (β2m). Heterodimers of β2m and heavy chain are released by calnexin and bind the soluble chaperone, calreticulin. This assembly engages a class I loading complex, which includes a 60-kDa thiol reductase, the TAP heterodimer and another MHC-encoded protein, tapasin. Tapasin retains class I molecules in the complex until they bind peptide. MHC molecules failing to attract peptides misfold and are exported by Sec61 to the cytosol. Only those that bind peptide are released by tapasin from the loading complex, migrate to the Golgi where they undergo glycan maturation, and then traffic to the cell surface for recognition by CD8 T cells.





[image: image]

Fig. 6.7 Antigen processing for MHC class I.


Two chief pathways for antigen processing intersect within the cytosol. Most endogenous antigens are synthesized on cytosolic ribosomes, processed by proteasomes, and enter the ER through the TAP transporter. A minor set of antigens are processed within the ER from proteins secreted into the ER. Professional antigen-presenting cells transfer endocytosed antigens into the cytosol for processing.







Key Concepts


Antigen processing for class II MHC







[image: image] Class II MHC expressed constitutively only by professional APC (dendritic cells, macrophages, and B cells).


[image: image] Epitopes presented by professional APC are acquired mostly through endocytosis and autophagocytosis.


[image: image] Peptides (10–15 amino acids) often have terminal extensions, extending outside the antigen-binding groove.















Antigen processing for class II-restricted T cells


MHC class II molecules assemble in the ER where they associate with invariant chain, a 31-kDa protein that chaperones nascent dimers of class II molecules into endosomes. A segment of invariant chain, called CLIP, blocks class II molecules from binding peptides in the ER. CLIP may be removed along with the rest of invariant chain once in the endosomes Alternatively, a CLIP fragment may be left occupying the binding cleft; many class II MHC molecules traffic to the cell surface with CLIP embedded.


MHC class II molecules are loaded with peptides digested by lysosomes. Antigens acquired through endocytosis or autophagy are unfolded and partially degraded in endosomal and acidic lysosomal subcompartments by disulfide isomerase (which unlinks disulfide loops) and a variety of proteases. Most peptides presented by class II molecules are processed from parent proteins and loaded on to class II molecules within a specialized loading compartment of the endosomes. Within this general scheme there are at least two pathways for epitope production, distinguishable in part by their dependence on the function of DM molecules (Fig. 6.8). DM molecules (heterodimers of DMA and DMB subunits that are homologous to MHC class II proteins) catalyze the exchange of CLIP for processed epitopes. In the DM-independent pathway, peptides are loaded onto class II molecules recycling from the cell surface in the absence of CLIP.





[image: image]

Fig. 6.8 Two pathways for loading antigens onto class II MHC molecules.


Autophagy and endocytosis transfer cytosolic and external antigens, respectively, into the endosomes. Nascent class II molecules are chaperoned to the endosomes from the Golgi by the invariant chain. The DM molecules catalyze the exchange of antigenic peptides for invariant chain. Mature class II molecules recycling from the cell surface can acquire peptides in a DM-independent manner. Antigens binding initially as polypeptides are trimmed into oligopeptides in the endosomes and at the surface.




The initial ligand for binding class II molecules is a large unfolded protein or protein fragment, rather than the oligopeptide ultimately displayed at the cell surface. This MHC-polypeptide complex is the substrate for trimming exopeptidases. Endosomal aminopeptidases cannot cleave at proline residues; prolines are found near the N-terminus of many mature epitopes. Trimming of the extra-cleft residues can continue even after the MHC–peptide complex has reached the surface through the activity of the membrane-bound surface enzyme aminopeptidase N.


As in the case of epitope formation for class I molecules, the initial conformation of the antigen can affect the production of specific linear epitopes. For example, vaccinating mice with synthetic peptides elicits class-II-restricted T cells specific for at least two HIV gp160 epitopes, of which only one is detected on infected cells. Similarly, prior denaturation or mutational destabilization of viral influenza hemagglutinin abolishes its ability to be processed for presentation to some Th clones.









Predicting epitopes for TCR


The critical role of antigens for T cells in driving both T- and B-cell responses to antigen has fueled attempts to use antigen sequence information to predict T-cell epitopes.


The characterization of binding motifs for a large number of class I and a smaller number of class II molecules has facilitated computer-based algorithms for predicting potential epitopes from a linear protein sequences. These motifs reflect the chemical affinity of the binding cleft for various amino acid side chains. In many cases it is possible to show that multiple alleles of class I or class II molecules recognize the same or very closely related epitopes. These groups of MHC alleles are called “supertypes” and can facilitate the prediction of epitopes for a large number of alleles.21 Because of the complexity of endoprotease and exoprotease cleavage during processing of epitopes for both class I and class II MHC molecules, it is difficult to predict whether a given epitope will actually be used in vivo.


Prediction algorithms have gotten quite sophisticated for predicting class I MHC binding properties but still fail to predict which peptides are produced by antigen processing. Prediction for class II peptides is still difficult.












Antigen presentation


Once loaded with peptide, MHC molecules move to the cell surface where they can be recognized by T cells. This is antigen presentation at the bare minimum and is sufficient for triggering effecter responses from pre-activated T cells. Presentation to naïve T cells requires additional factors and efficient activating of the TCR requires adhesion molecules. These additional processes are usually included under the rubric of “antigen processing.” Antigen recognition/presentation of both naïve and activated T cells is mediated by the “immune synapse” although this structure might not be required in all cases.


The immune synapse represents a very close and tight association of APC and T cell resembling tight junctions and may even mediate trogocytosis, through which process peptide-loaded MHC molecules are transferred to the T cell itself.22 The synapse is initiated when the leading edge of a T cell engaged in amoeboid motion through a tissue meets a potential APC or target cell. Initial low avidity interactions between the T-cell integrins CD11a and VLA-4 mediate a weak approximation of the two cellular surfaces. If MHC molecules on the APC present cognate antigen, the TCR will bind with maximum affinity. The co-receptors CD8 and CD4 bind to class I and class II MHC molecules, respectively. Their cytoplasmic tails, already loaded with the protein kinase Lck, are swept into proximity with the cytoplasmic domains of the T-cell receptor chains, leading to phosphorylation of the latter and initiating downstream signaling events. An immediate effect is the thousand-fold upregulation of the integrin avidities. The costimulatory receptor CD28 migrates to the field, engaging its ligands on the APC. At the surface, the synapse matures as TCR and CD28 and their ligands concentrate at the center of the synapse, surrounded by a ring of integrins. Internally, the ongoing signaling events cause an arrest of cell migration, a re-organization of the microtubules to permit trafficking of vacuoles to the synapse. Vacuolar contents are delivered into the intercellular space of the synapse, where, if the T cell is a CTL, they will induce apoptosis in the opposite cell.






Microbial interference with antigen processing and presentation


Considering the importance of class I-mediated immune responses in antiviral immunity, it is not surprising to find pathogens using a variety of mechanisms for subverting antigen processing. Proteins from several serotypes of human adenovirus, as well as HIV-1 tat protein inhibit class I MHC transcription. Other viral factors inhibit class I MHC maturation in the endoplasmic reticulum. Proteins US2 and US11 from the human cytomegalovirus (CMV) target nascent class I molecules for destruction through ERAD. The CMV US6 and herpes simplex virus ICP47 proteins inhibit TAP function, indirectly starving MHC molecules of peptide. In contrast, the CMV US3 protein binds class I molecules that have already engaged peptides, but retains them in the ER. The HIV-1 protein nef binds the intracellular tails of mature class I MHC molecules, targeting them for increased endocytosis and degradation. Other pathways are also affected by pathogens. For example the protein ICP345 from herpes simplex virus inhibits ATG6, a critical autophagy-initiating protein. Mycobacterium tuberculosis suppresses acidification of lysosomes in macrophages to create for itself an environment conducive to its own replication inside lysosomes.












A clinical coda








Clinical Relevance


Clinical correlates of antigen processessing







[image: image] The tautological and complementary interaction of antigens and their antigen receptors constitute the recognitive mechanism for acquired immunity to pathogens and tumors, and autoimmunity toward the “self.”


[image: image] Human genetic defects in these antigen-processing pathways result in three types of bare lymphocyte syndrome (BLS).


[image: image] Structural features of certain antigens may predispose them to induction of allergic (IgE) responses by affecting antigen processing.


[image: image] Molecular mimicry and exposure of cryptic self-epitopes are mechanisms leading to autoimmunity.


[image: image] Tumor-specific neoantigens can be detected by the immune system, often leading to selection for tumor variants lacking the relevant MHC and/or antigen-processing functions.


[image: image] Tumor antigens are typically self-proteins that can be:



[image: image] Products of tumor viruses



[image: image] Overexpressed normal proteins



[image: image] Mutated products of oncogenes



[image: image] Clonally expressed idiotypes of antigen receptors








If microbes can manipulate specific mechanisms of antigen processing and presentation, it should be obvious that human genetic variation in these pathways should be able to contribute to immune competency or, through deficiency, to immune dysfunctions. These may result in specific or global defects in antigen processing and recognition, such as the bare lymphocyte syndrome (BLS) (Chapter 35). Type I BLS involves general loss of class I surface expression, typically the result of mutations in the TAP peptide transporter. Type II BLS reflects loss of class II MHC expression; defects in any of at least four different transcription factors can cause this disease. In type III BLS, defects in the RFX transcription factor depress expression of both class II MHC molecules and the β2-microglobulin light chain shared by all class I MHC proteins.


Growing evidence supports the notion that allergens are unusual antigens. It has been long known that allergens inducing delayed-type hypersensitivity are often drugs or environmental compounds able to form covalent adducts with self-proteins, thus generating neoantigens. Additional evidence supports the view that allergens inducing immediate hypersensitivity are (or are associated with) proteases.23 Through a still-unknown mechanism, these proteases are thought to drive a Th2 response by T cells.


Self-antigens recognized by autoimmunity are so-far chemically unremarkable. The principles that govern pathological self-recognition appear to be the same as for healthy self-tolerance or recognition of foreign antigens: the availability of particular processed peptides at appropriate times for tolerance induction of T-cell activation.


Two nonexclusive models have emerged that may begin to account for why certain individuals are predisposed to autoimmunity and why certain self-antigens are likely to become autoantigens (Chapter 48). The first is the concept of molecular mimicry. According to this idea, exposure to sufficient doses of a pathogen-derived epitope that cross-reacts with a previously ignored or cryptic self-epitope can break self-tolerance to that epitope. A newer concept in autoantigenicity can explain why many autoantigens are proteins normally found intracellularly, where they are involved in nucleic acid and protein metabolism: small nuclear riboproteins, histones, and heat-shock proteins. This involves the observation (discussed earlier with regard to cross-presentation) that apoptotic bodies are efficiently recognized by dendritic cells, and that many intranuclear and intracellular antigens are exposed on the extraverted surfaces of apoptotic bodies. Thus it is possible that certain predisposing infections, by inducing apoptosis, can elicit autoimmune reactions to cryptic self-epitopes.


Finally, tumor-specific and tumor-associated antigens are typically self-proteins. In rare human cases, such as a peptide derived from papilloma virus type 16, they can be encoded by tumor viruses. Some tumor antigens, such as carcinoembryonic antigen (CEA), prostate-specific antigen (PSA), or the MAGE proteins of melanomas, are normal proteins that are merely overexpressed by tumor cells. These can serve as diagnostic markers or as a target for tumor-selective immunity. The antigenic products of mutated tumor suppressor genes and other oncogenes, such as HER2, the retinoblastoma protein RB, and the breast cancer-associated antigen BRAC, are also called neoantigens and are potentially more specific targets for immunotherapy. The neoantigens expressed by these tumors arise as chance mutations during the many steps of carcinogenesis. The immune system itself provides a unique category of neoantigens that can be targets of immunotherapy, the clonally distributed products of rearranged antigen receptor genes—idiotypes—expressed by malignancies such as myelomas.









Translational research in antigen processing and presentation








On the Horizon







[image: image] Improved definition of the cellular and molecular mechanisms controlling dendritic cell presentation of antigen to T cells and NK cells by classical and non-classical MHC class I molecules as relevant to anti-viral and anti-tumor immunity.


[image: image] The recent revelation that dividing B cells preferentially sequester endocytosed antigen in one of two daughter cells suggests a mechanism for controlling engagement with T cells that might be useful to vaccinologists.


[image: image] Understanding the role of autophagy to improve vaccine design.


[image: image] Clarification of the role of MHC class Ib molecules in presentation of non-peptide antigens and in regulation of immune responses.


[image: image] Solution of the puzzle of clonally expressed antigen receptors on NK cells.








Several areas are ripe for new insights with probable application to clinical immunology. These include deeper understanding of peptide processing for presentation by class I MHC molecules, identification of antigenic ligands recognized by CD1- and MR1-restricted T cells, and identification of the putative antigen receptor expressed by NK cells. Although it now widely accepted that dendritic cells present endocytosed antigens for presentation by MHC class I, the mechanisms and rules governing this process remain unclear. Moreover, the rules governing production of CTL epitopes are uncertain. Better understanding of these pathways may make it easier to predict and identify relevant antigen targets for anti-tumor and anti-viral CTL.


Likewise, autophagy mediates processing of endogenous antigens in both MHC class I and class II pathways and is likely important in cross-presentation. Pathogens can both be cleared by autophagy but also can wrest control of autophagy for their own purposes, probably including redirection of antigen processing. Analysis of the role autophagy in antigen processing is still in its infancy and we expect progress in this direction to yield new tools for controlling infection and vaccine design.


The CD1 and MR1 class Ib MHC molecules present non-peptide ligands to specialized invariant NKT cells and these appear to have important regulatory functions in suppressing autoimmunity, especially in the gut. Ligands for MR1 are unknown and the endogenous ligands for CD1 are largely unknown. This is an area of growth in the next several years and will likely prove important for understanding and treating autoimmunity and some infectious diseases.


Finally, it now appears almost certain that some NK cells in mice and humans express novel species of antigen receptors in a clonal fashion. These receptors and their mechanism of clonal expression or clonal licensing will likely to be solved in the next few years, opening a new chapter in acquired immunity. These receptors are likely to be important for anti-microbial immunity.
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7 B-cell development and differentiation




Harry W. Schroeder, Jr., Andreas Radbruch, Claudia Berek





B lymphocytes arise from multipotent hematopoietic stem cells that successively populate the embryonic para-aortic splanchnopleure, the fetal liver, and then the bone marrow. Stem cell daughter cells give rise to lymphoid primed multipotent progenitors (LMPPs), which in turn can give rise to either myeloid or lymphoid cells.1,2 LMPPs then produce common lymphoid precursors (CLPs), which can generate T cells, B cells, NK cells, and dendritic cells. Final B-cell differentiation requires the exposure of CLP daughter cells to specialized microenvironments, such as those found in the fetal liver and the bone marrow. These two tissues are the primary B lymphoid organs. The shift from fetal liver to bone marrow begins in the middle of fetal life and ends just prior to birth. B cells continue to be produced in the bone marrow throughout the life of the individual, although the rate of production decreases with age.


An intact and functional B-cell antigen receptor (BCR) complex, which consists of membrane bound immunoglobulin (mIg), the Igα and Igβ co-receptors, and ancillary signal transduction components, must be present in order for the developing B cell to survive (Chapter 4). The composition of the BCR is subject to intense selection. In the primary organs, hazardous self-reactive BCRs, as well as non-functional ones, can be culled by altering the composition of the receptor (receptor editing), by cell anergy, or by apoptosis of the host cell. Survivors of this initial selection process are released into the blood and thence





Key Concepts


B-cell development in the primary lymphoid organs







[image: image] Commitment to the B-cell lineage reflects differential activation of transcription factors that progressively lock the cell into the B-cell pathway


[image: image] B-cell development is typically viewed as a linear, step-wise process that is focused on the assembly and testing of immunoglobulin function, first in the fetal liver and bone marrow, and then in the periphery:



[image: image] Failure to assemble a functional receptor leads to cell death



[image: image] Expression of a functional receptor subjects the B cell to antigen selection



[image: image] B cells with inappropriate specificities tend to be eliminated.



[image: image] B cells responding appropriately to external antigen can develop either into immunoglobulin-secreting plasma cells or into memory cells


[image: image] At the clinical level, B-cell development can be monitored by examining the pattern of expression of lymphoid-specific surface proteins








to the spleen, lymph nodes, and other secondary lymphoid tissues and organs where selection for specificity continues (Chapter 2).


B-cell differentiation (Fig. 7.1) is commonly presented as a linear process defined by the regulated expression of specific sets of transcription factors, immunoglobulin, and cell surface molecules. Given the central role of the BCR (Chapter 4), initial developmental steps are classically defined by the status of the rearranging immunoglobulin loci. With the development of monoclonal antibody technology, analysis of cell surface markers such as CD10, CD19, CD20, CD21, CD24, CD34, and CD38 (e.g., Fig. 7.2) has facilitated definition of both early and late stages of development,3,4 especially in those cases where immunoglobulin cannot be used to distinguish between cell types. Of these, CD19, a signal transduction molecule expressed throughout B-cell development up to, but not including, the mature plasma cell stage5 warrants special mention as the single best clinical marker for B-cell identity.





[image: image]

Fig. 7.1 Model of B-cell differentiation.


B-cell development is typically viewed as a linear progression through different stages of differentiation. The various processes associated with the assembly of the B-cell antigen receptor complex and the expression pattern of surface molecules whose presence or absence are illustrated through use of bars. The various steps in immunoglobulin rearrangement and the pattern of expression of these surface molecules can be used to characterize stages in B-cell development.







[image: image]

Fig. 7.2 B-cell subsets in the peripheral blood can be identified by differential staining for IgM, IgD, CD10, CD19, CD24, CD27, CD38, and use of the rhodamine dye R123, which is extruded by the ABCB1 transporter expressed in naïve, mature B cells and, to a lesser extent, T3 transitional B cells.3 Currently B cells that are CD20+CD27+CD43+CD70- are currently the best candidates for the human B-1-cell counterparts.4 In addition to these subsets found in the blood, germinal center B cells found in the spleen and lymph nodes are characterized as IgD-CD38++CD10+CD27+/−; marginal zone B cells are typically CD27+, CD21++, CD23+/−, CD1c+, and IgD-; and long-lived plasma cells found in the bone marrow, spleen, and tonsils are CD138+CD38++.




In practice, B-cell development is a more complex process than the simple, linear pathways depicted in Figs. 7.1 and 7.2. For example, pro-B cells typically derive from a common lymphoid progenitor, but they can also develop from a bipotent B/macrophage precursor. Thus, B lineage subsets identified by one fractionation scheme may consist of mixtures of subsets identified by others. It therefore behooves the practitioner to clarify the fractionation scheme used by the reference laboratory when comparing patient findings to the literature.


Initial commitment to the B-cell lineage requires activation of a series of transcriptional and signal transduction pathways. At the nuclear level, the transcription factors PU.1, Ikaros, ID-1, E2A, EBF, and PAX-5 play major roles in committing progenitor cells to the B-cell lineage.6 However, after lineage commitment has been established, it is the composition of the BCR that controls further development.


Each B-cell progenitor has the potential to produce a large number of offspring. Some will develop into plasma or memory B cells, while others, the majority, will perish.7 Most of the defined steps in this process of development represent population bottlenecks; developmental checkpoints wherein the developing B cell is tested to make sure that its BCR will be beneficial. In the periphery, exposure to antigen is associated with class switching and hypermutation of the variable domains of the antigen receptor. A few select survivors earn long lives as part of a cadre of memory B cells. These veterans are charged with the responsibility to rapidly engage antigen to which they have been previously exposed, providing experienced protection against repeated assault.


Specialized microenvironments also play a role in peripheral B-cell development (Chapter 2), each of which enables the B cell to properly engage different types of antigens or venues of attack. In the marginal zone, mature splenic B cells await bacterial pathogens. In the lymphoid follicles, B cells reactive with a given antigen collaborate with follicular T cells and dendritic cells in order to maximize the immune response. In the germinal centers, B cells use class switching and somatic mutation to modify and optimize the function and affinity of their immunoglobulins. And, underneath mucosal surfaces, B cells are primed to express IgA.






B-cell development begins in the primary lymphoid organs






Generation of a functioning antigen receptor is key to the viability of a B cell


Immunoglobulin rearrangement is hierarchical. In pro-B cells, DH→JH joining precedes VH→DJH rearrangement (Chapter 4); followed by VL→JL joining in late stage pre-B cells.


Production of a properly functioning B-cell receptor is essential for development beyond the pre-B-cell stage. For example, function-loss mutations in RAG-1/2 and DNA dependent protein kinase (DNA-PKcs, Ku 70/80) preclude B-cell development. Each pro-B cell faces the probability that only one of three possible splices will place the VH and JH in the same reading frame. The opportunity to try rearrangement on the second chromosome gives failing pro-B cells a second opportunity. Together, this provides the cell with five chances out of nine for initial survival ([image: ] + [image: ] × [image: ]). In-frame, functional VDJH rearrangement allows the pro-B cell to produce μ H chains, most of which are retained in the endoplasmic reticulum. The appearance of cytoplasmic μ H chains marks initiation of the pre-B-cell stage. These early pre-B cells tend to be large in size.


VpreB and λ14.1 [λ5], which together form the surrogate light chain (ψLC), and Igα and Igβ are constitutively expressed by pro-B cells. Pre-B cells whose μ H chains can associate with surrogate light chain form a pre-B-cell receptor. Its appearance signals the termination of further H chain rearrangement (allelic exclusion), which is followed by four to six cycles of cell division;1 a process associated with a progressive decrease in cell size. Late pre-B daughter cells reactivate RAG1 and RAG2 and begin to undergo VL→JL rearrangement. Successful production of a complete κ or λ light chain permits expression of conventional IgM on the cell surface (sIgM), which identifies the immature B cell. Immature cells expressing self-reactive IgM antibodies may undergo repeated rounds of light chain rearrangement to lessen the self-specificity of the antibody, a process termed receptor editing.8


Immature B cells that have successfully produced an acceptable IgM B-cell receptor extend transcription of the H chain locus to include the Cδ exons downstream of Cμ. Alternative splicing permits co-production of IgM and IgD. These now newly mature IgM+IgD+ B cells enter the blood and migrate to the periphery where they form the majority of the B-cell pool in the spleen and the other secondary lymphoid organs. The IgM and IgD on each of these cells share the same variable domains.









Tyrosine kinases play key roles in B-cell development


Signaling through the BCR is required for continued development. Bruton tyrosine kinase is an important component of the phospholipase Cγ (PCLγ) pathway, which is used in BCR signaling. Deficiency of BTK function results in the arrest of human B-cell development at the pre-B-cell stage9 and is the genetic basis of X-linked agammaglobulinemia (XLA) (Chapter 34).


BLNK is a SRC homology 2 (SH2) domain-containing signal transduction adaptor. When phosphorylated by SYK, BLNK serves as a scaffold for the assembly of cell activation targets that include GRB2, VAV, NCK, and phospholipase C-[γ] (PLCγ). An agammaglobulinemic patient lacking pre-B and mature B cells has been reported with a loss of function mutation in BLNK.


FLT3 (FLK2) is a receptor tyrosine kinase belonging to the same family as c-FMS, the receptor for colony stimulating factor-1 (CSF-1). FLT3 ligand, which has homology to CSF-1, is a potent co-stimulator of early pro-B cells. In mice, targeted disruption of flt3 leads to a selective deficiency of primitive B-cell progenitors.









Cell surface antigens associated with B-cell development


B-cell development is associated with the expression of a cascade of surface proteins, each of which plays a key role in the fate of the cell (Fig. 7.1, Table 7.1). The timing of the appearance of each of these proteins can be used to further analyze the process of B-cell development.




Table 7.1 Cell surface proteins active in early B-cell development


[image: image]




CD34 is a highly glycosylated Type I transmembrane glycoprotein that binds to CD62L (L-selectin) and CD62E (E-selectin) and thus likely aids in cell trafficking (Chapter 12). It is expressed on a small population (1–4%) of bone marrow cells that includes hematopoietic stem cells. Minimal hematopoietic defects have been documented in mice deficient in CD34. However, such observations must be viewed with caution when extrapolated to human, because CD34 is not expressed on hematopoietic stem cells in the mouse.


CD10, also known as neprilysin, neutroendopeptidase, and the common acute lymphocytic leukemia antigen (CALLA), is a type II membrane glycoprotein metalloprotease. CD10 has a short N-terminal cytoplasmic tail, a signal peptide transmembrane domain, and an extracellular C-terminal domain that includes six N-linked glycosylation sites. The extracellular domain contains 12 cysteines whose disulfide bonds help stabilize its zinc-binding pentapeptide motif, which is involved in its zinc-dependent metalloprotease catalytic activity. By virtue of its protease activity, it is thought to downregulate cellular responses to peptide hormones and cytokines. Inhibition of CD10 activity on bone marrow stromal cells enhances B-cell maturation. CD10 (CALLA) is used as a marker for pre-B acute lymphocytic leukemias and for certain lymphomas.


CD19 is a cell-surface glycoprotein of the immunoglobulin superfamily that is exclusively expressed throughout B-cell development from the pro-B-cell stage up to, but not including, the plasma cell stage (Fig. 7.1).5 CD19 exists in a complex with CD21 (complement receptor 2: CDR2), CD81 (TAPA-1) and Leu 13. With the help of CD21, CD19 can bind the complement C3 cleavage product C3d. The simultaneous binding of sIgM and CD19 to a C3d-antigen complex enables CD19 and the BCR to interact and thereby provides a link between innate and adaptive immune responses (Chapter 3). CD19-BCR interactions permit the cell to reduce the number of antigen receptors that need to be stimulated in order to activate the cell. Co-activation also reduces the threshold required for B-cell proliferation in response to a given antigen.


The cytoplasmic domain of CD19 contains nine conserved tyrosine residues which, when phosphorylated, allow CD19 to associate with PI-3 kinase and the tyrosine kinase VAV. Patients deficient in CD19 have normal numbers of CD20+ B cells in the blood, but are pan-hypogammaglobulinemic and are susceptible to sinopulmonary infections.


CD20 contains four transmembrane domains and cytoplasmic C- and N– termini. It is a member of the CD20/FcεRIβ superfamily of leukocyte surface antigens. Differential phosphorylation yields three forms of CD20 (33, 35, and 37 kDa). Activated B cells have increased fractions of the 35- and 37-kDa forms of the antigen. CD20 appears to function as a B-cell Ca2 + channel subunit and regulates cell cycle progression. It can interact directly with MHC class I and II molecules, as well as members of another family of four transmembrane domain proteins known as the TM4SF, e.g., CD43, CD81, and CD82. It also appears to interact indirectly with LYN, FYN, and LCK. In mice, loss of CD20 function leads to a 20–30% reduction in B-cell numbers. B-cell development, tissue localization, proliferation, T-cell-dependent antibody responses and affinity maturation are otherwise normal.


CD21 (complement receptor 2: CR2) is a cell surface protein that contains a small cytoplasmic domain and an extracellular domain consisting of a series of short consensus repeats termed complement control protein (CCP) domains. These extracellular domains can bind three different products of complement C3 cleavage, iC3b, C3dg, and C3d. When binding these products, CD21 acts as the ligand-binding subunit for the CD19/CD21/CD81 complex, tying the innate immune system to the adaptive immune response.5 Mice that lack CD21 exhibit diminished T-dependent B-cell responses. However, serum IgM and IgG are in the normal range. A single 28-year-old male patient lacking CD21 has been described. He presented with mild clinical disease. In vitro, B cells showed reduced binding to C3d-containing immune complexes. CD40 function appeared intact and somatic hypermutation and class switching were present.


CD24 is a GPI-linked sialoprotein that serves as a ligand for P-selectin (CD62P). It is expressed on progenitor, immature, and mature B cells. Its expression decreases in activated B cells and is lost entirely in plasma cells. Monoclonal antibodies against CD24 inhibit human B-cell differentiation into plasma cells. In mice, CD24 is also known as HSA, or heat stable antigen. Mice made deficient for CD24 show a leaky block in B-cell development with a reduction in late pre-B and immature B-cell populations. However, peripheral B-cell numbers are normal and no impairment of immune function has been demonstrated.


CD38 is a bifunctional enzyme that can synthesize cyclic ADP-ribose (cADPR) from nicotinamide adenine dinucleotide (NAD+) and also hydrolyze cADPR to ADP-ribose. It is presumed that the enzyme exists to ADP-ribosylate target molecules. CD38 is expressed on pre-B cells, activated B cells, and early plasma cells; but not on immature or mature B cells or on mature plasma cells. Antibodies to CD38 can inhibit B lymphopoeisis, induce B-cell proliferation, and protect B cells from apoptosis. CD38 knockout mice exhibit marked deficiencies in antibody responses to T-cell-dependent protein antigens and augmented antibody responses to T-cell-independent type 2 polysaccharide antigens.









Transcription factors control early B-cell differentiation


Ultimately, B-cell development is a function of differential gene expression. Deficiencies in the function of the transcription factors that regulate lymphoid-specific gene expression can thus be expected to result in abnormal B-cell development (Fig. 7.3, Table 7.2).
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Fig. 7.3 Changes in the function of genes involved in early B-cell development can reduce or prevent the production of B cells and immunoglobulin. The stage of development at which abnormal function of selected set of transcription factors, cytokines, chemokines, and signal transduction elements can influence B-cell development is illustrated. A Greek delta (Δ) or a dash (−) indicates a loss of function of the gene in question. An upward arrow (↑) indicates an increase in the function of the gene in question.






Table 7.2 Nuclear and cytoplasmic factors active in early B-cell development
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PU.1 is an ETS family loop-helix-loop (winged helix) transcription factor. ETS proteins contain a structure that binds purine-rich DNA sequences. PU.1 regulates a number of lymphoid specific genes, including CD79a (Igα), J chain, μ chain, κ chain, λ chain, RAG1, and TdT. ETS family members are relatively weak transcriptional activators and typically require the presence of other factors in order to activate or repress their target genes; PU.1 is no exception. PU.1 cooperates with PIP (LSIRF, IRF4), c-JUN, and c-FOS. PU.1 deficient mice demonstrate defective generation of progenitors for monocytes, and granulocytes as well as B and T lymphocytes, indicating a role in the generation of MPPs as well as LMPPs. PIP deficient mice lack germinal centers in peripheral lymphoid organs and exhibit defects in B-cell activation.


Ikaros and Aiolos belong to the same zinc finger transcription factor family. Both are expressed during lymphoid development, but Ikaros is expressed in stem cells and in mature lymphocytes, whereas Aiolos is only expressed after commitment to the B-cell lineage. Ikaros transcripts are subject to alternative splicing, generating several isoforms, each of which differ in their DNA binding patterns, tendency to dimerize, and their nuclear localization. Among the genes bound by Ikaros are TdT, λ14.1 (λ5), VpreB, and LCK. Ikaros deficient mice lack B cells. Aiolos deficient mice exhibit elevated levels of IgG and IgE. With age, these mice tend to develop autoantibodies and B-cell lymphomas.


The E2A locus encodes two basic helix-loop-helix transcription factors that represent two alternately spliced products, E12 and E47.10 Targets for E2A include RAG-1 and terminal deoxynucleotidyl transferase (TdT), the enzyme responsible for N addition (Chapter 4). The functions of E12 and E47 overlap. However, E47 appears to play a greater role in driving TdT and RAG-1, whereas E12 is a better activator of EBF and PAX5, and thus helps commit developing cells to the B-cell lineage. In mice with disruptions in the E2A gene, B-cell development is arrested at an extremely early stage, prior to the first transcription of RAG-1.


ID-1 has a helix-loop-helix domain, but lacks a DNA binding domain. Thus, it can function as a dominant negative factor, inhibiting the function of helix-loop-helix transcription factors, such as E2A. ID-1 is expressed only in pro-B cells. ID-1 transgenic mice have a phenotype similar to E2A knockout mice, suggesting that Id-1 can regulate E2A function.


EBF, or early B-cell factor, is a helix-loop-helix like transcription factor. EBF is expressed at all stages of differentiation except plasma cells and in mice has been shown to be critical in the progression of B cells past the early pro-B-cell stage. The developmental block in B-cell differentiation is similar to that seen in E2A mutants, suggesting that these transcription factors act co-operatively and regulate a common set of genes.


PAX5 is a paired-box, or domain, transcription factor that, among the progeny of hematopoietic stem cells, is expressed exclusively in cells of the B-cell lineage. PAX5 has both a positive and a negative effect on B-cell differentiation. In mice, B-cell precursors require Pax5 in order to progress beyond the pro-B-cell stage. The presence of Pax5 also prevents early B lineage progenitors from transiting into other hematopoietic pathways, including those leading to the development of granulocytes, dendritic cells, macrophages, osteoclasts, NK cells, and T cells.









MicroRNAs (miRNA) and B-cell development


MicroRNAs are a recently discovered class of small, noncoding RNAS that downregulate target genes at a post-transcriptional level.11 These RNAs are process from longer transcripts by the sequential action of RNA polymerase II, the nuclear nuclease Drosha and the cytosolic nuclease Dicer. Mature miRNAs are incorporated into the multiprotein RNA induced silencing complex (RISC), which repress target mRNAs by either inducing mRNA cleavage or mRNA degradation, or by blocking mRNA translation. Critical miRNAs include miR-150, miR-155, and miR-17-92. Several of these miRNAs play a role in both early and late B-cell development. Abnormal function these miRNAs can contribute to oncogenesis and immune dysfunction.









Modulation of B-cell development by chemokines, cytokines, and hormones


Stromal cells can influence the microenvironment surrounding B-cell precursors through cytokines and chemokines, which exert local effects on B-cell development (Fig. 7.3). For example, CXCL12, also known as pre-B-cell growth-stimulating factor and as stromal cell-derived factor-1 (PBSF/SCF-1), promotes pro-B-cell proliferation. Mice with a targeted disruption of this gene exhibit impaired B lymphopoiesis in fetal liver and bone marrow, and fail to undergo bone marrow myelopoiesis.12 The mechanism by which CXCL12 regulates early B-cell development remains unclear. However, disruption of its receptor CXCR4 leads to failure of in the homing of plasma cells to the bone marrow.


IL-7 has a minimal proliferative effect on human B-cell progenitors and, unlike mouse, is not essential for B lineage differentiation. Nevertheless, IL-7 enhances CD19 expression. IL-7 treatment of human pro-B cells also leads to a reduction in the expression of RAG-1, RAG-2, and TdT and thus can modulate the process of immunoglobulin gene segment rearrangement.


Interferons-α and -β (IFN-α/β) are potent inhibitors of IL-7-induced growth of B lineage cells in mice.13 The inhibition is mediated by apoptotic cell death. One potential source of IFN-α/β is bone marrow macrophages. Another macrophage-derived cytokine, IL-1, can also act as a dose-dependent positive or negative modulator of B lymphopoiesis.


Systemic hormones also regulate lymphopoiesis.14 A role for sex steroids is suggested by the reduction in pre-B cells during pregnancy. Estradiol can also alter later stages of B-cell development, promoting expansion of the marginal zone compartment. Prolactin appears to enhance production of both marginal zone and follicular B cells. Mice with a loss of function mutation in the Pit-1 transcription factor gene do not produce growth hormone, prolactin, or thyroid-stimulating hormone. These dwarf mice exhibit a defect in B-cell development that is correctable by the thyroid hormone thyroxine.15





Key Concepts


B-cell development in the periphery







[image: image] T-independent activation of naïve B cells results in terminal differentiation into short-lived plasma cells.
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B-cell development in the periphery: Differentiation and the response to antigen


The life span of mature B cells expressing surface IgM and IgD appears entirely dependent on antigen selection. After leaving the bone marrow, unstimulated cells live for only a few days. Deletion of the transmembrane/intracellular domains of the B-cell antigen receptor of mature B cells disables their survival, which indicates that signaling through the BCR is essential for their survival. As originally postulated by Burnet´s “clonal selection” theory, B cells are rescued from apoptosis by their response to a cognate antigen.


The reaction to antigen leads to activation, which can then be followed by diversification. The nature of the activation process is critical. T-cell-independent stimulation of B cells induces differentiation into short-lived plasma cells with limited class switching. T-dependent stimulation adds additional layers of diversification, including somatic hypermutation of the variable domains, which permits affinity maturation, class switching to the entire array of classes available (Chapter 4), and differentiation into the long-lived memory B-cell pool or into the long-lived plasma cell population.






BAFF and APRIL can play key roles in the development of mature B cells


B cells leave the bone marrow while still undergoing initial maturation, demonstrating progressively higher levels of IgD expression with a commensurate lowering of IgM. They need the splenic environment in order to complete this maturation process. Immigrant splenic maturing B cells pass through two transitional stages, known as transitional stages 1 (T1) and 2 (T2). Only a minority of these cells successfully make the transition, as this differentiation step is a crucial checkpoint for controlling self reactivity. Passage through this checkpoint requires the interaction of soluble B-cell activating factor of the tumor necrosis family (BAFF), with its receptor, BAFF-R, which is expressed primarily on B cells.16 Death signals triggered through interaction of the B-cell receptor with self-antigen can be counter balanced by stimulation of BAFF-R, which enhances expression of survival factors such as Bcl-2 and at the same time downregulates pro-apoptotic factors.


BAFF and a second TNF family member APRIL (a proliferation-inducing ligand) are essential factors for B-cell development and also for their long-term maintenance. With the development of plasma cells, BAFF-R is downregulated and instead the receptors TACI (transmembrane activator and calcium-modulator and cyclophilin ligand interactor) and BCMA (B-cell maturation antigen) are upregulated. In contrast to the BAFF-R these members of the TNF-R family can bind both BAFF and APRIL. APRIL can induce isotype switching in naïve human B cells; more importantly, it is a crucial survival factor supporting the longevity of plasma cells.16,17









T-independent responses


Unlike T cells, which require presentation of antigen by other cells, B cells can respond directly to an antigen as long as that antigen is able to cross-link the antibodies on the B-cell surface. Such antigens, especially those that by nature cannot be recognized by T cells (e.g., DNA or polysaccharides) can induce a B-cell response independent of T-cell help. Depending on the cytokine milieu, the B cells may even class switch, although the range of available classes appears to be restricted. B cells that are activated by antigen alone do not take part in a germinal center reaction (see below).









T-dependent responses


Activated B cells express both MHC class I and class II molecules (Chapter 5) on their cell surface. They can thus present both intracellular and extracellular antigens to CD4 T helper and CD8 T cytotoxic lymphocytes. Their role as antigen presenting cells is enhanced when they present peptides from the same antigen they have taken up with their antibodies (Chapter 7). Cognate recognition of the same antigen by both a B cell and a T cell permits each of these cells to reciprocally activate the other. In particular, T-cell-activated B cells express the co-stimulatory molecules CD80 and CD86, which are in turn required for activation of T cells via CD28, as well as their inactivation by CD152 (CTLA-4). Since B cells do not express IL-12, they do not induce expression of IFN-γ in the activated T cells, but rather favor the differentiation of activated T cells into IL-4, -5, -10, and − 13 expressing Th2 cells and IL-21 secreting T follicular helper cells (Tfh). These cytokines can support the CD40 induced expansion of memory B cells (IL-4), CD40 induced class switch recombination (CSR) to IgG4 or IgE (IL-4) and differentiation of antigen activated B cells into high affinity plasma cells (IL-21).












Organization of the peripheral lymphoid organs


Compartmentalization in the immune system facilitates efficiency and regulation of the immune response. During development, the primary and secondary lymphoid organs are built up in an organized way.18 The process involves multiple factors that play various roles in the development, maintenance, and function of the lymphoid organs.


B lymphocytes enter the secondary lymphoid organs through defined ways. Each organ exhibits a preferred route of entry.19 For example, most lymphocytes enter the spleen through the bloodstream whereas lymphocytes enter lymph nodes and Peyer´s patches through high endothelial venules. In general, lymphocyte migration and the tissue specific homing is strictly controlled by chemokines (Chapter 13). Dendritic cells, macrophages, and other highly specialized cells transport antigens from peripheral sites of entry into the secondary lymphoid organs. Within these organs, circulating lymphocytes survey available antigens. Binding to a cognate antigen activates the cell. Contact between a T cell and a B cell that have been activated by the same antigen permits initiation of a T-cell-dependent immune response.






The spleen


In the secondary lymphoid organs, T cells and B cells are segregated into clearly defined areas (Chapter 2). Figure 7.4 illustrates the pattern observed in the white pulp of the spleen. It is in these areas where the antigen-dependent B-cell activation occurs and where the cells subsequently undergo further differentiation. The marginal sinuses, the site of entry for lymphocytes, macrophages, and dendritic cells, separate the white pulp from the red pulp. These sinuses are lined with a mucosal addressin cell adhesion molecule-1 (MAdCAM-1) expressing endothelium (Chapter 11). In the marginal sinuses, one finds a specialized layer of metallophilic macrophages that are thought to control the entry of antigen into the white pulp.
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Fig. 7.4 T-cell and B-cell compartments within the white pulp of the spleen.


Most splenic T cells can be found in a compartment that surrounds the central arterioles. This compartment is also referred to as the periarteriolar lymphocyte sheath (PALS). Most splenic B cells are found in two separate compartments, the marginal zone and the follicles. The marginal zone is located next to the marginal sinuses. The primary follicles are located within, but separate from, the T-cell zones. Within these primary follicles, B cells are embedded within a network of follicular dendritic cells (FDC).




Follicular dendritic cells (FDC) are highly specialized cells that present antigen to B cells (Chapter 2). In contrast to other types of dendritic cells, FDC do not process antigen. Instead, FDC have abundant complement receptors and Ig Fc receptors that allow accumulation of antigen in the form of immune complexes within the B follicle. FDC are crucial for B-cell maintenance as well as for their activation and differentiation (see below).


Chemokines (Chapter 10) and cytokines (Chapter 9) play a major role in the organized development of the secondary lymphoid organs.20 For example, mice deficient for the B-cell chemokine receptor CXCR5 fail to develop primary B-cell follicles in the spleen. In these mice, B cells enter the spleen through the marginal sinuses just as they do in their wildtype littermates. However, B cells in these CXCR5 deficient mice fail to move into the areas where B-cell zones would normally develop. Instead, a broad ring of B cells surrounds the T-cell zone.


The proinflammatory cytokine tumor necrosis factor (TNF-α) and its receptor TNFR1 play an important role in the organogenesis of the spleen. In mice deficient for TNF-α, the marginal zones are expanded whereas the primary follicles are missing. The disruption of B-cell follicles in these mice is similar to that observed in CXCR5 deficient mice. However, in contrast to the CXCR5-deficient mouse, no network of FDC develops.


Deficiency of lymphotoxin (LTα) has even more profound effects. This can be explained by the fact that the LTα exists in two forms, a soluble homotrimer that is released from the cell membrane after cleavage and interacts with the TNFR1 molecule and a membrane bound heterotrimer LTα1/LTβ2 that interacts with the LTβ receptor (LTβR). Thus, in mice deficient for LTα, both interactions are interrupted. The expression of LTα1/LTβ2 on B cells is crucial for the organized development of lymphoid structures and hence the induction of memory humoral immune responses. LTα1/LTβ2-positive B cells by themselves are necessary and sufficient for the formation of the FDC network.18












The marginal zone provides a home for B-cell early responders


Mature B cells are not homogenous. Functionally and developmentally distinct subsets exist. In the spleen, follicular B cells have a key role in the adaptive immune response, whereas marginal zone (MZ) B cells are now seen as major players at the interface between the initial innate immune response and the delayed adaptive response.21 The ability of MZ B cells to rapidly respond to encapsulated bacteria by differentiating into antigen specific plasma cells helps keep such infections under control. MZ B cells take time to develop and are not present in young infants. The MZ becomes fully populated only after the age of two. In the physiologic absence of these MZ cells, a poor response to blood borne infections is commonly observed.22









Germinal centers


T-cell-dependent activation of follicular B cells can induce the formation of a germinal center (GC), which is the micro-environment where affinity maturation of the humoral immune response takes place. The interplay of hypermutation followed by antigen selection is the basis of affinity maturation. In the germinal center, B cells that express antibodies of high affinity are selected to develop into memory and long-living plasma cells.23


Germinal centers develop only after T-cell-dependent activation of B cells. Their full function is dependent on the interaction between CD40 expressed on B cells and CD40L (CD154) expressed on activated T cells. Patients with loss of function mutations in CD40L have high serum levels of IgM and suffer from recurrent infections (hyper-IgM syndrome, Chapter 34).24


In a primary immune response, it takes about a week for the complex GC structure to develop. In the spleen, a few days after activation of antigen specific B cells and T cells small clusters of proliferating B cells are observed at the border of the T-cell zone and the primary B-cell follicle.25 The rapidly expanding B-cell clone seems to push the naïve B cells towards the edge of the primary follicle. The naïve B cells form a mantle zone around the newly developing GC and the primary follicle changes into a secondary follicle. Subsequently, the network of FDC becomes filled with proliferating, antigen-activated B cells. In addition, an influx of antigen activated Tfh is observed. These helper cells can enter the B-cell follicle as they express the chemokine receptor CXCR5, which is normally only expressed on B cells. Thus, during the GC reaction expression of the chemokine CXCL13 by the FDC attracts both antigen activated B and Tfh cells.


About the second week after immunization, the GC matures into a classical structure that contains a dark zone and a light zone. At this stage of GC development, proliferation is restricted to the dark zone. In the network of FDC, the B cells differentiate into plasma cells and memory cells. In the fully developed GC, dividing cells are termed centroblasts, whereas differentiating cells within the FDC network are termed centrocytes.


In the dark zone, proliferating B cells activate a mechanism of somatic hypermutation.26 This is a highly specific process that is targeted towards the gene segments that encode the antigen-binding domain of the antibody molecule. Hypermutation introduces single nucleotide changes into the rearranged variable genes of the Ig molecules. Thus, within the dark zone, a clone of variants expressing antigen receptors with various affinities for the antigen is generated from a single B-cell progenitor. By chance a few of these mutations result in a receptor with higher affinity for antigen. B cells expressing such receptors are favored for activation and proliferation, particularly late in an immune response, when availability of antigen is limiting.


FDC present antigen to B cells, but only those with high affinity receptors are able to internalize the antigen via their BCR. Processing of the internalized antigen and presentation of peptides to Tfh cells are prerequisites for B-cell differentiation into memory and plasma cells. Thus, only the few B cells with high affinity receptors get adequate help.27 IL-21 provided by the Tfh cells is crucial in this differentiation phase and, since it controls the fate of the GC B cell, it is essential for affinity maturation of the immune response.28









B-1 cells


In addition to the MZ and conventional (B-2) subsets, differential expression of the cell surface molecules IgD, CD5, CD11b/CD18, CD23, and CD45 have allowed the identification of two additional peripheral B-cell subsets, B-1a and B-1b.21,22,29 “Conventional” B cells (B-2 cells) express high levels of IgM and IgD, whereas “CD5” B cells (B-1 cells) express minimal surface IgD. B-1 cells express little CD45 and virtually no CD23. They all express CD5 mRNA, although some display CD5 on their cell surface (B-1a) and some do not (B-1b).


B-1 cells seem to develop from distinct progenitors that represent a majority of B cells in fetal life.30 Accordingly, in mouse fetal liver, all B cells, and in fetal spleen, 40 to 60% of B cells are B-1 cells. Later in development, B-1 cells comprise less than 10% of the splenic IgM+ B cells. In the peritoneal cavity B-1 cells are abundant.


Natural antibodies are found in every serum. These IgM antibodies are produced by B-1 cells. They tend to have specificity for bacterial antigens as well as autoantigens. In general, they are of low affinity and polyreactivity, with self-reactivity appearing to play a role in tissue homeostasis. These antibodies also appear to provide an important and immediate defense against many infectious organisms.


The frequent presence of CD5 on chronic lymphocytic leukemia (CLL) B cells and their tendency to produce poly- and self-reactive antibodies led many to conclude that CLL was a leukemia of human B-1 cells. When it became clear that CD5 was not a definitive marker for B-1 cells in humans, considerable effort was expended searching for this elusive subset. Currently B cells that are CD20+CD27+CD43+CD70- appear to be the best candidates.4









Regulatory B cells


Although incompletely understood, a number of observations point to the existence of B cells with antibody-independent, immunosuppressive functions.31 These regulatory B (Breg) cells appear to exert their immunosuppressive effects on Th1 cells via the release of IL-10 and cell-cell contact.









Molecular mechanism of somatic hypermutation (SHM) and class switch recombination (CSR)


Immunoglobulin SHM and CSR are essential mechanisms for the generation of a high affinity, adaptive humoral immune response. They allow the generation of effector plasma cells secreting high affinity IgG, IgA, and IgE antibodies.






Somatic hypermutation


Hypermutation occurs only during a narrow window in B-cell development. The mechanism is induced during B cell proliferation within the microenvironment of the GC.32 With a high rate of about 10- 3/base pair/generation, single nucleotide exchanges are introduced in a stepwise manner into the rearranged V-region and its 3′ and 5′ flanking sequences. Mutations are randomly introduced, although there is a preference for transitions (cytidine → thymidine or adenosine → guanine) over transversions. Analysis of the pattern of somatic mutations has revealed that the sequence of the complementarity determining regions (CDRs; Chapter 4), the loops that form the antigen binding site, have been selected to form mutation hot spots.


Effective hypermutation requires the V-gene promoter and transcription enhancer sequences. Indeed, the position of the V-gene promoter defines the start of the hypermutation domain, which spans about 2000 nucleotides. Any heterologous sequence that is introduced into the V gene segment locus will become a target of the hypermutation machinery. Thus, somatic hypermutation can sometimes play a role in lymphomas and leukemias where oncogenes have been linked to Ig promoters and enhancers.









Class switch recombination


Upon transition from the immature to the mature state and leaving the bone marrow, the B cell starts to express IgD as well as IgM. Both IgM and IgD antibodies use the same VHDJH-exon and promoter (Fig. 7.5). The molecular basis of co-expression of IgM and IgD by the same B cell is due to differential termination of transcription and splicing of the primary transcripts. Although sequences have been identified that are required for the control of termination and splicing of the Cμ and Cδ transcripts, none of the proteins involved are known. The role of IgD remains unclear. In mice, targeted inactivation of IgD has shown that it is not critical for B-cell activation and differentiation. IgD−/− B cells show a slightly reduced capability for affinity maturation, but no other defect has yet been described.
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Fig. 7.5 Antibody class switch recombination.


Recombination between switch regions (Sμ and Sε) is preceded by transcription of these switch regions. Transcription is targeted by cytokines to distinct switch regions.




Unlike IgD, the other antibody classes are not stably expressed together with IgM. B cells can switch from expression of their VHDJH-exon with Cμ to expression of the same VHDJH-exon with any of the downstream CH genes (e.g., Cα1,2, Cγ1,2,3,4, or Cε) (Chapter 4). Class switching, like somatic hypermutation, is a hallmark of B-cell activation. It can be induced by T-cell-independent signals (e.g., LPS) or by signals derived from T cells (e.g., CD40L). CD40L-deficient humans (X-linked hyper-IgM syndrome; Chapter 34) are severely impaired in the expression of Ig classes other than IgM.


TATA-less promotors located in front of the switch regions respond to signals from cytokines and B-cell activation-inducing ligands, like CD40L binding to CD40 on the B cell. Transcription starting from these promoters, which starts with a small Ι-exon located between the promoter and the switch region, continues through the switch region itself, and finishes after including the entire CH gene sequence, is essential in targeting switch recombination to the transcribed switch region.


The choice of CH gene targeted for switch recombination in a particular B cell appears to be dependent on external cytokine signals. IFN-γ targets CSR to IgG2 in humans and IgG2a in mice, IL-4 to IgG4 and IgE in humans and IgG1 and IgE in mice, and transforming growth factor-β (TGF-β) to IgA in both humans and mice. Other switch targeting-cytokines have been described, although our knowledge is far from complete. It is evident however, that those cytokines central for the organization of cellular, humoral and mucosal immunity, respectively, recruit exactly those classes of antibodies that provide the most useful functions for their respective branches of the immune system.









Both SHM and CSR require activation-induced cytidine deaminase (AID)


Both molecular mechanisms, CSR and SHM are dependent on an activation-induced cytidine deaminase (AID).33 Mice deficient for this enzyme express only IgM antibodies without somatic mutations, and patients with homozygous AID loss-of-function mutations present with hyper-IgM syndrome (Chapter 34). The mechanism of action remains controversial, in particular, the targeting of the DNA modifications to the rearranged V region gene that encodes the antigen–binding portion of the antibody molecule. Recently it was shown that DNA modifications are not limited to the rearranged V-region gene.34 As AID is active on single-stranded DNA, it may target all genes that are transcribed during GC reaction. Subsequently all DNA modifications except the ones introduced into the rearranged V-region sequence undergo repairs. As a result, retained somatic mutations are concentrated on the V-regions of the BCR alone.


Hypermutation is proposed to occur in two steps.26 The mechanism is induced by AID catalysed deamination of deoxycytydine (C) to deoxyuridine (U). The mispairing of U and deoxyguanosine (G) is than processed by uracil DNA glycosilase and targeted by repair pathways. As a consequence mutations at C–G pairs are observed. In the second step, mutations at A–T pairs are induced, probably during a mutagenic patch repair of U–G mismatches introduced by AID. A number of proteins, such as MSH2 and MHS6 (homologues 2 and 6 of the E. coli MutS), polymerase η or exonuclease-1 seem to be involved, however, the mechanism is not clear.


In CSR AID is targeted to the switch regions located upstream (5´) of each CH gene. These switch regions are composed of 1 to 6 kilobase-long GC-rich repetitive sequence motifs. G–C pairs within these motifs are targeted by AID. Deamination of C and processing by uracil DNA glycosylase creates an abasic site that facilitates the introduction of double-strand DNA breaks. Joining and repair requires the presence of DNA-phosphokinases, Ku70, Ku80, and probably other members of the general double-strand repair mechanism (Chapter 4).


Both mechanisms, SHM and CSR, need to be tightly controlled, since the introduction of double-strand breaks into the DNA cannot only pose a risk to the longevity of the B cell, but also permit translocations involving and activating oncogenes.35 For example, for Burkitt lymphoma cells and for plasma cell-derived myeloma cells the translocation and ectopic expression of the c-MYC gene is an apparent consequence of abnormal SHM and CSR.












B-cell memory


One of the key features of the immune system is immunological memory for antigens encountered in the past. In humoral immune responses there are two layers of memory, long-lived B memory cells and long-lived B effector cells (i.e., the plasma cells).






Plasma cell


Immunological memory of B lymphocytes is dependent on T helper lymphocytes. While primary B-cell responses start with secreted low affinity IgM antibodies after a lag-phase of 1–2 days and only gradually develop high affinity antibodies of other classes, secondary responses start faster and with high affinity antibodies of IgM and other classes. This protective humoral memory is provided by long-lived plasma cells.35 These cells are generated in the secondary lymphoid organs and then migrate to the bone marrow or to a site affected by inflammation. In the bone marrow, plasma cells survive in highly specialized niches provided by the underlying reticular stromal cells.36 Here they can live on for long periods without further activation and proliferation, but their maintenance is dependent on survival factors such as APRIL and IL-6. Eosinophils were shown to be the main providers of these cytokines and, when they are depleted, plasma cells rapidly go into apoptosis.37


By continuously secreting antibodies, long-lived plasma cells provide the individual with long-term humoral protection. If the original antigen recurs at higher concentrations, free antigen can activate memory B cells and induce again differentiation into high affinity antibodies secreting effector plasma cells (Fig. 7.6).





[image: image]

Fig. 7.6 The two types of B-cell memory, reactive memory of memory B cells and protective memory of long-lived plasma cells.


The relative concentrations of antibody and antigen over time are indicated.











Memory B cells


Memory B cells are derived from naïve B cells activated by antigen and T-cell help in extrafollicular or germinal center reactions. The differentiation to memory B cells is critically dependent on CD40 of the B cell and CD40L expressed by T cells. Inactivation of the CD40 or CD40L genes by targeted mutation in the murine germline or by accidental mutation in humans leads to a hyper-IgM syndrome and a general lack of B-cell memory (Chapter 34). Interestingly, using CD27 as a marker for B-cell memory cells, a small fraction of IgM memory B cells have been detected in the peripheral blood of some patients with hyper-IgM syndrome. The pattern of cell surface antigen expression suggested that these cells are MZ B cells. In human, hypermutation is a mechanism that occurs during a narrow window of B-cell development in the GC. However, it seems possible that under certain circumstances the mechanism of hypermutation might be induced when B cells are activated in a T-independent response, perhaps in the gut by signals delivered through Toll-like receptors. Recent results coming from a detailed V-gene repertoire analysis support the notion that IgM memory B cells can develop independently of the GC reaction.38


Although long-term protection of the organism is provided by both memory B and plasma cells, their contribution varies from individual to individual; some individuals are protected mainly by memory B cells whereas others are primarily protected by plasma cells. This can be of vital importance in special situations such as transplantation where activation of the immune system should be avoided. For example, treatment of recipients with rituximab, a monoclonal antibody specific for CD20, depletes memory B cells; but has no effect on long living plasma cells secreting transplant specific antibodies.





Key Concepts


Abnormal B-cell development and diseases of immune function







[image: image] Failure to generate B cells or a normal repertoire of antibodies leads to humoral immune deficiency, which is commonly marked by recurrent sinopulmonary infections.


[image: image] Failure to prevent the formation of antibodies with high avidity or high affinity to self-antigens can lead to autoimmune diseases.


[image: image] The process of antibody repertoire diversification lends itself to the creation of mutations that can activate and modify oncogenes as well, leading to leukemia or lymphoma. Mechanisms include:



[image: image] RAG1/2 catalyzed juxtaposition of an oncogene to an immunoglobulin promoter or enhancer, activating the oncogene.



[image: image] AID-induced somatic hypermutation of the oncogene, altering its function.


















Development of ectopic lymphoid tissue in autoimmune disease


In immune diseases such as myasthenia gravis, Sjögren syndrome, Hashimoto disease, or rheumatoid arthritis, ectopic lymphoid tissue can develop in the affected tissue or organ. Inflammatory cytokines and the presence of B cells can support the development of additional lymphoid tissue.


The growth of ectopic lymphoid tissue in rheumatoid synovium offers an excellent example of this disease-related phenomenon. In healthy individuals, the synovium is made up by a thin lining layer of synoviocytes. In contrast, in patients with rheumatoid arthritis the diseased joint is highly infiltrated with varying numbers of T cells, B cells, plasma cells, macrophages, and dendritic cells. In the majority of patients, these mononuclear cells are dispersed loosely throughout the synovium. However, in some patients well-organized, large lymphoid structures can develop that are similar in appearance to the lymphoid follicles seen in the secondary lymphoid organs.39,40 At the center of these cell clusters one finds a network of FDC. Antigen presented by the FDC appears to activate B cells, which induces proliferation. A layer of T cells, which may support B-cell differentiation into plasma cells, surrounds the central B cells. The analysis of the V-gene repertoire expressed in synovial B cells has demonstrated that during proliferation hypermutation is activated in a pattern similar to that observed in normal secondary lymphoid organs. Thus, in rheumatoid arthritis a germinal center reaction can be induced within the synovial tissue. A central question is which antigens drive the immune response and select B cells to differentiate into memory and plasma cells. The ectopic lymphoid tissue may function as additional lymphoid tissue, in which case the immune response is no longer restricted to the peripheral lymphoid organs. Equally well, the ectopic lymphoid tissue may support a self-specific immune response. These questions remain active topics of investigation.
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T-cell development begins in the fetal liver during early embryogenesis and later continues within a specialized primary lymphoid organ, the thymus. The prominent role of the thymus in T-cell generation (thymopoiesis), which was first established in the mouse,1 is made clear through the study of DiGeorge syndrome, a rare congenital disorder characterized by varying levels of thymic dysgenesis. The level of dysgenesis correlates with T-cell numbers, with a small subset of patients with minimal thymic tissue severely immunocompromised owing to a complete lack of T cells. A landmark study by Markert et al. showed that transplantation of allogeneic thymus tissue into these patients resulted in the appearance of mature T lymphocytes, thus rescuing the T-cell deficiency.2 Similarly, in patients with FOXN1 deficiency, a primary immunodeficiency characterized by athymia, the same group has recently shown that thymus transplantation leads to T-cell reconstitution and function.3 These results have conclusively demonstrated the essential role of the thymus in T-cell development in humans.





Key Concepts


The thymus







[image: image] T cells develop in the thymus.


[image: image] The thymus consists of three major regions: the cortex, the medulla, and the corticomedullary junction.


[image: image] Progenitor cells enter the thymus at the corticomedullary junction.


[image: image] Most immature T cells, termed thymocytes, are found in the cortex.


[image: image] The corticomedullary junction contains large numbers of macrophages and dendritic cells that arise from mesodermal tissue.


[image: image] As thymocytes mature, they migrate to the medulla, in a chemokine-dependent manner.


[image: image] Mature thymocytes express either CD4 or CD8 and are found exclusively in the medulla.








Following commitment of hematopoietic stem cell (HSC) precursors to the T-cell lineage, thymocytes pass through a series of stages that can be identified by phenotypic changes in the expression of selected cell surface markers. The four predominant thymocyte populations are characterized by expression of the TCR coreceptors CD4 and CD8; the earliest of these stages is represented by CD4−CD8− double-negative (DN) cells, which can be further subdivided based on CD1A cell surface expression in humans, or CD25 and CD44 expression in mice. Co-expression of CD4 and CD8 with an αβ TCR occurs at the CD4+CD8+ double-positive (DP) stage of development. The interaction of the TCR with self peptide–MHC complexes, under conditions where they are not self-reactive, leads to the development of CD8+ single-positive (SP) or CD4+ SP cells and is discussed in more detail below.4 The fundamental stages of thymocyte development in humans and mice are shown in Figure 8.1.





[image: image]

Fig. 8.1 Species differences in thymocyte differentiation.


Fundamental thymocyte developmental stages in humans and mice are indicated with respect to established phenotypic markers and selection checkpoints. The major differences between these species are different phenotypic markers used to define the DN stages, the site of β-selection, and the inverted expression of CD4 and CD8 within the ISP populations. The site of β-selection in humans is simplified for clarity.




Thymocyte differentiation is a strictly regulated process, highly dependent on cytokines and cell–cell interactions between thymic stroma and T-cell precursors. Numerous checkpoints must be overcome before developing T cells emigrate to the periphery to generate a diverse repertoire of mature, immunocompetent T lymphocytes.






T-cell commitment from HSC precursors


T-cell differentiation in the thymus begins in progenitor cells that are the daughters of bone marrow HSCs. It is, however, important to note that HSC themselves do not appear capable of seeding the thymus under physiological conditions and those cells that naturally migrate to the thymus are not capable of supporting long-term thymopoiesis but rather promote only a single wave of short-term thymopoiesis lasting 3–4 weeks.5 Based on these experimental data, it had been concluded that long-term thymocyte differentiation requires an ongoing migration of donor progenitors from the BM to the thymus because under physiological conditions, the progenitor cells entering the thymus have a limited life span. However, under the right conditions, progenitor cells can sustain long-term T-cell production. For example, in the context of an immunodeficient mouse strain (ZAP-70-deficient) wherein there is available “space” for a precursor niche, forced intrathymic administration of hematopoietic progenitors can promote and sustain long-term thymopoiesis.6 This potential for thymic reconstitution has led to many studies aimed at elucidating the characteristics of the T progenitor cells responsible for seeding the thymus in both mice and humans.7


In humans, the CD34+ hematopoietic precursors that seed the thymus can differentiate into multiple lineages. They have the potential to give rise to T, B, and NK cells of the lymphoid compartment, and to myeloid cells such as dendritic cells (DCs) and erythrocytes.4 T-cell commitment thus occurs after entry of precursors into the thymus. The long-standing model for hematopoiesis has placed the first step in hematopoietic development as the differentiation of HSCs into either myeloid or lymphoid lineage restricted precursors, the latter known as a common lymphoid precursor (CLP). This CLP then has the ability to generate T, B, and NK cells.4 However, there is now some controversy regarding this issue as it has been reported by some investigators, and refuted by others, that progenitor cells in the murine thymus which have lost the potential to develop into B cells, but not T cells, can still give rise to myeloid cells.8–10 In humans, a CD34+ subset with a CD10+CD24− phenotype (Chapter 7) has been shown to possess the characteristics of a CLP, retaining the ability to generate B, T, and NK lineages, but having lost myeloid potential.11 These progenitors are present in cord blood and in the bone marrow, and can also be found in the blood throughout life. As such, they may constitute the proximal thymic precursor in man. Nonetheless, the question as to whether pro-T cells in the murine and human thymus retain a common T and myeloid potential will require further study.


At what developmental stage does a human precursor cell become destined to pursue a T lineage fate? Over the past few decades, the various transitional stages of T-cell development in the human thymus have been characterized as a function of phenotype, developmental potential, and status of T-cell receptor (TCR) gene rearrangements (Chapter 4). In the earliest stages of development, CD34+ early thymic progenitors (ETP) lack CD1A, a member of the CD1 family of MHC-like glycoproteins. The acquisition of this marker is strongly associated with T-cell commitment. CD34+CD1A+ pre-T cells, in contrast to their upstream CD34+CD1A− precursors, have rearrangements of TCRβ, γ, and δ loci, and appear unable to develop into non-T lineages.4


In the mouse thymus, the immature ETP expresses markers distinct from those expressed on human progenitor cells. These mouse progenitors are characterized as Lin−CD44+CD25−Sca-1+CD117c−kit+ (Lineage-negative, Sca-1+, Kit+; LSK) with only low CD127 (IL-7Rα) expression. Multipotent progenitors (MPP), retaining both myeloid and lymphoid potential, are generated from HSC and are characterized by the upregulation of the Fms-like tyrosine kinase receptor 3 (Flt3/CD135; resulting in LSK/CD135+ cells). Subsets of MPP, characterized by expression of molecules such as RAG-1 and P-selectin, can also give rise to thymic precursors. This is also the case for the more committed CLP that lack myeloid potential. At least two major CLP subsets have been identified: CLP-1 (Lin−Sca-1+CD117+/loCD127+CD135+B220−) and CLP-2 (Lin−Sca-1+CD117−CD127+CD135+B220+), with the latter thought to be the most differentiated population with T-cell potential before commitment to the B-cell lineage. It is likely that MPP are capable of directly entering the thymus and it is notable that these cells are responsible for a more extended thymopoiesis than CLP (reviewed in Bhandoola et al.).7






Orchestrating thymocyte differentiation via an interplay of Notch and IL-7 signals


Notch1 is a member of a highly conserved family of transmembrane receptors that are involved in the regulation of cell fate choices in many lineages. Interaction of Notch1 with thymic stromal cells expressing its ligand Delta like-1 (DL-1) results in the proteolytical cleavage of its cytoplasmic portion, which translocates to the nucleus to mediate transcription of target genes.12 The role of Notch1 in commitment to the T-cell lineage has been elegantly demonstrated by two ground-breaking studies. Retroviral-mediated overexpression of constitutively active Notch1 in hematopoietic precursors results in αβ T-cell development in the bone marrow, producing CD1A+ DP cells normally only present in the thymus, while concomitantly blocking B lymphopoiesis.13 Conversely, the conditional ablation of Notch1 expression causes an early block in T-cell development and results in the development of phenotypically normal immature B cells in the thymus.14


Signals mediated through Notch1,15 IL-7R,15 stem cell factor receptor (SCFR),16 and CXCR417 are implicated in the survival and proliferation of early T-cell progenitors prior to the β-selection checkpoint. This early expansion results in an increase in the number of precursor cells upon which β-selection will act, enhancing the number of different productive TCRβ gene rearrangements that will be expressed in the developing thymocyte pool.


In addition to signals transmitted through the pre-TCR complex, it has become apparent that concomitant Notch1 signaling is also critical for driving developing thymocytes through the β-selection checkpoint. Notch1 ligation by DL-1 has previously been shown to regulate rearrangement of the TCRβ gene (Chapter 4)18 and expression of pre-TCRα (pTα).19 However, in mice bypassing pre-TCR receptor formation (see below) via expression of active downstream signaling mutants does not alleviate the requirement for Notch1 in progressing through β-selection to the DP stage.20 The situation contrasts markedly in humans, where in the absence of Notch, human thymocyte precursors, including immature CD34+ cells, can efficiently proceed to a mature DP stage, albeit with a significantly reduced proliferation.21,22 The differentiation of these human thymocytes is dependent on IL-7, whereas in mice IL-7 signaling is not required.15,23


In the human thymus, high Notch activation appears to inhibit TCR-αβ differentiation, skewing human progenitors toward the γδ lineage. In order to rescue human αβ lineage differentiation, the level of Notch activation must be reduced.24 This is intriguing as in mice, TCR-γδ-expressing cells can survive and expand in the absence of Notch, whereas high Notch levels are required for TCR-αβ differentiation as described above.25


The differential responsiveness of human and murine thymocytes to IL-7 likely reflects distinct expression profiles of the cytokine receptor (IL-7Rα) itself, as well as the stage at which β-selection occurs. IL-7Rα is not expressed on post-selection murine DP thymocytes,26 but is easily detectable on the human DP subset at both the protein27,28 and mRNA levels (our unpublished observations). In agreement with these data, murine DP thymocytes fail to phosphorylate Stat5 or upregulate Bcl-229,30 following IL-7 stimulation, while human DP thymocytes show an induction of STAT5 phosphorylation in response to this cytokine (our unpublished observations). In mice, an IL-7-insensitive stage between the β-selection and positive selection checkpoints is considered to be essential for the death of unsignaled thymocytes (death by neglect). While IL-7 stimulates STAT5 phosphorylation in human DP cells, it is important to note that the level of signaling is significantly lower than that detected in SP thymocytes, with an absence of blast formation, proliferation, and GLUT1 upregulation (our unpublished observations). Thus, these results suggest that even in the presence of an IL-7R complex, IL-7-mediated signals are dampened at the DP stage of human thymocyte differentiation. It will be important to determine the nature of the factors, such as SOCS family members, that inhibit IL-7 signaling in human DP thymocytes.












Beta selection


The first of two thymocyte proliferative phases occurs in DN thymocytes prior to recombinase activating gene (RAG) expression and TCR gene rearrangements (Chapter 4).31 Importantly, CXCR4 signaling has recently been shown to play a key role in promoting the expansion of DN3 thymocytes, facilitating pre-TCR signals.32,33 β-Selection allows the further differentiation of only those precursor T cells with productive, in-frame rearrangements of the TCRβ locus mediated by expression of RAG proteins. Extensive PCR and sequencing studies performed by Joachims et al. have demonstrated that, in humans, the TCRγ and TCRδ genes are rearranged first and lead to γδ T-cell development by default. Thymocytes unable to produce a functional γδ TCR are then diverted to the αβ lineage if they subsequently undergo an in-frame TCRβ rearrangement.34 The formation of the pre-TCR constituting a nascent TCRβ chain in association with the pre-TCRα and CD3 molecules is necessary to pass the β-selection checkpoint. Indeed, failure to generate a functionally rearranged TCRβ chain at this stage of development results in thymocyte death by apoptosis. Signals derived from the pre-TCR complex trigger a maturation program within developing thymocytes that includes rescue from apoptosis, cessation of TCRβ gene rearrangement (allelic exclusion), initiation of TCRα chain rearrangement, and a proliferative expansion that accounts for over 70% of total thymic cellularity.35 Results from gene-deficient mouse models have illustrated that all components of the pre-TCR are essential for the cell to pass β-selection. In the absence of TCRβ rearrangement, due to RAG1 or RAG2 deficiency or deletion of the TCRβ loci, thymocyte development arrests at the β-selection checkpoint. The pTα, as well as the ε and γ signaling chains of the CD3 molecule, are also indispensable for differentiation beyond the pre-T stage (reviewed in Blom and Spits).4 Analysis of a CD3δ-deficient human fetus indicates that absence of the δ chain also results in an inability of thymocytes to progress beyond β-selection.36


The phenotype of thymocytes at the stage where β-selection takes place in humans is somewhat controversial, with several lines of evidence indicating that β-selection can occur in distinct populations of cells differing in CD4 and CD8 expression. Intracytoplasmic (ic) TCRβ− populations have been found in CD4+ ISP cells and in CD4+CD8α+β− early DP thymocytes, thus demonstrating that not all populations beyond the CD34+CD1A+ stage are post β-selection cells. Blom and Spits have reported that β-selection can occur at the CD4+ ISP stage, as TCRβ V-D-J recombination is present in a low level in CD4+ ISP cells and 5% of CD4+ ISP cells express TCRβ protein in their cytoplasm.4 The group of Toribio, however, located the β-selection checkpoint at a later stage, namely, in CD4+CD8α+CD8β+ cells that express a complex of TCRβ and pTα on the cell membrane.37 Thus, it appears that expression of a TCRβ protein and subsequent β-selection occur within a developmental window that is not tightly coupled to regulation of CD4, CD8α, and CD8β expression. In contrast, in mice, β-selection occurs at a precise stage of differentiation, within DN3 (CD25+CD44−) thymocytes.


The timing of the rearrangement has functional consequences. In mice, it is those DN4 cells that have undergone a productive TCRβ rearrangement that show a proliferative burst,38 whereas in humans, we have found that it is the CD4ISP and CD4hi DP immature thymocytes (characterized as TCRαβlo) thymocytes that are proliferating and express high levels of the ubiquitous glucose transporter Glut1, as shown in Figure 8.2.28 In mice, it is known that β-selection and subsequent proliferation correlate with a reversal in the polarity of thymocyte migration from the subcapsullar zone back into the cortex,39 and this requires an adherence to the extracellular matrix. In humans, the data indicate that it is the GLUT1+CD4hiTCRαβlo DP population that is associated with this critical phase of migration within the thymus.28 It will therefore be important to study the functionality of murine and human thymocyte populations based on their differentiation stage rather than based solely on the presence of cell surface markers.





[image: image]

Fig. 8.2 Identification of the GLUT1-expressing human thymocyte population.


The phenotype of human thymocytes expressing GLUT1 was monitored by flow cytometry. These cells could be characterized as a CD4hi DP thymocyte population with significant proliferation potential (approximately 50% of these cells are in the S, G2, or M phases of the cell cycle). The cells represent an early stage following β-selection as demonstrated by low levels of TCRαβ and CD3 with expression of the CD8 β chain.











Positive and negative selection


The signals generated at β-selection through the emergent pre-TCR, Notch1, and CXCR4 signals lead to extensive proliferation prior to the rearrangement of TCRα, broadening the lymphocyte repertoire by allowing multiple TCRα chains to pair with the same β chain in a mature TCR αβ heterodimer. αβ Thymocytes subsequently die from neglect unless they are rescued by a low affinity interaction of the TCRαβ heterodimer with self peptides complexed with MHC antigens that are expressed on thymic epithelial cells (Chapters 5, 6). This process of positive selection thus avoids the production of non-functional T cells that are unable to recognize self-MHC. Positive selection is affected by the deletion of genes that encode MHC molecules; mice deficient in either class I or class II MHC genes exhibit markedly decreased numbers of CD8+ and CD4+ T cells, respectively (Chapter 35).


Thymocytes expressing high-affinity receptors for self-peptide–MHC are deleted in a process known as negative selection. The effect is to prevent the differentiation and export of potentially autoreactive cells into the periphery. It has long been questioned as to how T cells that are potentially autoreactive to antigens expressed solely in other tissues are culled by negative selection in the thymus. Much evidence has accumulated over the past decade showing that the autoimmune regulator gene (AIRE) plays a critical role in tolerizing thymocytes by inducing the expression of a battery of peripheral-tissue antigens in thymic medullary epithelial cells (reviewed in Gardner et al.).40 Aire-deficient mice have reduced expression of peripheral antigens in thymic epithelial cells, and patients with mutations in the AIRE gene suffer from autoimmune polyendocrinopathy syndrome type-1 (APS-1), characterized by a spectrum of autoimmune diseases.41


There is considerable consensus that the fate of individual thymocytes is largely determined by the affinity and avidity (the product of affinity and the number of interactions) of their TCRs for the available self-peptide–MHC ligand; this process results in TCRs that are either included (positive selection) or excluded (negative selection) from the T-cell repertoire. It has been reported that the duration of TCR–ligand interactions helps to discriminate between low- and high-affinity ligands and a “zipper” mechanism initiates negative-selection signaling based on the interaction of the TCR and co-receptor molecules.42


This stringent developmental checkpoint allows less than 3% of thymocytes to pass αβ TCR selection. It is necessary for the elimination of self-reactive thymocytes, the maturation of which would result in autoimmunity. The resultant TCR signaling in CD3+CD4+CD8+ DP cells causes the termination of RAG1 and RAG2 gene expression, thereby fixing TCRα specificity. However, it is important to note that peripheral tolerance of self-reactive T cells that escape deletion is also required, and is largely facilitated by thymus-derived regulatory CD4+FOXP3+ T cells (Treg) (Chapter 15).


Treg lineage commitment branches off from conventional CD4 T-cell (Tconv) development during thymocyte maturation. Current consensus favors the model that autoreactivity is a primary determinant of intrathymic Treg specification. This hypothesis is consistent with observations that Treg and Tconv TCR repertoires are largely distinct in mouse models (reviewed in Ohkura and Sakaguchi).43 However, as TCR transgenic systems of self-antigen-driven intrathymic Treg development show that substantial negative selection of cells of the respective specificity also occur, other thymocyte intrinsic or extrinsic parameters are expected to influence the clonal deletion versus Treg cell fate decision (reviewed in Wirnsberger et al.).44


Strong evidence favors a “functional avidity” model according to which Treg specification occurs within an avidity window between positive selection and clonal deletion. Functional avidity incorporates determinants of the interaction between thymocyte and APC that extends beyond TCR affinity and number of peptide–MHC ligands, for example, co-stimulatory interactions or APC intrinsic properties, which may feed into signal integration by developing thymocytes.44






Lineage commitment


Following the successful rearrangement of an αβTCR, developing thymocytes undergo a lineage “choice” by differentiating into either CD4 helper or CD8 cytotoxic T cells. The cellular and molecular mechanisms regulating lineage fate have been arduously debated during the past 20 years. But it is important to note that almost all the proposed models have been based on experiments performed in mice.45 This process is functionally important as the maintenance of the proper number and proportion of CD4+ and CD8+ T cells is essential for optimal host defense.


Early investigations led to the “instructive model” of lineage choice, which posits that co-engagement of the TCR and CD4 or CD8 initiates qualitatively or quantitatively distinct signals that direct downregulation of the inappropriate co-receptor and lineage choice. By expressing chimeric CD8/CD4 co-receptor transgenes in CD8α knockout mice, the Singer lab challenged the underpinnings of the instruction model, demonstrating that the identity of the co-receptor tail (CD4 or CD8) quantitatively influences the number of SP T cells generated, but does not alter the CD4/CD8 lineage decision. An alternative stochastic/selective model proposes that co-receptor downmodulation is a random process independent of TCR specificity, and thymocytes terminating the necessary co-receptor molecule for their TCR are subsequently eliminated as a result of inefficient TCR signaling. As a result, only thymocytes with correctly matching TCR and co-receptor molecules would survive to differentiate into mature T cells. This hypothesis no longer seems tenable as dead-end thymocytes expressing incorrect co-receptor–TCR combinations do not seem to occur in sufficient numbers to agree with the predictions of the model. Moreover, both the instructive and stochastic models are based on the premise that lineage commitment occurs in TCR signaled DP thymocytes simultaneously with positive selection, thus resulting in irreversible silencing of the opposite co-receptor gene. The discovery that signaled DP thymocytes initially terminate CD8 transcription even when differentiating into CD8+ T cells challenged this central paradigm and led to the now widely accepted “kinetic signaling” model of lineage commitment (reviewed in Singer et al.).45


The kinetic signaling model postulates that cell fate is determined by the duration of positive selection signaling. In this model, proposed by Alfred Singer and colleagues, DP thymocytes, regardless of their MHC specificity, respond to TCR-mediated positive selecting signals by terminating Cd8 gene expression and are thus converted into CD4+CD8− intermediate thymocytes, making CD4 the initial choice of co-receptors. If positively selecting TCR signals are sustained, CD4+CD8− intermediate thymocytes continue down the CD4+SP T-cell differentiation pathway. For CD4+CD8− cells interacting with MHC class I molecules, however, the downmodulation of CD8 at the CD4+CD8− stage will lead to diminution, or loss, of TCR signaling. The resulting impairment of positively selecting TCR signals causes class I-restricted CD4+CD8− cells to begin to transcribe Cd8 again, and to terminate CD4 transcription (an event referred to as “co-receptor reversal”), thus switching them into the CD8+SP T-cell differentiation pathway.


The cytokine IL-7 is crucial for mediating this co-receptor reversal and differentiation of mature CD8+SP T cells.46 The kinetic signaling model is strongly supported by experiments showing that when CD4 protein expression is placed under the control of CD8 transcriptional regulatory elements, class II-restricted cells undergo a complete shift in commitment to the CD8 lineage with expression of the Runx3 cytotoxic lineage factor, despite the MHC-II specificity and CD4 dependence of their TCRs.47 Thus, T cells follow the CD4 differentiation pathway when TCR signaling persists, whereas IL-7 signaling promotes CD8 T-cell differentiation (Fig. 8.3).





[image: image]

Fig. 8.3 The kinetic signaling model of lineage choice in mice.


Positively selected DP thymocytes terminate Cd8 gene expression and appear to be phenotypically CD4+CD8low. Under conditions where TCR signaling persists, due to an interaction with antigen presented by MCH–class II, IL-7 signaling is blocked and CD4 differentiation continues. However, under conditions wherein the selected TCR interacts with antigen presented by a MHC–class I complex, TCR signaling is disrupted, promoting IL-7 signaling and Runx3 expression. In mice, this cascade has been shown to result in the subsequent transcription of the Cd8 gene, and the differentiation of CD8 cytotoxic cells.


(Adapted from A. Singer and colleagues.45)





Several of the mechanisms responsible for translating alternative TCR signals into alternative developmental programs of gene expression have been elucidated in the past few years. Transcription factors known to control the emergence of CD4 and CD8 lineages have been identified and include the zinc finger proteins ThPOK (T-helper inducing POZ-Kruppel factor) and Gata3 (for CD4), and the Runx factors Runx1 and Runx3 (for CD8). Constitutive expression of ThPok during thymic development restores normal development of class II-restricted T cells to the CD4 lineage in mice lacking this transcription factor and also causes a redirection of class I-restricted cells to the CD4 lineage. Furthermore, the binding of Runx3 to the ThPOK locus acts to repress ThPok expression and is required for development of CD8 T cells (reviewed in Naito and Taniuchi).48





Key Concepts


T-cell development in the thymus







[image: image] The CD34+ early thymic progenitors (ETP) that reach the thymus can initially differentiate into multiple hematopoietic lineages, but later differentiate into precursors restricted to the lymphoid lineage.


[image: image] In order to reach the mature T-cell stage of development, T cells must successfully rearrange a pair of genes that encode a heterodimeric T-cell receptor (TCR) (αβ or γδ) and survive thymic selection. Only 3% of thymocytes survive this process.


[image: image] For the majority of T cells, the stages of T-cell development can be defined by the status of rearrangement and expression of TCRα and β, and CD4/CD8 expression proceeding by: CD4−CD8− → CD4+CD8+ → either CD4−CD8+ (cytotoxic T cells) or CD4+CD8− (helper T cells).


[image: image] TCRβ rearrangement begins in CD4−CD8− cells, with TCRα expression occurring in the CD4+CD8+ cells.


[image: image] Lineage choice results in the differentiation of mature CD4 and CD8 thymocytes interacting with MHC class II- and class I-presented antigens, respectively.


[image: image] Notch1 signaling is critical for progenitor cell survival and proliferation and for driving developing thymocytes through the β-selection checkpoint.


[image: image] Positive selection results in the survival of only those thymocytes wherein the TCR on the surface of a developing thymocyte interacts with self-peptides complexed with MHC antigens.


[image: image] Negative selection results in the deletion of thymocytes with high-affinity TCRs; this prevents the differentiation of autoreactive T cells.


[image: image] Thymus-derived regulatory CD4+FoxP3+ T cells (Treg) regulate peripheral tolerance by controlling self-reactive T cells that escape deletion.















Thymocyte migration and export


The thymus consists of many lobules, each of which has an inner medulla surrounded by an outer cortex. Studies in the mouse by Petrie and colleagues49 have shown that an intricate movement through well-defined thymic regions occurs during thymocyte development, with lymphoid progenitors initially entering the thymus at the corticomedullary junction, then migrating to the subcapsular zone, which is located just under the outer border of the cortex. Here, thymocytes undergo β-selection-induced proliferation and differentiate into CD4+CD8+ DP cells, a phase that correlates with a reversal in the polarity of thymocyte migration from the subcapsular zone back into the medulla, where the final stages of T-cell development take place (reviewed in Blom and Spits).4 Signals mediated via the CCR7 chemokine receptor are essential for the cortex-to-medulla migration of positively selected thymocytes in the thymus. The diverse nature of chemokines, adhesion molecules, and their receptors involved in thymocyte migration have been at least partially elucidated, and include the chemokines CXCL12, CCR19, and CCR21, P-selectins, recognition of VCAM1 and peptide–MHC on thymic epithelial cells, and signals mediated via the sphingosine 1-phosphate type 1 (S1P1) receptor (reviewed in Takahama50 and Love and Bhandoola).51 The spatial journey of a thymocyte is thus, like all other processes and stages of thymopoiesis, dependent upon a multitude of interactions with other cells and soluble factors. Once mature CD4+ SP and CD8+ SP cells have completed their intrathymic differentiation, they undergo thymic export via blood vessels at the corticomedullary junction to the periphery, generating a diverse repertoire of mature, immunocompetent T lymphocytes.





Clinical Relevance


Abnormalities of T-cell development







[image: image] The importance of the thymus is underscored by the complete absence of T cells in patients in whom a thymus has failed to develop (e.g., complete DiGeorge syndrome, FOXN1 deficiency).


[image: image] T-cell development can be abrogated by the accumulation of toxic metabolites, such as seen in adenosine deaminase or purine nucleoside phosphorylase deficiencies.


[image: image] T-cell development requires expression of T-cell receptors (TCR); hence, loss-of-function mutations in RAG and associated genes typically results in the absence of T cells.


[image: image] T-cell survival and development require signal transduction through the TCR signaling complex and associated co-receptors; hence, loss-of-function mutations in TCR-CD3 components typically result in T-cell deficiency or dysfunction.


[image: image] The autoimmune regulator gene (AIRE) plays a critical role in tolerizing thymocytes; mutations in AIRE result in an autoimmune polyendocrinopathy (APS-1), characterized by a spectrum of autoimmune diseases.
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Key Concepts


Cytokine characteristics







[image: image] Cytokines have pleotropic effects: they may have more than one receptor.


[image: image] Cytokines can be redundant—their receptors often share subunits.


[image: image] Cytokines can have specific and unique functions—their receptors typically have ligand-specific subunits as well.








Cytokines play pivotal roles in controlling the development and functions of a variety of immune and non-immune cells. They are of particular interest to immunologists because of their importance in immune regulation, their role in disease pathogenesis, and, increasingly, treatment. One of the barriers to learning about cytokines is the complicated nomenclature and system of classification. In part, this reflects the nonspecificity of the term cytokine. It does not encompass a class of factors that are structurally or functionally related: rather, it includes a number of different factors produced by lymphoid and non-lymphoid cells that mediate intercellular communication. The confusion in terminology arises partly from the history of the field. The various cytokines were discovered by researchers in several disciplines and many marked their cytokine with their original set of interests.


The term lymphokine was originally used to denote products of lymphocytes,1 but Cohen et al.2 coined the word cytokine to emphasize the point that these factors need not be made by one specific cell source. This was an important insight, because many immunologically relevant cytokines are made by nonlymphoid cells. Later, the term interleukin was introduced to emphasize the importance of these factors in communication between leukocytes.3 Although this designation has remained in use, it is similarly inaccurate.


Cytokines can be defined operationally as polypeptides secreted by leukocytes and other cells that act principally on hematopoietic cells, the effects of which include modulation of immune and inflammatory responses. However, there are clear exceptions to even this broad definition. Some definitions distinguish cytokines from hormones and growth factors, which act on non-hematopoietic cells. Thus, cytokines are typically characterized as factors made by more than one cell type and act locally, whereas hormones are secreted by specialized cells and act at a distance on a restricted set of target cells. Although many cytokines act locally in an autocrine or paracrine fashion, some do enter the bloodstream and can act in a typical endocrine fashion. Consequently, the boundary between cytokines and hormones is rather indistinct. In fact, classic hormones such as growth hormone (GH), prolactin (PRL) and erythropoietin (EPO) are clearly cytokines, as is one of the newest hormones, leptin, as evidenced by the type of receptor they bind and their modes of signaling. Clear functional similarities and evolutionary relationships exist among these families of molecules that act on the immune, hematopoietic, endocrine and nervous systems.


A major challenge in discussing cytokines is their classification. One way is to group the factors by function. However, an important characteristic of cytokines is that they are often pleiotropic in their effects. They can have multiple target cells and consequently multiple actions. Second, structurally dissimilar cytokines can have overlapping but typically non-identical actions, a given effect often being mediated by several different cytokines. This is termed cytokine redundancy. Finally, a single cytokine frequently induces or influences the action of other cytokines, and can function synergistically. Thus understanding the exact properties of a given cytokine is a challenge. However, this complexity of cytokine action has been simplified to an extent by the generation of cytokine gene targeted mice.


The complexity in terms of action provides a strong rationale for an alternative nosology, and that is to group cytokines according to the type of receptor that they bind rather than by their function. This classification is also useful because it reflects the evolutionary relatedness of cytokines, growth factors, and hormones, and emphasizes similarities in modes of signal transduction. The classification used in this chapter is adapted from Vilcek4 and includes the following receptors: the so-called type I (hematopoietin family) and type II (interferon family) cytokine receptors, tumor necrosis factor (TNF) family receptors, interleukin (IL)-1 receptor and the related Toll-like receptors (TLRs), IL-17 receptors, receptor tyrosine kinases, and the TGF-β family receptor serine kinases (Table 9.1, Fig. 9.1). A sixth group of cytokines, better known as chemokines, are considered to form a separate family in view of the structure of their seven transmembrane domain receptors (Chapter 10). This chapter reviews in detail only a selected set of cytokines with important immunological functions.




Table 9.1 Cytokines classified by receptor families
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Fig. 9.1 Schematic representation of prototypical receptors from five of the major cytokine receptor superfamilies.








Type I and II cytokine receptors (hematopoietin family and interferon receptors)






Ligand and receptor structure


Cytokines (Table 9.1) that bind the class of receptors termed the type I or hematopoietic cytokine receptor superfamily include hormones such as EPO, thrombopoietin (TPO), PRL, GH, and leptin; colony-stimulating factors (CSF) such as granulocyte (G)-CSF, granulocyte–macrophage (GM)-CSF; and interleukins (IL)-2–IL-7, IL-9, IL-11–IL-13, IL-15, IL-21, IL-23, IL-27, IL-31, and IL-35. Also included in this family are ciliary neurotrophic factor (CNTF), leukemia inhibitory factor (LIF), oncostatin M (OSM), and cardiotropin 1 (CT-1). Closely related are the interferons (IFN-α, -β, -τ, -ω, limitin) and IL-10-related cytokines, IL-19, IL-20, IL-22, IL-24, IL-26, and the interferon-related cytokines IL-28A (IFN-γ2), IL-28B (IFN-γ3), IL-29 (IFN-γ1), which bind type II receptors. The ligands and receptors in this superfamily are structurally similar and utilize related molecules for signal transduction.5


A central feature of type I cytokines is a similarity in their basic structure. Each contains four anti-parallel α helices with two long and one short loop connections arranged in an up–up–down–down configuration. Because of this structure, these cytokines have also been referred to as the α-helical bundle cytokine family.


Structurally, the receptors in the type I family have conserved cysteine residues, a conserved Trp–Ser–X–Trp–Ser motif (where X indicates any amino acid), and fibronectin-like repeats in their extracellular domains. These receptors have a single transmembrane domain and divergent cytoplasmic domains. Within the cytoplasmic portion of these receptors two segments of homology can be discerned, termed the Box 1 and Box 2 motifs. The membrane proximal domain binds Janus kinases (JAKs; see below). Some of the cytokine receptors are homodimers, such as the receptors for EPO, TPO, PRL, and possibly leptin; whereas other receptors for type I cytokines are heterodimers, containing two distinct receptor subunits. Based on this characteristic, the type I family of receptors can be divided into subfamilies. Each member of the subfamily uses a shared receptor subunit in conjunction with a ligand-specific subunit. For example, the receptors for IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 all use a common cytokine γ chain, γc (Table 9.1), whereas a common β chain, βc, is shared by IL-3, IL-5, and GM-CSF. Similarly, gp130 is a shared subunit for IL-6 family cytokines (IL-6, IL-11, IL-27, CNTF, LIF, OSM and CT-1). IL-12 and IL-23 also share a receptor subunit, as do members of the IL-10 family.


Other levels of shared receptor usage also exist. For example, the receptors for LIF, CNTF, OSM, and CT-1 all share the LIF receptor subunit, IL-31 and OSM also share one receptor chain; whereas IL-2 and IL-15 utilize the same β and γc chains. Conversely, IL-4 can bind two different receptor complexes. The classic IL-4 receptor is composed of the IL-4Rα chain and the γc chain. Additionally, IL-4 can also bind the IL-13 receptor, which comprises a heterodimer of the IL-4Rα chain and the IL-13Rα chain. IL-13 only utilizes the IL-13 receptor complex for signaling.


The utilization of common receptor subunits explains the phenomenon of shared biological activities (cytokine redundancy) between cytokines that belong to the same subfamily. Within a subfamily, actions distinct for each cytokine can be attributed, at least in part, to the ligand-specific subunits. The pleiotropic effects of a single cytokine can be accounted for by the existence of more than one receptor for that cytokine.






Family members and their actions






Homodimeric receptors


Many of the cytokines that use homodimeric receptors are classic hormones. These include the factors GH, PRL and leptin. Several hormones that regulate hematopoiesis also exist as homodimers. EPO, for example, is required for erythrocyte growth and development and is widely used to treat anemia. Similarly, TPO is required for megakaryocyte development and may have a use in the treatment of thrombocytopenia. G-CSF regulates the production of neutrophils through its action on committed progenitor cells, but also supports the survival of mature neutrophils, enhancing their functional capacity. G-CSF is widely used clinically to treat patients with granulocytopenia. As one would predict, G-CSF-deficient mice have marked neutropenia, and mutations of the G-CSFR result in severe congenital neutropenia in humans.









Cytokine receptors utilizing gp130


gp130 is a receptor component for IL-6, IL-11, IL-27, and IL-31, as well as for several cytokines that are important in development.6 Targeted disruptions of the gp130 gene are lethal in early embryogenesis. The mice exhibit defects in myocardial, hematologic, and placental development. LIF binds to a receptor that comprises gp130 in association with the LIF receptor (LIFR), as do the cytokines OSM, CNTF, and CT-1. Targeted disruptions of the LIFR gene are also embryonically lethal, creating defects in placental architecture and developmental abnormalities in neural tissue and bone. Targeted disruptions of LIF lead to failure of blastocyst implantation. Another critical role of LIF is the maintenance of stem cell pluripotency in culture.









Interleukin-6


The IL-6 receptor (IL-6R) consists of an 80-kDa IL-6 binding protein (α chain) (CD126) and gp130. IL-6 has a wide array of biological actions on both lymphoid and non-lymphoid cells. It is important in host defense and in inflammatory responses. Accordingly, IL-6-deficient mice are highly susceptible to infection by Candida and Listeria. IL-6 is an important growth and differentiation factor for B cells, inducing the production of immunoglobulin, including IgE. IL-6–/– mice have normal numbers of B cells, but have a reduced immunoglobulin response to neoantigen and a marked reduction in IgA production. IL-6 also promotes T-cell growth and differentiation. Consequently, IL-6–/– mice have reduced numbers of thymocytes and peripheral T cells. IL-6 is important for Th17 differentiation, and the cytotoxic T-cell response to viruses. IL-6 functions synergistically with IL-3 in hematopoiesis, and IL-6-deficient mice have reduced numbers of progenitor cells.


IL-6 serves as a major inducer of fever and the synthesis of acute-phase proteins (fibrinogen, serum amyloid A, haptoglobin, C-reactive protein, etc.) in the liver. The elevation of the erythrocyte sedimentation rate (ESR) in inflammatory disease largely reflects the accelerated synthesis of these proteins, and IL-6-deficient mice are defective in this response. Following exposure to IL-6, the liver reduces synthesis of albumin and transferrin and initiates hepatocyte regeneration. IL-6 induces adrenocorticotrophic hormone and anterior pituitary hormones such PRL, GH and luteinizing hormone. IL-6 also plays a role in osteoporosis by affecting osteoclast function. For example, IL-6-deficient mice are protected from bone loss following estrogen depletion.


Unlike many cytokines, IL-6 can be detected in the serum, although baseline levels are low in the absence of inflammation. However, IL-6 is rapidly produced in response to bacterial and viral infections, inflammation, or trauma. Patients with rheumatoid arthritis, cardiac myxoma, Castleman's disease, and other autoimmune diseases have high serum levels of IL-6. This cytokine may also contribute to malignancies such as multiple myeloma.


IL-6 is produced by a range of cell types, but its expression in mononuclear phagocytes has been well documented. Stimulation of monocytes with IL-1, TNF, or LPS stimulates the expression of IL-6, whereas IL-4 and IL-13 inhibit its production. The promoter of the IL-6 gene contains a number of binding sites for the following transcription factors: nuclear factor-κB (NF-κB), nuclear factor for IL-6 (NF-IL-6, or CCAAT element-binding protein), activator protein-1 (AP-1), cAMP response element-binding protein (CREB), and the glucocorticoid receptor.









Interleukin-11


IL-11 and its receptor are widely expressed. It stimulates stem cells, megakaryocytes, myeloid precursors and erythroid precursors, as well as promoting B-cell differentiation. It also acts on non-hematopoietic cells, including bone and liver. IL-11 is induced by pro-inflammatory cytokines (IL-1, TNF) and by TGF-β.









Interleukin-27


IL-27, like IL-12, is composed of two subunits designated EBI3 and p28. It signals through a receptor comprising gp130 and WSX-1/TCCR (T-cell cytokine receptor), which is expressed on naïve CD4 T cells. IL-27 promotes Th1 differentiation, but also has essential anti-inflammatory properties.7 It inhibits Th17 differentiation and enhances IL-10 production.









Cytokine receptors utilizing the βc chain


The cytokines IL-3, IL-5 and GM-CSF all bind to receptors that share a common βc receptor subunit (common β subunit). Each of the individual receptors for these cytokines has a ligand-specific α subunit. Mice, but not humans, have a second β chain, βIL3. This species-specific redundancy may explain why gene targeting of βc in the mouse did not result in loss of IL-3 responses, although βc-null mice did have reduced GM-CSF and IL-5 responses.









Interleukin-3


IL-3 binds to a receptor composed of a unique IL-3Rα subunit and the common βc subunit. IL-3 synergizes with other cytokines to stimulate the growth of immature progenitor cells of all lineages, and is therefore a multi-lineage colony-stimulating factor (CSF). It prevents cell death and promotes the survival of macrophages, mast cells, and megakaryocytes. IL-3 is produced mainly by lymphoid cells, but also by mast cells and eosinophils. IL-3-deficient mice have no obvious defect in hematopoiesis, suggesting that the major role of IL-3 in vivo may be in the response to stress.









Interleukin-5


IL-5 is unusual among cytokines in that it is a disulfide-linked homodimer, with each component containing three α-helical bundles. Its major action is to promote the growth, differentiation, and activation of eosinophils. As such, it is very important in pathogenesis of allergic disease. IL-5–/– mice fail to develop eosinophilia in response to parasitic or aeroallergen challenge. Remarkably, these mice exhibit minimal signs of inflammation and damage to the lungs. IL-5 deficiency does not affect the worm burden of infected mice, indicating that eosinophilia per se may not play an essential role in the host defense against helminths. Both IL-5 and IL-5R knockout mice have decreased numbers of CD5+ B cells (B-1 cells), concomitant with low serum concentrations of IgM and IgG3. IL-5 is produced by activated helper T cells of the Th2 phenotype (see below), mast cells, and eosinophils in an autocrine manner.









Granulocyte–Macrophage-CSF


GM-CSF acts on hematopoietic precursors to support myelomonocytic differentiation. It activates mature neutrophils and macrophages, increasing their microbicidal activity and inducing the production of pro-inflammatory cytokines. Along with IL-4 and IL-13, GM-CSF is a major stimulatory cytokine for the in vitro production of dendritic cells (DCs). GM-CSF induces proliferation and activation of eosinophils and upregulates adhesion molecules on fibroblasts and endothelial cells. Homozygous inactivation of the GM-CSF gene in mice, however, does not affect steady-state hematopoiesis. Instead, these animals develop alveolar proteinosis and lymphoid hyperplasia, which is not due to a detectable infectious agent. βc–/– mice also develop alveolar proteinosis, characterized by the accumulation of surfactant in the lungs. A similar defect may be responsible for disease in a subset of humans with this abnormality.


The production of GM-CSF can be induced by pro-inflammatory cytokines and LPS. Unsurprisingly, GM-CSF is made by activated lymphocytes and other stimulated cells. GM-CSF is not ordinarily detectable in blood except under pathologic conditions such as asthma. GM-CSF has been used clinically to treat chemotherapy-induced neutropenia, especially in the context of certain infections (e.g., fungal). It has also been tested in myelodysplastic syndrome and aplastic anemia.









Cytokine receptors utilizing the γc chain


The cytokines IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 all bind to receptors that share a common γc receptor subunit. The γc subunit and the ligand-specific subunits are expressed predominantly on lymphocytes, although they can be found on other hematopoietic cells as well. Proof of their importance was provided when it was shown that mutation of the γc gene was responsible for X-linked severe combined immunodeficiency (SCID), which is characterized by a lack of T cells and NK cells, and poorly functioning B cells (Chapter 35).8 This disorder, which has proved to be the most common form of SCID in humans, is thus designated as a T−B+ SCID. γc knockout mice were found to also have a SCID phenotype, although one that, unlike human, lacked B cells. The lack of γc abrogates signaling by all of the cytokines that utilize this subunit (IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21), but the lack of IL-7 signaling is predominantly responsible for the SCID phenotype. Thus, the lesser importance of IL-7 signaling in human B-cell development probably explains the less severe block on B-cell function seen in patients with X-linked SCID.









Interleukin-2


The IL-2 receptor consists of three subunits, α, β, and γc. The latter two are members of the type I cytokine receptor family. NK cells constitutively express these latter two subunits and respond to high doses of IL-2, whereas in T cells the IL-2Rα subunit is induced upon activation, where it creates a high-affinity receptor for IL-2. IL-2Rα is also inducible in activated monocytes and B cells. IL-2Rα, however, is not a member of the type I cytokine receptor family. Rather, it resembles members of the complement family and IL-15R (see below). Thymocytes express high levels of IL-2Rα, but a role of IL-2 in thymic development is not evident with IL-2 and IL-2Rα-deficient mice exhibiting normal thymocyte development.


IL-2, one of the first cytokines to be intensively studied, is produced principally by activated T cells and is a prototypical autocrine T-cell growth factor that is required for progression from the G1 to the S phase of the cell cycle in T cells activated in vitro. It is an important factor in determining the magnitude of T-cell and NK-cell responses, augmenting the cytolytic activity of T and NK cells and inducing IFN-γ secretion. IL-2 is also important in programming CD8 memory T cells, which undergo secondary expansion in viral infections.9 IL-2 is a growth factor for B cells and induces class switching. It also activates macrophages. Targeted deletion of the genes encoding IL-2, IL-2Rα, and IL-2Rβ yielded surprising phenotypes. T-cell development in these mice appears normal, but they succumb to autoimmune and lymphoproliferative disease, pointing to the existence of a separate, in vivo role of IL-2 whose function is to maintain lymphoid homeostasis and thus help prevent autoimmune disease.10 IL-2-deficient mice develop massive enlargement of peripheral lymphoid organs, hemolytic anemia, inflammatory bowel disease, and infiltrative granulopoiesis. In addition, they have high levels of IgG1 and IgE. Paradoxically, their T cells proliferate poorly in vitro in response to either polyclonal activators or antigen-specific signals. A similar phenotype is seen in humans with IL-2Rα mutations.


Whereas the T-cell hyperplasia and tissue infiltration observed in IL-2 or IL-2Rα chain-deficient individuals was originally thought to be due to a defect in the re-stimulation-induced cell death of activated T cells, abnormal regulatory T (Treg) cell function may provide an alternative mechanism (Chapter 15). Naturally arising Treg cells in both mice and humans express high levels of IL-2Rα, and maintenance of peripheral Treg cell numbers has been shown to be dependent on IL-2.11 In addition, IL-2 inhibits Th17 differentiation.


IL-2 is produced almost exclusively by activated T cells. It is rapidly induced upon recognition of foreign antigen. Indeed, IL-2 production is one of the key indicators of T-cell activation. The IL-2 promoter has been extensively characterized and contains binding sites for nuclear factor of activated T-cells (NFAT), AP-1, and NF-κB. IL-2 production is also regulated by stabilization of its mRNA.


IL-2 has been used in a number of clinical circumstances, both to treat malignancies and to boost CD4 T-cell counts in HIV. The clinical utility of IL-2 therapy is limited by its toxicity, two important manifestations being hepatic dysfunction and the so-called capillary or vascular leak syndrome. On the other hand, anti-IL-2Rα monoclonal antibodies, daclizumab and basiliximab, are used to prevent rejection of allotransplants. Polymorphisms of IL-2Rα are associated with multiple sclerosis.









Interleukin-4


Two classes of IL-4R appear to exist.12 One consists of the IL-4Rα subunit in conjunction with γc and is expressed on hematopoietic cells. The other, a “type II” receptor, appears to consist of the IL-4Rα subunit in association with the α chain of IL-13R. This latter receptor appears to be widely expressed. However, two IL-13R subunits have been cloned, so the exact composition of the type II IL-4R remains uncertain. The existence of two receptors helps explain why IL-4 has diverse actions on both hematopoietic and non-hematopoietic cells. The loss of IL-4Rα would be predicted to block the actions of both IL-4 and IL-13, which could explain why gene targeting of IL-4Rα leads to a more severe phenotype than that observed in IL-4-deficient mice. Polymorphisms of IL-4Rα have been reported to be associated with a propensity towards atopy.13


In general, IL-4 serves to promote allergic response and to inhibit cell-mediated immune responses. Among the most important roles of IL-4 is its ability to promote differentiation of naïve CD4 T cells into a subset that produces IL-4 and IL-5.14,15 These cells are denoted the so-called T-helper 2 (Th2) subset, as opposed to T-helper 1 (Th1) cells, which produce lymphotoxin-α and IFN-γ (Chapter 16). In conjunction with CD40 activation, IL-4 also promotes B-cell proliferation and class switching, particularly to IgG1 and IgE in mice and to IgG4 and IgE in humans. Mice deficient in IL-4 have normal B lymphopoiesis, but marked reductions in IgG1 and IgE production in response to parasites. However, these mice have residual Th2 responses, because IL-13, which also binds IL-4Rα, can partially compensate for the defect.


IL-4 also upregulates the expression of surface IgM, MHC class II, and CD23 on B cells. In conjunction with GM-CSF, it is also a growth factor for mast cells and basophils, as well as a potent inducer of DC differentiation. IL-4 inhibits macrophage activation and the production of pro-inflammatory cytokines. It antagonizes the effects of IFN-γ, blocks cytokine-induced proliferation of synoviocytes, downregulates the expression of adhesion molecules, and antagonizes the induction of some acute-phase reactants in hepatocytes by IL-6.


IL-4 is made by the Th2 subset of CD4 T cells, basophils and mast cells. A minor population of NK1.1+ CD4 T cells also produces large amounts of IL-4. Based on the tight regulation of IL-4 production, the IL-4 promoter has received considerable attention. A number of transcription factors appear to be important in regulating IL-4 production, including NFAT, NF-IL6, C/EBP, c-MAF, and GATA-3. The IL-4 promoter has a Stat6 binding site, which is consistent with the fact that IL-4 regulates its own expression. Epigenetic control and chromatin remodelling are also important aspects.16


Clinically, IL-4 has been tested in the treatment of malignancies and some autoimmune disorders. The ability of IL-4 to generate DCs is being exploited in the use of tumor vaccines. Conceivably, soluble IL-4R might also be useful in the treatment of allergic disease.









Interleukin-7


The IL-7 receptor consists of the IL-7Rα chain (CD127) in association with γc. It is expressed on both immature and mature thymocytes. Humans with loss-of-function mutations of IL-7Rα have T−B+ SCID but, unlike individuals with γc mutations, display normal NK-cell development (Chapter 35).8 Gain-of-function mutations of the IL-7Rα chain result in constitutive JAK1 signaling and cell transformation, and give rise to T cell acute lymphoblastic leukemia.17


IL-7Rα expression is tightly regulated during thymocyte development (Chapter 8). IL-7 plays an important role in both developing thymocytes and mature T cells. It is expressed in double-negative thymocytes, downregulated in double-positive cells, and then re-expressed in single-positive thymocytes. It is also expressed in mature peripheral T cells. This may be a reflection of its anti-apoptotic effects, which are attributable to the induction of Bcl-2 family members. IL-7 promotes the growth of thymocytes, as well as the expression and rearrangement of TCR genes and the expression of RAG1 and RAG2 (Chapter 4). IL-7Rα is expressed on cutaneous T-cell lymphomas, which also produce this cytokine; thus the autocrine response to IL-7 may contribute to the growth of these tumors.


IL-7- and IL-7R-deficient mice exhibit impairments in both T- and B-cell development. Postnatal B-cell development in IL-7–/– mice is blocked at the transition to pre-B cells and is arrested even earlier in IL-7Rα–/– mice. This suggests that IL-7Rα binds a cytokine other than IL-7, perhaps the thymic stroma-derived lymphopoietin. Why these abnormalities do not occur in humans with IL-7Rα mutations is not clear; presumably a factor that does not bind IL-7R regulates this step in human B-cell development.


IL-7 is produced by a wide variety of cells, including marrow and perhaps thymic stromal cells, as well as in the kidney, spleen, epithelial cells, and keratinocytes. This is consistent with its role in the maintenance of function in both immature and mature lymphocytes.


Clinically, IL-7 may be useful to restore immune function in some congenital immunodeficiencies, after bone marrow transplantation, or in HIV infection. Polymorphisms of the IL-7R are associated with multiple sclerosis.









Interleukin-9


IL-9 has some of the same properties as IL-4. It strongly synergizes with stem cell factor to promote the growth and differentiation of mast cells and is a potent regulator of mast cell function. IL-9 also potentiates IgE production induced by IL-4 in B cells. Although it was first identified as a T-cell growth factor, a physiologic role in T-cell development has not been established. IL-9 is produced by activated Th2 cells, mast cells and eosinophils. Recently, a new subset of Th cells termed Th9 has been proposed.18 These cells have been shown to also secrete IL-10, but to enhance inflammatory responses. Interestingly, IL-9 inhibits Th1 cytokine production. Some lymphoid tumors also produce IL-9, where it may serve as an autocrine growth factor.









Interleukin-15


The IL-15 receptor consists of the IL-2Rβ and γc subunits in association with a unique ligand-specific subunit, IL-15Rα, which is homologous to IL-2Rα.19 These receptor proteins contain protein-binding motifs termed “sushi domains”. In both human and mouse these receptors and their cognate ligands are physically linked in the genome. Given their shared receptor usage, there are many similarities in the actions of IL-2 and IL-15, particularly in terms of the effects on lymphoid cells. Like IL-2, IL-15 induces proliferation and cytokine production in T and NK cells. However, despite the similarities between these two ligands/receptors there are a number of important differences. IL-15Rα is more widely expressed than IL-2Rα, IL-2Rβ, and γc. In addition to lymphoid cells, IL-15Rα is expressed in fibroblasts, epithelial, liver, intestine, and other cells. IL-15 and IL-15Rα knockout mice are defective in NK-cell production and in the generation of memory T cells, explaining the absence of NK development in patients with γc mutations.


The production of IL-15 is very different from that of IL-2. IL-15 mRNA is expressed broadly in hematopoietic and non-hematopoietic cells, although it is not typically produced by T cells. (HTLV-I-transformed T cells are an exception in that they produce abundant IL-15.) Following the pattern seen in IL-7 and IL-9, there are multiple upstream AUGs in the 5′ untranslated portion of the IL-15 message that interfere with translation. Thus, IL-15 is controlled by translational regulation. IL-15 protein is also controlled at the level of secretion of the protein, but this is incompletely understood. High levels of IL-15 protein have been reported in synovial fluids from patients with rheumatoid arthritis, alveolar macrophages from patients with sarcoidosis, and peripheral blood mononuclear cells from patients with ulcerative colitis. A monoclonal anti-IL-15 antibody is being tested in rheumatoid arthritis.









Interleukin-21


IL-21 is a T-cell-derived cytokine that works in concert with other γc cytokines. It synergizes with IL-7 and IL-15 to expand and activate CD8 T cells. IL-21 also augments the activity of NK cells. Recently, it has been shown that IL-21, along with IL-6 drive differentiation of follicular helper T cells (Tfh). Cells of this subset of Th cells are found preferentially in B-cell follicles where, under control of the transcription factor BCL6, they regulate B-cell development, activation and class switching. Tfh are also a source of IL-21. IL-21 appears to have some anti-cancer properties and it has been tested in the treatment of melanoma.20









Other heterodimeric receptors






Interleukin-12


IL-12 is a heterodimer composed of two disulfide-linked polypeptide chains, p35 and p40, derived from two distinct genes.21,22 IL-12 p35 shares homology with other cytokines, such as IL-6, whereas p40 resembles the IL-6 receptor. Thus, IL-12 can be viewed as being synthesized as a ligand–receptor complex. Two chains of IL-12R have been identified. Because the ligand already comprises the α subunit, the two chains of the IL-12R are denoted IL-12Rβ1 and β2. Expression of high-affinity IL-12R is very restricted, being found predominantly on T and NK cells. IL-12R expression is also notable in that it is regulated by the activation state of the cell. IL-12Rβ1 and β2 are highly inducible upon T-cell activation, and IL-4 inhibits IL-12Rβ2 expression. This is important because IL-12Rβ2 is required for IL-12 signaling and the activation of the transcription factor STAT4. NK cells constitutively express IL-12Rβ1 and IL-12Rβ2.


IL-12 plays a pivotal role in promoting cell-mediated immune responses. Humans with IL-12R mutations, as well as mice with IL-12 and IL-12R deficiency, have very blunted immune responses and are highly susceptible to infections by intracellular pathogens.23 An important function of IL-12 is that it promotes the differentiation of uncommitted helper T cells to the Th1 subset, i.e., T cells that produce LT-α and INF-γ. Th1 differentiation is markedly impaired in IL-12- and IL-12R-deficient mice. A major action of IL-12 is its ability to induce the production of IFN-γ, doing so synergistically in combination with IL-2 or IL-18. Consequently, many of the actions of IL-12 are blocked in IFN-γ or IFN-γR knockout mice. IL-12 also induces proliferation and cytolytic activity of T and NK cells.


DCs and macrophages are the major producers of IL-12 in response to various pathogens, occupancy of Toll-like receptors and CD40. The IL-12p40 promoter is complex and contains NF-κB sites, interferon response elements (IREs), and ETS binding sites. As with other cytokine genes, nucleosome remodelling is important in the regulation of IL-12.24


Because of its profound effects on cell-mediated immunity, IL-12 has been used in the treatment of malignancies and infectious diseases, but its utility has been limited due to significant toxicity. IL-12 may also have use in vaccines as an adjuvant. Conversely, antagonizing the actions of IL-12 has been found to be useful in Th1-mediated diseases, including inflammatory bowel disease (Chapter 74).









Interleukin-23


IL-23 is another heterodimeric type I cytokine. It is composed of two disulfide-linked polypeptide chains, p19 and IL-12 p40. The IL-23 receptor also shares the IL-12Rβ1 chain paired to the IL-23R.25 The IL-23R complex is expressed on activated T cells. Its function relates to a third T lineage of differentiated helper cells, which produce high levels of the cytokine IL-17 (Th17, see below). IL-23 is thought to be important in the maintenance of Th17 cells. As such, IL-23 is thought to be important in host defense against extracellular bacteria and the pathogenesis of autoimmune and autoinflammatory disorders. It is notable in this regard that therapies that target IL-12p40 antagonize both IL-12 and IL-23. IL-23 is produced primarily by DCs in response to TLR agonists. IL-23R polymorphisms are associated with inflammatory bowel disease, ankylosing spondylitis and other autoimmune diseases.









Interleukin-35


IL-35 is a newly described cytokine that is a dimer consisting of IL-12 p35 and EB13. This cytokine appears to be preferentially produced by Treg cells, as the expression of EBI3 is directly regulated by the Treg-specific transcription factor FoxP3. Tregs are also the main cellular target of IL-35, where it induces proliferation and production of IL-10. A synthetic form of IL-35, obtained by covalently linking EBI3 to IL-12p35, can reduce the incidence of arthritis in mouse models.26









Interleukin-13


IL-13 has many of the same effects as IL-4 and shares a receptor subunit(s) with IL-4. IL-13-deficient mice have reduced levels of IL-4, IL-5, and IL-10. They also have lower IgE levels and eosinophilia. In mice deficient for both IL-4 and IL-13, these Th2 responses are abolished and the ability to clear parasites is severely impaired. These double-knockout mice default to Th1 responses, with concomitant production of INF-γ, IgG2a and IgG2b. It appears that IL-4 and IL-13 cooperate in promoting Th2 responses, having both overlapping and additive roles.









Interleukin-31


IL-31 signals through the heterodimeric receptor IL-31RA and oncostatin M receptor (OSMR). It is produced by activated Th2 cells. Overexpression of IL-31 results in atopic dermatitis but, surprisingly, IL-31RA-deficient mice showed an increased Th2 response.27,28















Thymic stromal lymphopoietin (TSLP)


TSLP is an IL-7-like cytokine expressed by epithelial cells and keratinocytes. Its receptor comprises TSLPR and IL-7Rα, which is expressed primarily on monocytes and myeloid-derived DCs, as well as on B cells. Signaling events downstream of this heterodimeric receptor includes activation of JAK1 and JAK2 and STAT1, 3, and 5 phosphorylation.29 This cytokine appears to have different effects in mouse and human cells. TSLP-treated human DCs promote Th2 differentiation.30 A major means by which TSLP exerts its effect is through promotion of basophil hematopoiesis.31 Elevated TSLP levels have been found in humans and animal models of airway inflammatory disease and atopic dermatitis. In the mouse, TSLP contributes to prenatal B-cell development.












Interferons






Type I interferons


The type I interferons include IFN-α, IFN-ω, and IFN-β. IFN-β and IFN-ω are encoded by single genes, whereas IFN-α includes at least 14 separate genes, each encoding structurally distinct forms. These intronless genes are all clustered on the short arm of chromosome 9 and appear to have diverged from a common ancestor more than 100 million years ago. Each of these molecules binds to the same IFN-α/β receptor and their actions are similar. The receptor is a heterodimer composed of two subunits termed IFNAR1 and IFNAR2. These subunits have limited similarity to type I cytokine receptors, although they lack the WSXWS motif.


A major effect of type I interferons is their antiviral action.32 Discovered in 1957, they act on all cells to inhibit viral replication as well as cellular proliferation. It is unclear why there are so many type I genes. Given that their relative potencies differ; it is possible that these genes evolved in response to various viral pathogens. Alternatively, IFN gene duplication may affect the magnitude of antiviral responses. A major mechanism is the inhibition of protein translation. They also upregulate MHC class I and downregulate MHC class II expression. IFN-α/β increase the cytolytic activity of NK cells. Predictably, IFNARI knockout mice are extremely susceptible to infections, even though lymphoid development is normal.


Interferons are produced ubiquitously, viral infection being a major inducer of their transcriptional regulation. Type I IFN is also induced by intracellular bacterial pathogens and LPS. Immunoregulatory effects of IFN-α/β are being increasingly recognized, and it is notable that a subset of DCs produces very high levels.33,34 The promoter for IFN-β has been intensively analyzed. It binds a variety of transcription factors, including NF-κB and interferon regulatory factor 1 (IRF-1). IRF-2 also binds to this promoter and functions as a repressor.


Type I IFN is used clinically in the treatment of certain infections, e.g., viral hepatitis. Owing to its antiproliferative action, it is also used in the treatment of certain malignancies, particularly hairy cell leukemia. IFN-β is used in the treatment of multiple sclerosis.


Newer interferon-like cytokines including IL-28A, IL-28B, and IL-29 (also designated IFN-λ1, -λ2, and -λ3) have been identified. They bind to a receptor designated IL-28R. The exact in vivo functions of these interferon-like cytokines are poorly understood, although they probably contribute to antiviral responses.






Interferon-γ


IFN-γ is a major activator of macrophages, enhancing their ability to kill microorganisms by augmenting their cytolytic machinery. IFN-γ exerts this effect by causing the cell to increase its production of reactive oxygen intermediates, including hydrogen peroxide, nitric oxide, and indoleamine dioxygenase. It also upregulates MHC class II expression. IFN-γ also acts on CD4 T cells to promote Th1 differentiation while inhibiting the generation of Th2 cells. It promotes the maturation of CD8 T cells to cytotoxic cells. In mice, IFN-γ augments NK cytolytic activity, promotes switching to IgG2a and IgG3, and inhibits switching to IgG1 and IgE. Endothelial cells and neutrophils are also activated by IFN-γ. Like IFN-α/β, IFN-γ also contributes to antiviral defenses.


The IFN-γ receptor is a heterodimer composed of IFN-γRα and IFN-γRβ subunits. When one IFN-γ homodimer binds, a complex of two α and two β receptors is created.35 Mice with a disrupted IFN-γR develop normally and have normal lymphoid development, but are highly susceptible to viral and bacterial infections, especially intracellular microbes. They have diminished macrophage MHC class II expression, decreased NK function, and reduced serum IgG2a concentrations. Humans with mutations of IFN-γR subunits are also susceptible to mycobacterial and Salmonella infections.


The control of IFN-γ production is tightly regulated, T cells of the Th1 subset and NK cells being the major producers. Transcription factors, including STAT4, T-BET, and EOMES, play an important roles in IFN-γ gene regulation.16 IFN-γ has been used to treat patients with immunodeficiencies (e.g., chronic granulomatous disease) and in certain patients with disseminated mycobacterial infections.36 A monoclonal anti-IFN-γ antibody, fontolizumab, is being studied in the treatment of autoimmune disease.












Interleukin-10 and related cytokines


The major function of IL-10 is to serve as an anti-inflammatory and immunosuppressive cytokine. Unlike other cytokines in this family, it is a disulfide-linked dimer. A single IL-10R has been cloned, but the receptor may have additional components. IL-10R is expressed on macrophages, mast cells, and most other hematopoietic cells. It is also inducible in non-hematopoietic cells by stimuli such as LPS.


IL-10 strongly inhibits the production of IL-1, IL-6, IL-8, IL-12, TNF, and other immune and inflammatory cytokines. It inhibits macrophage antigen presentation and decreases expression of MHC class II, adhesion molecules, and the co-stimulatory molecules CD80 (B7.1) and CD86 (B7.2). The importance of IL-10 as an endogenous inhibitor of cell-mediated immunity is emphasized by the finding that IL-10-deficient mice develop autoimmune disease, which manifests with severe inflammatory bowel disease and exaggerated inflammatory responses. Delayed-type hypersensitivity and contact hypersensitivity responses are also prolonged and amplified.


IL-10 is made by Th1 and Th2 cells, although a subset of T cells that preferentially produces IL-10 and TGF-β is sometimes denoted Th3. IL-10 is also produced by activated B cells, macrophages, keratinocytes and bronchial epithelial cells. LPS and TNF are inducers of IL-10. IL-10 is readily detected in the blood of patients with septic shock and other inflammatory and immune disorders. Owing to its anti-inflammatory properties, IL-10 has been used experimentally in the treatment of some Th1-mediated autoimmune diseases. Paradoxically, IL-10 is elevated in patients with systemic lupus erythematosus, and there is a correlation between levels of IL-10 and autoantibody production.


There are viral homologues of IL-10 that may blunt the immune response to these pathogens. IL-10 also contributes to the immunosuppression seen in lepromatous leprosy or parasitic infestations. Other IL-10-related cytokines include IL-19, IL-20, IL-22, IL-24, and IL-26, but their biological actions are incompletely understood.37









Cytokines and the differentiation of T cells to helpers and effectors


Classically, precursor CD4 T-cell differentiation was viewed as polarization into one of two phenotypes: Th1 or Th2 (Fig. 9.2, Chapter 16). Th1 cells drive the immune response towards cell-mediated immune responses, whereas Th2 cells promote a humoral or allergic response. The latter is protective against helminthic and other parasitic infestations. Th1 cells produce IL-2, LT-α, and IFN-γ, whereas Th2 cells produce IL-4, IL-5, and IL-10. Both subsets produce IL-3. More recently, other T-cell subsets have been identified, e.g., Th17 and Treg.
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Fig. 9.2 Differentiation of T-helper cell subtypes.




The differentiation of helper T cells has important implications for host defense. In mouse models of parasitic disease, the failure of some strains to mount a Th1 response results in the majority of the animals succumbing to the infection. Conversely, in other disease models the production of a Th2 response results in enhanced survival, whereas a Th1 response causes more damage to the host.


Although the mechanisms by which Th1 and Th2 development is governed are not fully understood, differentiation into each of these subsets is regulated by different cytokines. For example, IL-4 promotes Th2 differentiation and antagonizes Th1 responses. Conversely, IL-12 and IFN-γ promote Th1 differentiation and antagonize Th2 development. A number of transcription factors have been reported to regulate this response. GATA-3, c-MAF, and NFATp regulate IL-4 production and Th2 differentiation, whereas STAT4 and T-BET promote Th1 differentiation.15,22


The immunopathogenesis of autoimmune disease does not fit quite so neatly into the standard Th1/Th2 dichotomy. CD4 T cells can differentiate into cells that produce IL-10 and transforming growth factor-β (TGF-β)—so-called Th3 cells—and they can also become “adaptive” Treg cells; with both types appearing to protect against autoimmunity.38 As discussed above, IL-2 and TGF-β are important for Treg cell differentiation. Models of autoimmunity have pointed to the importance of yet another subset of Th cells that produces IL-17 and are now termed Th17 cells. TGF-β and IL-6 are thought to promote Th17 differentiation from naïve progenitors, whereas IL-23 is important for the maintenance of these cells. In addition to a role in autoimmunity, IL-17 is important in host defense against extracellular bacteria.39 New, recently described subsets of Th cells include Th9; Th22, which infiltrate the epidermis in inflammatory diseases and secrete IL-22 and TNF-α and angiogenetic and chemotactic factors; and Tfh, whose main role is to regulate the evolution of effector and memory B-cell responses by secreting cytokines such as IL-17 and IL-21.












Signaling


Neither type I nor type II receptors exhibit intrinsic enzymatic activity. However, the conserved membrane proximal segment of each of these receptors serves as the site at which these receptors bind Janus kinases (JAKs) (Table 9.1). These JAKs play a pivotal role in signaling via this family of cytokine receptors.






Janus kinases


Four mammalian Janus kinases, JAK1, JAK2, JAK3, and TYK2, have been identified. JAKs are structurally unique, consisting of a C-terminal catalytically active kinase domain that is preceded by a segment termed the pseudokinase domain. The latter gives JAKs their name and has regulatory functions. A key feature of the JAKs is their association with cytokine receptors, which appears to be mediated by the N terminus.


Ligand binding to type I and II receptors induces the aggregation of receptor subunits, which brings JAKs in close proximity and allows them to phosphorylate and activate each other. After activation, the JAKs phosphorylate receptor subunits on tyrosine residues, which allow the recruitment of proteins with SRC homology-2 (SH2) or phosphotyrosine-binding (PTB) domains. These proteins can also be phosphorylated by JAKs. Phosphorylation results in the activation of a number of biochemical pathways. Importantly, phosphorylation of cytokine receptors generates docking sites for a class of SH2-containing transcription factors termed the STATs (see below) (Fig. 9.3).
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Fig. 9.3 The roles of JAKs and STATs in signal transduction by type I and II cytokine receptors.




The pivotal function of the JAKs is vividly illustrated by mice or humans that are deficient in these kinases. The association of JAK3 with the common gamma chain, γc, suggested that JAK3 mutations might also cause SCID, and indeed it was found that mutation of JAK3 results in autosomal recessive T−B+ SCID (Chapter 35).40 JAK3 knockout mice also proved to exhibit SCID. Indeed, mutation of either γc or JAK3 leads to the same functional defects. These findings led to the notion that a JAK3 inhibitor might represent a new class of immunosuppressant drug. One such inhibitor, CP 690,550, was effective in preclinical studies.41 This drug is currently being tested in humans.


In contrast to JAK3-deficient mice and humans, gene targeting of jak1 and jak2 results in more diverse abnormalities. Jak1–/– mice die perinatally from neurologic defects, but also have a SCID phenotype similar to jak3–/– mice. This is explained by the fact that γc-containing cytokine receptors utilize JAK1 in association with their ligand-specific receptor subunit. Other cytokines that are dependent on JAK1 include those that use gp130 cytokine receptors (IL-6, LIF, OSM, CNTF, and IL-11) and type II receptors (IL-10, IFN-γ, and IFN-α/β). Gene-targeting of jak2 was embryonically lethal, principally because JAK2 is essential for EPO function and the mice fail to form blood. In addition, JAK2 is necessary for signaling of other cytokines, including IL-3.


The importance of the JAKs has been substantiated by the identification of chromosomal translocations in various leukemias resulting in TEL (a transcription factor)/JAK fusion proteins, which have constitutive kinase activity and uncontrolled signaling. For example, a mutation in the pseudokinase domain of JAK2 underlies most cases of polycythemia vera. Gain-of-function mutations of JAK3 can contribute to leukemia. And, mutations of TYK2 are associated with hyper-IgE syndrome.









STATs


Members of the signal transducer and activator of transcription (STAT) family of DNA-binding proteins serve a key role in transducing signals from cytokine receptors on the cell surface to the nucleus, where they regulate gene transcription. STATs are latent, cytosolic transcription factors that have SH2 domains (phosphotyrosine-binding modules) that allow them to be recruited to phosphorylated cytokine receptors (Fig. 9.3). Different STATs bind to specific cytokine receptors (Table 9.1). STATs are themselves tyrosine phosphorylated by JAKs, and this promotes their dimerization. STATs translocate to the nucleus, bind DNA, and regulate transcription.


There are seven mammalian STATs: STAT1, STAT2, STAT3, STAT4, STAT5a, STAT5b, and STAT6. Stat knockout mice document the essential and specific functions of these transcription factors in transmitting cytokine signals. Stat1–/– mice develop normally, but have extreme susceptibility to viral and some bacterial infections, consistent with the defects seen in IFNγ–/– and IFNγR–/– mice, and in IFNβR-deficient humans. STAT1 also appears to be important in regulating apoptosis. Its absence is associated with tumorigenesis in mice. Humans with mutations of STAT1, which is activated by IFNs, present with increased susceptibility to Salmonella and mycobacterial infections as well as autosomal dominant chronic mucocutaneous candidiasis.42 Gene targeting of stat3 leads to early embryonic lethality, the lethality being related in part to interference with Lif function. Conditional knockouts of stat3 in myeloid cells display exaggerated inflammatory responses, evidently due to a failure of IL-10 signaling. STAT3 is also essential for Th17 cells. Mutations of Stat3 underlie the primary immunodeficiency known as hyper-IgE syndrome or Job's syndrome. An important aspect of the susceptibility of these patients to infection is the failure to generate Th17 cells. Conversely, polymorphisms of Stat3 are associated with inflammatory bowel disease (Chapter 74). As might be expected from the fact that STAT4 is activated by IL-12; stat4–/– mice develop normally but have defective cell-mediated immune responses and Th1 differentiation combined with augmented Th2 development. This phenotype is consistent with the abnormalities seen in IL-12–/– mice, IL-12R–/– mice, and IL-12R-deficient humans.


STAT6 is activated by IL-4. Stat6–/– mice have defective Th2 development with defective IgE responses following infection with parasites. Lack of STAT6 dramatically attenuates allergic and asthmatic disease in animal models of these diseases. IL-13 also activates STAT6, and its responses are abrogated in stat6–/– mice.


STAT5a and STAT5b are highly homologous, but nonetheless have different functions. Stat5a–/– mice have impaired mammary gland development and failure of lactation, whereas stat5b–/– mice have defective sexually dimorphic growth and growth hormone-dependent regulation of liver gene expression. Stat5a/5b doubly-deficient mice manifest increased perinatal lethality, decreased size, female infertility, and impaired lymphocyte development. Stat5–/– mice develop lymphoproliferative disease reminiscent of IL-2- and IL-2R-deficient mice, presumably related to loss of Treg cells. A single patient with STAT5b mutations has been identified and she manifests impaired responses to GH and immune dysregulation.





Clinical Relevance


Types I and II cytokine receptors







[image: image] IL-7R, γc, and JAK3 mutations cause SCID


[image: image] TYK2 and STAT3 mutations cause hyper-IgE syndrome.


[image: image] IL-12, IL-12R, and IFNγR mutations are associated with susceptibility to intracellular infections.


[image: image] Polymorphisms of IL-2R and IL-7R are associated with multiple sclerosis.


[image: image] Polymorphisms of IL-23R are associated with inflammatory bowel disease.


[image: image] Polymorphisms of STAT4 are associated with RA and SLE.


[image: image] EPO, G-CSF, and TPO are used to treat cytopenias.


[image: image] Anti-IL-2R mAb is used to prevent transplant rejection.


[image: image] Anti-IL-12p40 is used to treat inflammatory bowel disease.















Attenuation of type-I and type-II cytokine signaling


Perhaps as important as the triggers that initiate signal transduction are the mechanisms for extinguishing the response.43 There are several families of proteins involved in downregulating cytokine signaling. Among these are phosphatases, cytokine-inducible inhibitor molecules, and transcriptional repressors. The phosphatase SHP-1 interacts with cytokine receptors and downregulates signaling. Moth-eaten mice lack a functional SHP-1 protein and die at an early age from autoimmune disease.


Another family of proteins that attenuate cytokine signaling is the suppressors of cytokine signaling (SOCS), which are alternatively termed JAB, SSI, and CIS. These are SH2-containing proteins that bind to either cytokine receptors or to JAKs and inhibit signaling. There are at least eight members of this family. Largely due to systemic hyperresponsiveness to IFN-γ, Socs-1–/– mice die within a few weeks of birth. SOCS-2 has been recently shown to regulate Th2 differentitaion and allergic responses. Another family member, SOCS-3, is important in controlling Th17 differentiation.39,44,45





Key Concept


Properties of the TNF receptor superfamily







[image: image] Activation of a TNF receptor can lead to a wide range of effects, from proliferation to apoptosis.


[image: image] Transduction of signals through TRAFs leads to the enhancement of survival.


[image: image] Signaling through death domains leads to the induction of apoptosis.





















TNF receptor and ligand superfamilies


This large family of structurally related ligands, receptors, and inhibitory decoy receptors has various roles both within and without the immune system. The first two members of this family to be discovered were TNF and lymphotoxin-α (LTα; sometimes formerly referred to as TNF-β). These molecules are secreted principally by activated myeloid and T cells. They have similar pro-inflammatory functions and belong to a large family of related molecules that includes CD30 ligand, CD40 ligand, FAS ligand, and TRAIL. Indeed, the TNF cytokine family now contains more than 2018 members, each of which exhibits marked differences in tissue expression, ligand specificity, receptor binding and biological function (Fig. 9.4; Tables 9.2 and 9.3). This section describes general aspects of TNF and TNFR biology, with examples from three of the best-studied TNF-family members: TNF, lymphotoxin, and FAS ligand.





[image: image]

Fig. 9.4 Schematic representation of members of the TNF ligand and receptor superfamily.






Table 9.2 TNF superfamily cytokines
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Table 9.3 TNF superfamily receptors (receptors in italics have a C-terminal death domain)
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Ligand and receptor structure


Much of our understanding of the structural and functional characteristics of the TNF ligand and receptor superfamilies has been learned from analysis of TNF (TNFSF2), LTα (TNFSF1), FASL (TNFSF6), and their receptors. TNF and LTα are closely related homotrimeric proteins (32% identity). Human TNF is synthesized as a 233-amino acid glycoprotein. It contains a long (76 residue) amino-terminal sequence that anchors it to the cell membrane as a 25-kDa type II membrane protein. A secreted 17-kDa form of TNF is generated through the enzymatic cleavage of membrane-bound TNF by a metalloproteinase termed TNF-α-converting enzyme (TACE). Both soluble and membrane forms of TNF are thought to be noncovalent homotrimers held together by a trimerization domain in the secreted molecule. When bound, both forms of TNF are biologically active. They have different affinities for the two TNF receptors and thus can exhibit different biological properties (see below).


LTα differs from TNF in that it is synthesized as a secreted glycoprotein. Human LTα is synthesized as a 205-amino acid glycoprotein that in native form exists as a 25-kDa homotrimer. It can bind both TNF receptors with affinities comparable to those of TNF, and has similar biological effects. A membrane-bound form of LT has been identified that consists of a heterotrimeric complex containing one LTα subunit noncovalently linked to two molecules of an LTα-related type II membrane protein termed LTβ. The LTα1β2 heterotrimer, also known as mLT, is not cleaved by TACE and is thought to exist exclusively as a membrane-bound complex. mLT does not bind either of the two TNF receptors, but rather exerts its effects on another member of the TNF receptor superfamily, the lymphotoxin β receptor (LTβR). TNF and the two LT subunits are encoded by closely linked single-copy genes situated in the class III major histocompatibility locus, at chromosome 6p21.3 in humans (Chapter 5).


The two receptors for TNF (and LTα) are type-I transmembrane glycoproteins. They are designated TNFR1 (also termed p60 in humans, p55 in mice, official designation TNFRSF1A) and TNFR2 (also known as p80 in humans, p75 in mice, TNFRSF1B). These receptors are characterized by cysteine-rich repeats of about 40 amino acids in their amino-terminal extracellular domains. Each extracellular domain consists of three or four cysteine-rich regions containing four to six cysteines involved in intrachain disulfide bonds. The cytoplasmic domains of these receptors have no obvious similarity to any known kinase and are thought to lack intrinsic enzymatic activity. Signal transduction is therefore achieved by the recruitment and activation of adaptor proteins that recognize specific sequences in the cytoplasmic domains of these receptors. Recruitment of adaptor molecules activates a number of characteristic signaling pathways that can lead to a remarkably diverse set of cellular responses, including differentiation, activation, release of inflammatory mediators and apoptosis.









Family members and their actions






Tumor necrosis factor (TNF), lymphotoxin-α (LTα), and receptors


TNF is a major physiologic mediator of inflammation.46 It initiates the response to Gram-negative bacteria that produce lipopolysaccharide (LPS). IFN-γ also induces TNF and augments its effects. TNF has been shown to induce fever, activate the coagulation system, induce hypoglycemia, depress cardiac contractility, reduce vascular resistance, induce cachexia and activate the acute-phase response in the liver. Thus, TNF is the major mediator of septic shock. TNF also upregulates MHC class I and class II expression, activates phagocytes, and induces mononuclear phagocytes to produce cytokines such as IL-1, IL-6, chemokines, and TNF itself. Activation by TNF causes increased adhesion of cells to endothelium and can be cytotoxic, particularly to tumor cells. TNF-deficient mice are resistant to septic shock induced by high doses of LPS, but have increased susceptibility to bacterial infection. The dual role of TNF in controlling bacterial replication and in septic shock emphasizes the point that although the goal of an immune response is to eliminate invading microorganisms, the response itself can be injurious to normal host tissues. Septic shock is an extreme example of this. Although the primary source of TNF is the mononuclear phagocyte, it is also produced by T cells, NK cells, and mast cells. LTα shares many of the same biological effects as TNF, owing mainly to its ability to bind the same receptors. However, LTβR plays a unique role in the development of secondary lymph nodes.









Fas ligand (FasL) and its receptor, Fas/APO-1/CD95


FAS (Apo-1/CD95/TNFRSF6) is a type I integral membrane protein that is structurally related to TNFR1. FAS is thought to trimerize and transduce pro-apoptotic signals upon binding of its ligand, FASL. Similar to TNF, the physiologic ligand for FAS (CD95L or FASL) is synthesized as a type II membrane protein and is expressed on activated B cells, T cells, and NK cells. FAS-induced apoptosis is thought to play an essential role in the termination of T-cell responses, particularly in the peripheral immune system. FAS also plays a key role in the induction of cell death by cytotoxic T cells (CTLs) and natural killer (NK) cells, where it functions in conjunction with perforin.









CD40 Ligand and CD40


CD40 is expressed by a variety of cell types, including B cells, DCs, monocytes, macrophages and endothelial cells. It plays a major co-stimulatory role in B-cell differentiation and recombination, and promotes survival through the induction of BCL-2 family members. Studies of both CD40-deficient mice and patients with hyper-IgM syndrome (Chapter 34) reveal that its function extends beyond the humoral immune response, with CD40 signaling also playing a role in cell-mediated immunity. CD40 ligand (CD154) is a 39-kDa protein expressed by activated CD4 T cells that can bind to and activate CD40 by cell–cell contact.









Other members


Other members of the TNFR family play various roles in the development and function of the immune system. CD40, OX-40, CD27, CD30, and 4-1BB can mediate co-stimulation of T-cell activation, albeit through different mechanisms. CD154 on T cells triggers antigen-presenting cell (APC) activation, including upregulation of the CD28 ligands B7-1 and B7-2. This indirectly boosts co-stimulation of the T-cell response. OX-40, CD27, CD30, and 4-1BB more likely act as direct co-stimulators of T-cell activation. The TNF family ligand BAFF (BlyS/TALL1/TNFSF13B) has a special role in B-cell maturation and can bind three distinct receptors, TACI (TNFRSF13B), BADD-R (TNFRSF13C), and BCMA (TNFRSF17).












Signaling


The TNF receptor superfamily can be divided into three subfamilies on the basis of the types of intracellular signaling molecules recruited, e.g., FADD, TRADD or TRAF (Fig. 9.5).47 The cytoplasmic domains of several receptors, including TNFR1, FAS, DR3, DR4, and DR5, contain a conserved ~ 80-amino acid motif termed the death domain (DD). This element is required for recruitment of DD-containing adaptor molecules that are involved in the initiation of apoptotic cell death (see below). For this reason, these receptors have been termed “death receptors.” The function of a number of death receptors can be regulated by decoy receptors, cell surface molecules that bind ligand, but lack functional intracellular domains. Other TNF receptor superfamily receptors that lack death domains (e.g., CD27, CD30, CD40, HVEM, TNFR2, LT-βR, OX-40, and 4-1BB) associate with different types of adapter molecules, most importantly members of the TRAF (TNFR-associated factor) family, as described below.





[image: image]

Fig. 9.5 The role of the death domain- and death effector domain-containing molecules in signaling by TNFR1 and TNFR2.








Death domains: TRADD and FADD


The primary molecule transducing signals in TNFR1 is TNF receptor-associated death domain (TRADD), which is directly recruited to TNFR1 after activation by TNF. The death domain mediates the interaction between TNFR1 and TRADD. This death domain motif is found in both adaptor molecules such as TRADD and the cytoplasmic domains of the receptor itself (Fig. 9.6). The binding of TRADD to TNFR1 leads to the recruitment and activation of numerous associated signaling molecules. TNF-induced apoptosis is generally thought to be achieved by the interaction of TRADD with FADD (FAS-associated death domain; also known as MORT1), a ~ 27-kDa protein that oligomerizes with TRADD through the death domains contained in both molecules. In turn, recruitment of FADD coordinately activates several members of the caspase family.48 Caspase-8, which is generally considered to be the apical caspase in the TNF and FAS pathways, is recruited to FADD in the activated complex. It is thought to be activated by a self-cleavage reaction. Cleaved caspase-8 can subsequently activate downstream caspases, notably caspase-3, which play a more proximal role in apoptosis. In addition to FADD, TRADD also has a TRAF-binding motif that leads to the recruitment of TRAF1 and 2 and the subsequent TRAF-dependent activation of pro-inflammatory signaling mediated by activation of NF-κB and MAP-kinase pathways. Although cell death in tumor cells can be induced by TNF, the most common result of TNFR1 ligation in primary immune cells is inflammation and sometimes protection from TNF-induced apoptosis. Recent evidence suggests that activation of pro-apoptotic and pro-inflammatory signaling by TNFR1 is not simultaneous, but proceeds by sequential steps.





[image: image]

Fig. 9.6 Signaling by TNF family cytokines and their receptors




Unlike TNFR1, FAS can directly recruit FADD to its cytoplasmic death domain, leading to the rapid formation of a death-inducing signaling complex (DISC), which contains FADD/MORT1 and caspase-8, thereby permitting activation of downstream caspases. The FADD death domain is recruited through interactions between charged residues in the death domains of FAS and FADD. Caspase-8 recruitment is accomplished through a structurally related domain termed the death-effector domain (DED). FADD DED contains two hydrophobic patches not present in the DD that are vital for binding to the death-effector domains in the pro-domain of caspase-8 and for apoptotic activity.48


The cytoplasmic domains of many receptors in the TNFR superfamily, including TNFR2, CD30, and CD40, do not contain death domains. Instead, the cytoplasmic domains contain short peptide consensus sequences that enable recruitment of TRAF proteins, which are a different family of adaptor proteins. A separate consensus sequence has been identified for TRAF6 versus other TRAF proteins, and other mechanisms probably operate to maintain the specificity of TRAF recruitment. Structural studies have revealed a mushroom-like structure for the TRAF proteins, with a trimer of the three TRAF subunits stabilized by a stalk-like coiled-coil domain.


TRAF proteins activate NF-κB and MAP-kinase pathways through recruitment and activation of protein complexes that activate these signaling cascades. The exact mechanisms by which this occurs are not yet clear, but recent studies have called attention to the ability of TRAF proteins to catalyze ubiquitination of target signaling complexes, which can function as an activating step. TRAF6, which mediates NF-κB activation by a number of TNF-family receptors, associates with a protein complex that mediates K63-linked ubiquitination and activation of the inhibitor of κB kinase (IKK) complex, which consists of two catalytic subunits, IKKα and IKKβ and a regulatory protein IKKγ or NEMO.49 Rather than causing degradation of IKK, K-63 linked ubiquitination activates kinase activity, leading to phosphorylation and degradation of IκB (inhibitor of NF-κB) and the release of active NF-κB subunits. Active NF-κB subunits translocate to the nucleus, where they regulate the expression of a wide variety of genes involved in the inflammatory response.


Some TNF-family receptors use other mechanisms to activate NF-κB. For example, LTβ receptor activates the IKK complex via the serine–threonine kinase NIK, which was initially identified through its ability to associate with TRAF2. A naturally occurring mouse mutation termed alymphoplasia (aly) is the result of a point mutation of NIK. Aly/aly mice lack lymph nodes and Peyer's patches, and also exhibit disorganized splenic and thymic structures. This mutation, and the phenotype of LTβR knockout mice, revealed the critical role of this receptor in normal lymph node development and the formation of “tertiary” lymphoid tissue in inflammation.


When a single TNF-family ligand, such as TNF, binds both a death receptor (TNFR1) and a non-death receptor (TNFR2), a number of mechanisms regulate receptor signaling and the cellular outcome. Rather than functioning in cell death, the physiological function of TNFR2 may be as a co-stimulator of lymphocyte proliferation.50





Clinical Relevance


TNFR superfamily cytokines and receptors and disease







[image: image] Dominant mutations of TNFRI are associated with autosomal dominant periodic fever syndromes known as TNFR1-associated periodic syndromes (TRAPS).


[image: image] Mutations in CD40L are associated with X-linked hyper-IgM syndrome (X-HIM).


[image: image] Dominant mutations in FAS are associated with autoimmune lymphoproliferative syndrome (ALPS).


[image: image] Rheumatoid arthritis often responds to therapeutic use of TNF antagonists.
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