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    Human interest in the future can be traced back to prehistoric times. People have always wanted to see what can happen in the future. The future is unknown and mysterious. People have always tried to solve the mystery of the future by using different ways for profit, fame, power or just curiosity sake. Today forecasting is a multibillion dollar industry. All economic publications publish many economic forecasting studies; political writers proclaim on political trends and forthcoming government policies; stockbrokers and financial experts predict stock market trends, when to buy, and what stocks to choose; and many other examples can be given which have application to other fields.




    Before making plans or making decisions, an estimate must be made of what conditions will exist over some future period. It is a well-known fact that there is uncertainty about the future. In order to predict to future by dealing with this uncertainty, forecasting is performed. At the present time, forecasting is a challenge which has to be overcome in many fields of application. Forecasting can be considered as a process of using various tools and techniques. Many methods for forecasting the future have been proposed in the literature over the past few decades because of the importance of this popular topic. One way to forecast the future is to use time series analysis. There have been many time series forecasting approaches in the literature. It is possible to divide these approaches into two subclasses which are conventional and advanced forecasting methods. Since conventional approaches such as Box-Jenkins methods has some restrictions such as some assumptions, they cannot always produce reliable forecasts for real world time series. Furthermore, conventional approaches cannot model some real world time series because of the specific characteristic of data. Advanced methods such as neural networks, fuzzy time series, or hybrid approaches have been recently used in many applications in order to deal with these restrictions arising from conventional methods and to get more reliable forecasts. Most of the time, these approaches have been competed to each other. On the other hand, it should be noted that these approaches are complementary rather than competitive. For example, hybrid approaches are very effective forecasting tools. And, these approaches sometimes combine conventional and advanced forecasting methods.




    The book intends to be a valuable source of recent knowledge about advanced time series forecasting techniques. New capable advanced forecasting frameworks are discussed and their applicability is shown. The book includes applications of some powerful recent forecasting approaches to real world time series. Besides recent advanced forecasting methods, new efficient forecasting methods are firstly introduced in the book. The readers can find useful information about advanced time series forecasting, as well as its application to real-life problems in various domains. I hope the materials covered in this book, provided by the respectful scholars in the field, motivate and accelerate future progress and introduce new branches off the time series forecasting.




    In Chapter 1, Aladag and Turksen have introduced a new performance measure by defining a novel distance measure to evaluate forecasting performance of fuzzy time series. Bas and Egrioglu, in Chapter 2, have suggested a novel fuzzy time series forecasting approach that has a network structure. In Chapter 3, Zarandi et al. has discussed some Type-1 and Type-2 fuzzy time series forecasting models. Chapter 4, by Egrioglu et al., introduce a new neural network model including deterministic trend and seasonality components. In Chapter 5, Yolcu has presented a fuzzy time series method based on genetic algorithms. Aladag and Guney, in Chapter 6, have applied a fuzzy time series forecasting model based on Markov chain transition matrix to stock exchanges. In Cahapter 7, Yolcu has proposed a new high order multivariate fuzzy time series forecasting model. Chapter 8, by Dalar et al., has discussed a framework for using fuzzy functions in fuzzy time series forecasting. Sarica et al., in Chapter 9, have introduced Recurrent ANFIS model for time series forecasting. In Chapter 10, Bas has proposed a hybrid forecasting approach which combines genetic algorithms, differential evolution algorithms, and fuzzy time series.




    The editor would also like to express his sincere thanks to all authors for their valuable contributions. The editor would also like to acknowledge valuable assistance from Shehzad Naqvi from Bentham Science Publishers.
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      Abstract




      In the literature, many models based on fuzzy systems have been utilized to solve various real world problems from different application areas. One of this areas is time series forecasting. Successful forecasting results have been obtained from fuzzy time series forecasting models in many studies. To determine the best fuzzy time series model among possible forecasting models is a vital decision. In order to evaluate fuzzy time series forecasting models, conventional performance measures such as root mean square error or mean absolute percentage error have been widely utilized in the literature. However, the nature of fuzzy logic is not taking into consideration when such conventional criteria are employed since these criteria are computed over crisp values. When fuzzy time series forecasting models are evaluated, using criteria which work based on fuzzy logic characteristics is wiser. Therefore, Aladag and Turksen [2] suggested a new performance measure which is calculated based on membership values to evaluate fuzzy systems. It is called as membership value based performance measure. In this study, a novel distance measure is firstly defined and a new membership value based performance measure based on this new distance measure is proposed. The proposed criterion is also applied to real world time series in order to show the applicability of the suggested measure.
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      INTRODUCTION




      There have been many different fuzzy logic based models to solve real world problems in the literature. Sometimes, it is possible to use more than one model for a given problem. In this case, determining the best model is a vital decision. To compare different models, performances of these models ought to be




      measured. Therefore, to evaluate such models is an important issue. In the literature, there are many studies in which a performance measure is used to evaluate different forecasting models based on fuzzy logic. Some of these studies are Aladag [1]; Aladag and Turksen [2]; Avazbeigi et al. [7]; Cai et al. [10]; Chen et al. [11]; Chen and Chen [12]; Chen and Chen [13]; Cheng and Li [15]; Chen and Kao [14]; Egrioglu et al. [16]; Lee and Hong [21]; Li et al. [22]; Lu et al. [23]; Singh and Borah [29]; Wang [33]; Yolcu et al. [34].




      In general, fuzzy systems are composed of three fundamental stages such as fuzzification, fuzzy inference, and defuzzification [8]. In other words, computing the output of fuzzy systems usually passes through three stages which are fuzzification, fuzzy inference, and defuzzification [18]. In most of the fuzzy systems, fuzzy outputs of the system are obtained after fuzzy inference is performed by using membership values. Then, fuzzy outputs are defuzzified using a proper method. Finally, a performance measure is calculated based on the difference between the defuzzified outputs and the desired values. That is, the performance measure is computed using crisp values. Thus, the membership values are not taken into consideration. It is because membership values carry important information that evaluating the performance of a fuzzy logic based model with ignoring the membership values will lead to misleading results. Since fuzzy inference is performed using membership values, these membership values should also be employed to compute a performance criterion. In such a case, it is unnecessary to defuzzify fuzzy outputs. Thus, using a performance measure which utilizes the membership values would be wiser.




      In this study, a new performance measures based on the membership values is improved to evaluate fuzzy logic based systems. A new distance between outputs and targets is defined. By using this new distance, a new performance measures is proposed. There are many fuzzy systems in the literature. In this study, we focus on fuzzy time series. However, the proposed measure can be easily used for other fuzzy systems since it is calculated based on the membership values. In order to explain the suggested measure better and to show the applicability of it, we utilize fuzzy time series forecasting models.




      In the fuzzy time series literature, the outputs and the desired values are the predicted and corresponding observations, and a performance measure is generally computed without taking into consideration the membership values of both predictions and observations. In general, a performance criterion such as mean square error (MSE), root mean square error (RMSE) or mean absolute percentage error (MAPE) which is calculated using crisp values with ignoring the membership values has been used in the literature. However, the membership values should be employed since these values carry important information. Ignoring the membership values can lead to misleading evaluation results. There have been various performance criteria used in fuzzy time series to measure the performance of models. On the other hand, a performance criterion which takes into consideration the membership values is just one proposed by Aladag and Turksen [2]. This proposed performance measure was called membership value based performance measure (MPM). Lack of performance measures based on the membership values is a big gap in the fuzzy time series literature. Also, evaluation of models based on fuzzy systems is a vital subject in this area. It is obvious that this gap should be scientifically filled.




      Forecasting is a popular research topic that is attracting more and more attention from researchers and practitioners in various fields [20]. An important issue is to determine the best forecasting model which gives the most accurate results. In order to determine the best model, one needs to evaluate the forecasting performance of various models. In the literature, various performance measures have been utilized to determine the best forecasting model [19, 24, 26]. Armstrong and Collopy [6] performed a comparison study to evaluate some forecasting performance measures. Shcherbakov et al. [28] also reviewed different forecasting performance measures in their survey study. In recent years, forecasting models based on fuzzy logic and artificial intelligent methods have been employed in order to get more accurate forecasts [25, 35, 36]. Among these, fuzzy time series forecasting models are the most widely used ones for time series that contains uncertainty [4, 5]. And, various fuzzy time series models have been proposed in the literature. In many studies available in the fuzzy time series literature, a performance criterion such as MSE, RMSE, or MAPE and so forth has been utilized to evaluate the performance of fuzzy time series forecasting models.




      Using a performance criterion such as MSE, RMSE, or MAPE which are calculated by using crisp values can also bring some disadvantages when such measures are tried to be used for fuzzy logic based models. These disadvantages can be given as follows [2]:




      “When a performance measure such as RMSE, MSE or MAPE is applied, it will be necessary to perform a defuzzification process. If defuzzification phase is performed, an error arises since a fuzzy prediction is tried to be mapped into a crisp value. The total prediction error of a model containing defuzzification phase is composed of (i) the forecasting method and (ii) the method for defuzzification. Hence, the total error of a model can be decreased if defuzzification is not performed. In addition, in the literature, there are different methods for defuzzification. Even for same fuzzy prediction process, different crisp values can be obtained from different defuzzification methods. This means that the value of a conventional performance criterion such as MSE, RMSE or MAPE will change depending on the method used for a particular defuzzification method. This will lead to both inconsistent forecasting results and inconsistent evaluation results.




      In addition to disadvantages addressed above, the performance criteria such as RMSE or MAPE which are calculated over numerical values cannot be used when decision makers have to use linguistic variables. The concept of linguistic variable was firstly used by Zadeh [38] to handle the approximate reasoning. Sometimes, both the inputs and the outputs of a fuzzy system are linguistic terms [9]. In such a case, to provide support to the decision makers in the process of making a choice among different options, we suggest an alternative performance measure which utilizes the membership values. Already, in fuzzy time series, if the researcher does not look for crisp forecast values, using another method for defuzzification would not be necessary after the fuzzy predictions are obtained.”




      Fuzzy set theory introduced by Zadeh [37] was firstly adopted in time series by Song and Chissom [30-32] to deal with uncertainty. And, the approach was called as fuzzy time series. Following Song and Chissom’s fuzzy time series model, many fuzzy time series models have been proposed for forecasting [27]. As mentioned above, to evaluate a fuzzy logic based model, a performance measure such as RMSE, MSE or MAPE is calculated based on the difference between the outputs of the model and the corresponding desired values. This calculation is performed over crisp values even though fuzzy inference is performed by using membership values. Using such a performance measures can also bring some disadvantages. Therefore, Aladag and Turksen [2] proposed a new performance measure in which membership values are used to calculate a performance measure. In this study, the process of evaluation of fuzzy time series models was examined, the approach proposed by Aladag and Turksen [2] was extended and a new kind of performance measure that utilize membership values was also be proposed in order to determine more accurate fuzzy time series forecasting models. Also, the new performance measure proposed in this research is applied to three real world time series which are index 100 in stocks and bonds exchange market of İstanbul, the number of people who die in traffic accidents in Turkey, and the enrolment data of Alabama University which is a well-known data in fuzzy time series literature.




      In this chapter, the proposed distance measure and the suggested performance criterion based on this distance measure are introduced in the next section. The implementation and the obtained results are presented in section whose title is the application. Finally, the last section concludes the chapter.


    




    

      THE PROPOSED DISTANCE MEASURE AND THE SUGGESTED PERFORMANCE CRITERION




      Let a be the obtained prediction for b which represents an observation. In any other fuzzy system study, a would be the output and b would be the corresponding desired or target value. Let A and B be the vectors whose elements are the membership values of prediction a and corresponding observation b, respectively. A and B vectors are as follows:




      A = [0.003 0.010 0.044 0.120 0.175 0.648] (for prediction a)




      B = [0.003 0.122 0.021 0.122 0.575 0.157] (for observation b)




      It is clearly seen that the number of clusters is 6 for this example since vectors have six elements. In this representation, each element represents a membership value for a corresponding cluster. For example, 0.010 and 0.648 are the degrees of belongingness of prediction a to second cluster and to sixth cluster, respectively. Definitions of these clusters depend on the nature of data. For instance, if observations are temperatures, these cluster 1, 2, 3, 4, 5 and 6 can represent “very low”, “low”, “moderate”, “high”, “very high”, and “extremely high”, respectively.




      We would like to note that number of clusters is not determined in the process of the proposed performance measure like in all criteria available in the literature. The number of clusters is an input for the proposed MPM. The membership value of a for cluster 1 is 0.003 and this degree for b is also 0.003 so the membership values of a and b are equal. This is a good sign which shows that there is no difference between the prediction and the observation in terms of membership values for cluster 1. On the other hand, the membership value of a for cluster 5 is 0.175 while this degree for b is 0.575. Thus, there is a difference between these membership values. This indicates that there is a difference between the prediction and the observation. It is desired that there is no differences between all mutually corresponding membership values. If all mutually corresponding membership values are very close to each other, it can be said that a is an accurate forecast for the observation b. The less the difference between memberships is, the better the accuracy is. Thus, the proposed distance measures the difference between the membership values.




      An anomaly that would result from 0-1 membership values could arise when the distance between these values are calculated using conventional measures. It would be shown that an anomaly would arise if a conventional distance such as Euclidean distance is considered. The following example is given in order to demonstrate our concern. Let o1 and o2 be two different outputs for the same corresponding desired value d. Let Ao1, Ao2, and Ad be the vectors whose elements are the membership values of predictions o1 and o2 and corresponding observation d, respectively. These vectors are given below.




      Ao1 = [1 0 0 0 0 0], Ao2 = [0 0 0 0 1 0], Ad = [0 0 0 0 0 1]




      Euclidean distance between Ad and Ao1 is equal to the distance obtained from Ad and Ao2. According to this result, two predictions o1 and o2 are same for observation d. However, it is obvious that the prediction o2 is better than o1 especially when these 6 clusters represent ordinal linguistic variables. The observation d belongs to the last cluster with the maximum membership value. While output o1 belongs to the first cluster, output o2 belongs to cluster 5. In this case, it is clear that d is closer to prediction o2 than is o1. Therefore, the suggested distance does not only measure the differences between mutually corresponding membership values but also take into consideration cluster orders. The reason is that nature of fuzzy sets should be taken into consideration when a difference between membership values is computed.




      For vectors A and B given above, the proposed distance for the suggested criterion is calculated as follows. Two new vectors whose elements are indices are generated. These indices are determined by ordering the membership values. While the minimum index corresponds to maximum membership value, the maximum index corresponds to minimum membership value. For A and B, these new vectors As and Bs are generated as follows:




      A = [0.003 0.010 0.044 0.120 0.175 0.648] [image: ] As = [6, 5, 4, 3, 2, 1]




      B = [0.003 0.122 0.021 0.122 0.575 0.157] [image: ] Bs = [6, 3-5, 3, 4, 1, 2]




      Since B includes a repeated value (0.122), corresponding elements in Bs is adjusted by using mean for this value. Thus, As and Bs can be written as follows:




      As = [6, 5, 4, 3, 2, 1] [image: ] As = [6, 5, 4, 3, 2, 1]




      Bs = [6, 3-5, 3, 4, 1, 2] [image: ] Bs = [6 3.5 5 3.5 1 2]




      Then, the distances for each membership are calculated by taking into account both the difference between mutually corresponding membership values and the cluster orders. Let A and B keep membership values for an observation and a prediction, respectively. The formula for calculation ith distance can be given as follows:




      

        

          	
di = |Ai – Bi| / Ai * |Asi – Bsi| / (cn – 1), i=1,2, …, cn




          	(1)

        


      




      where Ai, Bi, Asi, and Bsi are ith elements of vectors A, B, As, and Bs, respectively, and cn is the number of clusters. 1/(cn – 1) term is used to rescale the obtained value in accordance with the structure of the proposed measure. For A and B, all computations are presented in Table 1. For the given example, sum of membership values Ai and Bi equals to 1 but it is not supposed that the sum of membership values equals to 1. The sum of membership values can equal to 1 or not. In both cases, the proposed criterion can be easily calculated. If it is necessary that the sum of membership values equals to 1 because of the nature of used fuzzy logic based system then membership values can be easily adjusted so that sum of the membership values equals to 1. This case will also be explained further on in this section.




      

        Table 1 Calculations for A and B vectors.




        

          

            

              	A



              	As



              	B



              	Bs



              	Formula



              	di

            


          



          

            

              	0.003



              	6



              	0.003



              	6



              	|0.003-0.003|/0.003 * |6-6|/(6-1)



              	0.0000

            




            

              	0.010



              	5



              	0.122



              	3.5



              	|0.010-0.122|/0.010 * |5-3.5/(6-1)



              	3.3600

            




            

              	0.044



              	4



              	0.021



              	5



              	|0.044-0.021|/0.044 * |4-5|/(6-1)



              	0.1045

            




            

              	0.120



              	3



              	0.122



              	3.5



              	|0.120-0.122|/0.120 * |3-3.5|/(6-1)



              	0.0017

            




            

              	0.175



              	2



              	0.575



              	1



              	|0.175-0.575|/0.175 * |2-1|/(6-1)



              	0.4571

            




            

              	0.648



              	1



              	0.157



              	2



              	|0.648-0.157|/0.648 * |1-2|/(6-1)



              	0.1515

            


          

        




      




      The proposed distance for A and B vectors is the mean value of all computed distances. Thus, the proposed distance can be calculated as follows:




      

        

          	[image: ]

        


      




      The proposed distance between A and B is equal to 0.6791. The lesser this mean value is, the closer the output and the desired value are. The proposed distance value above is calculated based on the differences between not only mutually corresponding membership values but also indices represent cluster orders.




      Why is such a distance proposed? This is a key point. Let’s examine the formula of the suggested distance in (1). The formula is composed of two main parts. The first part is as follows:




      |Ai – Bi| / Ai




      This part calculates the distance between membership values as a percentage. Therefore, the error deviation can be calculated as a percentage. For instance, 0.00001 can be used for any Ai which equals to 0. And the second part of the formula is given below.




      |Asi – Bsi| / (cn – 1)




      The second part calculates distance between indices. As mentioned before, cluster orders carry important information because of the characteristic of fuzzy logic. Therefore, it is important that how close the indices in vectors of observations and corresponding predictions. If mutually corresponding indices are same, the obtained prediction is accurate. Finally, by multiplying these two parts, the suggested distance is obtained.




      As seen from the first part of the formula, if Ai is 0, then the proposed distance will be undefined. In order to deal with this problem, if Ai is 0, a very small value which is close to 0 but not equals to 0 can be used for this Ai. Another anomaly could arise when the difference between Asi and Bsi equals to 0. In this case, the distance will be computed as 0. On the other hand, there can be a distance because of the first part of the formula. If the distance is computed as 0 in such a case, then the first part of the formula cannot be taken into account. Not to diminish the effect of the first part of the formula, the difference between Asi and Bsi can be taken as 0.01 when this difference equals to 0. Hence, the effect of the first part of the formula is taken into consideration even if the difference between Asi and Bsi is 0.




      Sometimes, observations can be fuzzified by using fuzzy c-means method so the sum of the membership values of any observation is 1. On the other hand, the fuzzy time series approach which will be evaluated can produce membership values whose sum does not equal to 1 for any observation even though fuzzy c-means method was employed for fuzzification. In such a case, the membership values obtained from the fuzzy time series approach for each observation are adjusted so that sum of the membership values equals to 1. For example, let Ao and Ad be vectors whose elements are the membership values of a prediction and a corresponding observation, respectively. Ao and Ad are as follows:




      Ad = [0.12 0.01 0.24 0.10 0.04 0.49], Ao = [0.34 0.14 0.09 0.10 0.16 0.88]




      Although sum of the membership values of Ad is 1, sum of the membership values of Ao is 1.71. Thus, in order to calculate the difference between Ao and Ad according to MPM, the membership values included in Ao are adjusted such that sum of the membership values equals to 1. This can be done by using the simple formula given below.




      

        

          	[image: ]



          	(2)

        


      




      where Ao' represents the adjusted membership values of the prediction and S and cn are sum of the membership values and the number of clusters, respectively. For given example, S and cn are 1.71 and 6, respectively. Thus, by using the formula (2), vector Ao' is obtained as follows:




      Ao' = [0.19883 0.08187 0.05263 0.05848 0.09357 0.51462]




      Like in Ad, sum of the membership values of Ao' is 1 now. Then, the distance between Ad and Ao' can be calculated by using the formula (1) and the distance value is obtained as 0.0268.




      After the distance measure proposed in this study is defined, the suggested performance criterion based on this new distance measure can be explained. The MPM proposed by Aladag and Turksen [2] is extended by using this new distance. Then, a new measure is proposed to evaluate fuzzy logic based systems. The proposed measure can be computed as follows:




      The distance value calculated by using the formula (1) can be used to measure the only difference between one prediction and a corresponding observation. On the other hand, in fuzzy time series, more than one prediction and corresponding observation are generally employed to evaluate a fuzzy time series approach. For instance, a time series can be split into training and test sets and the test set can be used for evaluation. A fuzzy time series approach is run over the training set and inference is performed. After this process, fuzzy forecasts for test set are obtained. Then, a performance criterion is calculated based on the difference the obtained predictions and corresponding observations in the test set. If the test set has T observations, the suggested measure will be calculated over the test set by using the formula given in (3).




      

        

          	[image: ]



          	(3)

        


      




      As seen from the formula above, the proposed measure is the mean of distances which is obtained by using the formula (1). For T observations included in test set, the proposed criterion is obtained by calculating T distances for T pairs of predictions and corresponding observations. When all predictions and corresponding observations are exactly the same, the proposed measure is 0. Therefore, the closer to 0 the proposed measure value is, the more accurate the predictions are.


    




    

      THE APPLICATION




      To show the applicability of the proposed performance measure, three different real world time series are used in the implementation. These series are index 100 in stocks and bonds exchange market of İstanbul (IMKB100) and the enrolment data of Alabama University which is a well-known data in fuzzy time series literature. Two different fuzzy time series forecasting approaches which are proposed by Aladag et al. [3] and Egrioglu [17] are applied to these time series. And, the performances of these fuzzy logic based approaches are evaluated by using the proposed performance measure.




      In order to clearly explain how the proposed performance measure works, all computations for the enrolment data will be given in detail. First of all, to apply these methods to the enrollment data, the membership values of observations were obtained by using fuzzy c-means clustering method. Because of the nature of the data, the number of clusters was taken as 7. The enrollment data and the membership values of observations are presented in Table 2.




      

        Table 2 The enrollment data and the membership values of observations.




        

          

            

              	Years



              	Observ.



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	1971



              	13055



              	0.8888



              	0.0426



              	0.0279



              	0.0190



              	0.0112



              	0.0062



              	0.0043

            




            

              	1972



              	13563



              	0.9925



              	0.0033



              	0.0019



              	0.0012



              	0.0006



              	0.0003



              	0.0002

            




            

              	1973



              	13867



              	0.8062



              	0.0941



              	0.0478



              	0.0274



              	0.0137



              	0.0065



              	0.0043

            




            

              	1974



              	14696



              	0.0474



              	0.7630



              	0.1216



              	0.0435



              	0.0153



              	0.0058



              	0.0035

            




            

              	1975



              	15460



              	0.0000



              	0.0001



              	0.9997



              	0.0001



              	0.0000



              	0.0000



              	0.0000

            




            

              	1976



              	15311



              	0.0048



              	0.1654



              	0.7821



              	0.0377



              	0.0069



              	0.0020



              	0.0011

            




            

              	1977



              	15603



              	0.0039



              	0.0482



              	0.7981



              	0.1342



              	0.0115



              	0.0027



              	0.0014

            




            

              	1978



              	15861



              	0.0017



              	0.0133



              	0.0598



              	0.9121



              	0.0104



              	0.0019



              	0.0009

            




            

              	1979



              	16807



              	0.0001



              	0.0003



              	0.0005



              	0.0013



              	0.9971



              	0.0005



              	0.0002

            




            

              	1980



              	16919



              	0.0006



              	0.0018



              	0.0030



              	0.0071



              	0.9821



              	0.0042



              	0.0013

            




            

              	1981



              	16388



              	0.0093



              	0.0406



              	0.0899



              	0.4379



              	0.3871



              	0.0249



              	0.0103

            




            

              	1982



              	15433



              	0.0001



              	0.0025



              	0.9955



              	0.0016



              	0.0002



              	0.0001



              	0.0000

            




            

              	1983



              	15497



              	0.0004



              	0.0071



              	0.9830



              	0.0081



              	0.0010



              	0.0003



              	0.0001

            




            

              	1984



              	15145



              	0.0061



              	0.7852



              	0.1751



              	0.0250



              	0.0059



              	0.0018



              	0.0011

            




            

              	1985



              	15163



              	0.0069



              	0.7232



              	0.2293



              	0.0303



              	0.0070



              	0.0022



              	0.0012

            




            

              	1986



              	15984



              	0.0001



              	0.0004



              	0.0013



              	0.9977



              	0.0005



              	0.0001



              	0.0000

            




            

              	1987



              	16859



              	0.0000



              	0.0001



              	0.0002



              	0.0006



              	0.9987



              	0.0003



              	0.0001

            




            

              	1988



              	18150



              	0.0000



              	0.0000



              	0.0000



              	0.0000



              	0.0001



              	0.9997



              	0.0001

            




            

              	1989



              	18970



              	0.0010



              	0.0018



              	0.0023



              	0.0032



              	0.0063



              	0.0438



              	0.9416

            




            

              	1990



              	19328



              	0.0010



              	0.0017



              	0.0022



              	0.0029



              	0.0052



              	0.0239



              	0.9632

            




            

              	1991



              	19337



              	0.0010



              	0.0019



              	0.0024



              	0.0031



              	0.0057



              	0.0258



              	0.9601

            




            

              	1992



              	18876



              	0.0021



              	0.0041



              	0.0052



              	0.0072



              	0.0147



              	0.1196



              	0.8472

            


          

        




      




      In this application, a test set was not used so all observations except from the first one were employed for evaluation. The first observation for year 1971 was not used since two approaches applied to the data are first order approaches. When the fuzzy time series forecasting approach introduced by Aladag et al. [3] is applied to the enrollment data, the obtained membership values for forecasts are shown in Table 3. As seen from Table 3, the membership values of the prediction for year 1971 is absent in this table since the method proposed by Aladag et al. [3] is a first order fuzzy time series approach.




      

        Table 3 The membership values of predictions obtained from the method proposed by Aladag et al. [3].




        

          

            

              	Years



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	1972



              	0.8888



              	0.0328



              	0.8126



              	0.0426



              	0.0426



              	0.0279



              	0.0062

            




            

              	1973



              	0.9925



              	0.0033



              	0.8126



              	0.0033



              	0.0033



              	0.0145



              	0.0003

            




            

              	1974



              	0.8062



              	0.0478



              	0.8062



              	0.0941



              	0.0941



              	0.0478



              	0.0065

            




            

              	1975



              	0.7630



              	0.1216



              	0.7630



              	0.5310



              	0.7225



              	0.1216



              	0.0058

            




            

              	1976



              	0.9997



              	0.9997



              	0.9997



              	0.0001



              	0.0001



              	0.9997



              	0.0000

            




            

              	1977



              	0.7821



              	0.7821



              	0.7821



              	0.1654



              	0.1654



              	0.7821



              	0.0020

            




            

              	1978



              	0.7981



              	0.7981



              	0.7981



              	0.1342



              	0.0482



              	0.7981



              	0.0027

            




            

              	1979



              	0.0598



              	0.0598



              	0.2108



              	0.9121



              	0.0133



              	0.9121



              	0.0019

            




            

              	1980



              	0.7788



              	0.9426



              	0.9420



              	0.0013



              	0.9971



              	0.0013



              	0.0005

            




            

              	1981



              	0.7788



              	0.9426



              	0.9420



              	0.0071



              	0.9821



              	0.0071



              	0.0042

            




            

              	1982



              	0.3871



              	0.3871



              	0.3871



              	0.4379



              	0.3871



              	0.4379



              	0.0249

            




            

              	1983



              	0.9955



              	0.9955



              	0.9955



              	0.0025



              	0.0025



              	0.9955



              	0.0001

            




            

              	1984



              	0.9830



              	0.9830



              	0.9830



              	0.0081



              	0.0071



              	0.9830



              	0.0003

            




            

              	1985



              	0.7852



              	0.1751



              	0.7852



              	0.5310



              	0.7225



              	0.1751



              	0.0018

            




            

              	1986



              	0.7232



              	0.2293



              	0.7232



              	0.5310



              	0.7225



              	0.2293



              	0.0022

            




            

              	1987



              	0.0013



              	0.0013



              	0.2108



              	0.9977



              	0.0005



              	0.9977



              	0.0001

            




            

              	1988



              	0.7788



              	0.9426



              	0.9420



              	0.0013



              	0.9987



              	0.0006



              	0.0003

            




            

              	1989



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.9997

            




            

              	1990



              	0.0063



              	0.7366



              	0.0063



              	0.0032



              	0.0063



              	0.4649



              	0.8187

            




            

              	1991



              	0.0052



              	0.7366



              	0.0052



              	0.0029



              	0.0052



              	0.4649



              	0.8187

            




            

              	1992



              	0.0057



              	0.7366



              	0.0057



              	0.0031



              	0.0057



              	0.4649



              	0.8187

            


          

        




      




      As seen from Table 3, for each observation, sums of the obtained membership values are greater than 1. However, for each observation, sums of the membership values in Table 2 are 1 since fuzzy c-means method was used in the fuzzification process. Thus, first of all, the membership values produced by Aladag et al. [3] are adjusted so that sum of the membership values of each prediction is equal to 1. This operation can be done by using the formula (2). The adjusted membership values are presented in Table 4.




      

        Table 4 The adjusted membership values of predictions for the method proposed by Aladag et al. [3].




        

          

            

              	Years



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	1972



              	0.4795



              	0.0177



              	0.4384



              	0.0230



              	0.0230



              	0.0151



              	0.0033

            




            

              	1973



              	0.5424



              	0.0018



              	0.4441



              	0.0018



              	0.0018



              	0.0079



              	0.0002

            




            

              	1974



              	0.4237



              	0.0251



              	0.4237



              	0.0494



              	0.0494



              	0.0251



              	0.0034

            




            

              	1975



              	0.2519



              	0.0402



              	0.2519



              	0.1753



              	0.2386



              	0.0402



              	0.0019

            




            

              	1976



              	0.2500



              	0.2500



              	0.2500



              	0.0000



              	0.0000



              	0.2500



              	0.0000

            




            

              	1977



              	0.2260



              	0.2260



              	0.2260



              	0.0478



              	0.0478



              	0.2260



              	0.0006

            




            

              	1978



              	0.2363



              	0.2363



              	0.2363



              	0.0397



              	0.0143



              	0.2363



              	0.0008

            




            

              	1979



              	0.0275



              	0.0275



              	0.0971



              	0.4204



              	0.0061



              	0.4204



              	0.0009

            




            

              	1980



              	0.2126



              	0.2573



              	0.2571



              	0.0004



              	0.2722



              	0.0004



              	0.0001

            




            

              	1981



              	0.2126



              	0.2573



              	0.2571



              	0.0019



              	0.2680



              	0.0019



              	0.0011

            




            

              	1982



              	0.1581



              	0.1581



              	0.1581



              	0.1788



              	0.1581



              	0.1788



              	0.0102

            




            

              	1983



              	0.2497



              	0.2497



              	0.2497



              	0.0006



              	0.0006



              	0.2497



              	0.0000

            




            

              	1984



              	0.2490



              	0.2490



              	0.2490



              	0.0020



              	0.0018



              	0.2490



              	0.0001

            




            

              	1985



              	0.2472



              	0.0551



              	0.2472



              	0.1672



              	0.2275



              	0.0551



              	0.0006

            




            

              	1986



              	0.2288



              	0.0726



              	0.2288



              	0.1680



              	0.2286



              	0.0726



              	0.0007

            




            

              	1987



              	0.0006



              	0.0006



              	0.0954



              	0.4516



              	0.0002



              	0.4516



              	0.0000

            




            

              	1988



              	0.2125



              	0.2572



              	0.2571



              	0.0003



              	0.2726



              	0.0002



              	0.0001

            




            

              	1989



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.0001



              	0.9994

            




            

              	1990



              	0.0031



              	0.3607



              	0.0031



              	0.0016



              	0.0031



              	0.2277



              	0.4009

            




            

              	1991



              	0.0026



              	0.3613



              	0.0026



              	0.0014



              	0.0026



              	0.2280



              	0.4015

            




            

              	1992



              	0.0028



              	0.3610



              	0.0028



              	0.0015



              	0.0028



              	0.2279



              	0.4012

            


          

        




      




      According to Table 2, the membership values of observation for year 1972 are as follows:




      [0.9925 0.0033 0.0019 0.0012 0.0006 0.0003 0.0002]




      When Table 4 is examined, it is seen that the membership values of prediction for year 1972 are as follows:




      [0.4795 0.0177 0.4384 0.0230 0.0230 0.0151 0.0033]




      Thus, for year 1972, the membership values of both the observation and the prediction are given below.




      

        

          

            

              	



              	Year



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	Observation



              	1972



              	0.9925



              	0.0033



              	0.0019



              	0.0012



              	0.0006



              	0.0003



              	0.0002

            




            

              	Prediction



              	1972



              	0.4795



              	0.0177



              	0.4384



              	0.0230



              	0.0230



              	0.0151



              	0.0033

            


          

        




      




      When the formula (1) is utilized, the proposed distance between the observation and the prediction for 1972 is calculated as 7.4246. For year 1975, the membership values of both the observation and the prediction are given below.




      

        

          

            

              	



              	Year



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	Observation



              	1975



              	0.0000



              	0.0001



              	0.9997



              	0.0001



              	0.0000



              	0.0000



              	0.0000

            




            

              	Prediction



              	1975



              	0.2519



              	0.0402



              	0.2519



              	0.1753



              	0.2386



              	0.0402



              	0.0019

            


          

        




      




      In a similar way, the distance between the observation and the prediction for 1975 is 2539.8813 when the formula (1) is applied. Thus, it can be said that the method proposed by Aladag et al. [3] produced a better prediction for year 1972 than this obtained for year 1975 in terms of the proposed distance measure.




      For all 21 years, the obtained distances for 21 pairs of predictions and observations are presented in Table 5. After all distances given in Table 5 are calculated, the proposed criterion can be calculated by using the formula (3). In this case, T is 21 since there are 21 pairs of predictions and observations. Thus, the proposed performance measure was found as 406.5408 by using the formula (3).




      

        Table 5 The obtained distances for all years when the method proposed by Aladag et al. [3] is utilized.




        

          

            

              	Years



              	distances



              	Years



              	distances



              	Years



              	distances

            


          



          

            

              	1972



              	7.425



              	1979



              	63.876



              	1986



              	429.087

            




            

              	1973



              	0.308



              	1980



              	40.124



              	1987



              	82.413

            




            

              	1974



              	0.538



              	1981



              	1.969



              	1988



              	4795.859

            




            

              	1975



              	2539.881



              	1982



              	351.203



              	1989



              	0.227

            




            

              	1976



              	13.599



              	1983



              	117.388



              	1990



              	20.124

            




            

              	1977



              	10.543



              	1984



              	12.720



              	1991



              	18.434

            




            

              	1978



              	19.040



              	1985



              	4.166



              	1992



              	8.506

            


          

        




      




      The fuzzy time series forecasting method proposed by Egrioglu [17] was applied to the enrollment data, and the membership values for predictions were obtained. Then, these membership values were adjusted by using the formula (2) so that sum of the membership values of each prediction is equal to 1. The adjusted membership values are shown in Table 6. As seen from Table 6, the membership values of the prediction for year 1971 is absent in this table since the method proposed by Egrioglu [17] is also a first order fuzzy time series approach.




      

        Table 6 The membership values of predictions obtained from the method proposed by Egrioglu [17].




        

          

            

              	Years



              	Cluster 1



              	Cluster 2



              	Cluster 3



              	Cluster 4



              	Cluster 5



              	Cluster 6



              	Cluster 7

            


          



          

            

              	1972



              	0.2625



              	0.2499



              	0.2375



              	0.1153



              	0.0856



              	0.0362



              	0.0130

            




            

              	1973



              	0.2625



              	0.2499



              	0.2375



              	0.1153



              	0.0856



              	0.0362



              	0.0130
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