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Preface: A New Chapter

As we launch the ninth edition of Pathologic Basis of Disease we look to the future of pathology as a discipline and how this textbook can remain most useful to readers in the twenty-first century. It is obvious that an understanding of disease mechanisms is based more than ever on a strong foundation of basic science. We have always woven the relevant basic cell and molecular biology into the sections on pathophysiology in various chapters. In this edition we go one step further and introduce a new chapter at the very beginning of the book titled “The Cell as a Unit of Health and Disease.” In this chapter we have attempted to encapsulate aspects of cell and molecular biology that we believe are helpful in preparing readers for the more detailed discussions of specific diseases. We would like to remind readers that the last time a new chapter was added to this book was in 1967 when Stanley Robbins, at that time the sole author, decided to add a chapter on genetic diseases, one of many farsighted decisions by Dr. Robbins. We hope that the new chapter will be in keeping with his legacy.

In the preface of the very first edition (1957), Stanley Robbins wrote:

“The pathologist is interested not only in the recognition of structural alterations, but also in their significance, i.e., the effects of these changes on cellular and tissue function and ultimately the effect of these changes on the patient. It is not a discipline isolated from the living patient, but rather a basic approach to a better understanding of disease and therefore a foundation of sound clinical medicine.”

We hope we continue to illustrate the principles of pathology that Dr. Robbins enunciated with such elegance and clarity over half a century ago.

This edition, like all previous ones, has been extensively revised, and some areas have been completely rewritten. A few examples of significant changes are as follows:


• A feature new to this edition is the introduction of Key Concepts boxes, scattered in each chapter to summarize “take home” messages relating to major topics covered in each disease or disease group.

• Chapter 2 has been updated to include novel pathways of cell death beyond the long-established pathways of necrosis and apoptosis. Indeed, the distinction between these two is being blurred. Autophagy, which has begun to take center stage in diseases ranging from aging to cancer and neurodegeneration, has been revised, as have the possible molecular mechanisms of aging.

• Chapter 3 now combines the discussion of inflammation with repair, since these two processes run concurrently and share common mediators.

• Chapter 5 includes a completely rewritten section on molecular diagnosis that reflects rapid advances in DNA sequencing technology.

• Chapter 7 has been extensively revised to incorporate knowledge and concepts of tumor biology gleaned from deep sequencing of cancers.

• The ongoing revolution in “genomic medicine” has provided the impetus for extensive updates of many disease entities associated with newly described germline or somatic genetic alterations. Throughout, we have taken pains to try to only emphasize the lesions that are most common and most informative in terms of disease pathogenesis.

• Chapter 18, covering diseases of the liver, has been reorganized and extensively revised to include discussion of the molecular basis of hepatic fibrosis and its regression.

• Chapter 27, covering diseases of nerves and muscles, also has a fresh look. The diseases are now organized anatomically, starting from neurons and going to muscles, with diseases of neuromuscular junction bridging the two.

• In addition to the revision and reorganization of the text, many new photographs and schematics have been added and a large number of the older “gems” have been enhanced by digital technology.



Despite the changes highlighted above, our goals remain the same as those articulated by Robbins and Cotran over the past many years.


• To integrate into the discussion of pathologic processes and disorders the newest established information available—morphologic as well as molecular.

• To organize information into logical and uniform presentations, facilitating readability, comprehension, and learning.

• To maintain the book at a reasonable size and yet provide adequate discussion of the significant lesions, processes, and disorders. Indeed, despite the addition of a new 30-page chapter and Key Concepts, we have kept the overall length of the book unchanged. One of our most challenging tasks is to decide what to eliminate to make room for new findings.

• To place great emphasis on clarity of writing and proper use of language in the recognition that struggling to comprehend is time-consuming and wearisome and gets in the way of the learning process.

• To make this first and foremost a student text—used by students throughout all years of medical school and into their residencies—but, at the same time, to provide sufficient detail and depth to meet the needs of more advanced readers.



We have repeatedly been told by readers that up-to-datedness is a special feature that makes this book very valuable. We have strived to remain current by providing new information from the recent literature, some from 2014, the current year. We have removed the references from the text and aggregated the most useful review articles in our lists of suggested readings.

We are now into the digital age, and so the text will be available online to those who own the print version. Such access gives the reader the ability to search across the entire text, bookmark passages, add personal notes, use PubMed to view references, and exploit many other exciting features. In addition, also available online are case studies developed by one of us (VK) in collaboration with Herb Hagler, PhD, and Nancy Schneider, MD, PhD, at the University of Texas Southwestern Medical School in Dallas. The cases are designed to enhance and reinforce learning by challenging students to apply their knowledge to solve clinical cases. To assist in the classroom, we have also made the images available for instructors on the Evolve website. Instructors may register at https://evolve.elsevier.com/ to gain access to the images for teaching purposes.

All three of us have reviewed, critiqued, and edited each chapter to ensure the uniformity of style and flow that have been the hallmarks of the book. Together, we hope that we have succeeded in equipping the readers with the scientific basis for the practice of medicine and in whetting their appetite for learning beyond what can be offered in any textbook.

Vinay Kumar


Abul K. Abbas


Jon C. Aster
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The Cell as a Unit of Health and Disease
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Pathology literally translates to the study of suffering (Greek pathos = suffering, logos = study); more prosaically, the term pathology is invoked to represent the study of disease. Germane to this opening chapter, Virchow coined the term cellular pathology to emphasize the basic tenet that all diseases originate at the cellular level. Thus, modern pathology is basically the study of cellular abnormalities. Therefore, diseases and the underlying mechanisms are best understood in the context of normal cellular structure and function.

It is unrealistic (and even undesirable) to condense the vast and fascinating field of cell biology into a single chapter. Moreover, students of biology are likely quite familiar with many of the broader concepts of cell structure and function. Consequently, rather than attempting a comprehensive review, our goal is to survey some basic principles and highlight some recent advances that are relevant to the pathologic basis of disease that is emphasized throughout the text. We hope this chapter will be useful to review key topics in normal cell biology as they apply to the areas of Pathology that are covered from Chapter 2 onwards.


The Genome

The sequencing of the human genome represented a landmark achievement of biomedical science. Published in draft form in 2001 and more completely detailed in 2003, the information has already led to remarkable advances in science and medicine. Since then there has been an exponential decrease in the cost of sequencing and an exponential increase in data accrual; this new information, now literally at our fingertips, promises to revolutionize our understanding of health and disease. However, the sheer volume of the data is formidable, and there is a dawning realization that we have only begun to scratch the surface of its complexity; uncovering the relevance to disease and then developing new therapies remain challenges that both excite and inspire scientists and the lay public alike.


Noncoding DNA

The human genome contains roughly 3.2 billion DNA base pairs. Within the genome there are about 20,000 protein-encoding genes, comprising only about 1.5% of the genome. These proteins variously function as enzymes, structural components, and signaling molecules and are used to assemble and maintain all of the cells in the body. Although 20,000 is an underestimation of the number of proteins encoded in the human genome (given that many genes produce multiple RNA transcripts encoding different protein isoforms), it is nevertheless startling to realize that worms composed of fewer than 1000 cells—with genomes of only about 0.1 billion DNA base pairs—are also assembled using about 20,000 genes to produce proteins. Even more surprising is that many of these proteins are recognizable homologs of molecules expressed in humans. What then separates humans from worms?

The answer is not completely known, but the weight of current evidence suggests that much of the difference lies in the 98.5% of the human genome that does not encode proteins. It has been known for some time that protein-coding genes in higher organisms are separated by long stretches of DNA whose function has been obscure for many years—sometime denoted as “dark matter” of the genome. That viewpoint has subsequently been modified, driven by the multinational ENCODE (Ency­clopedia of DNA Elements) project that set out in 2007 to identify all regions of the genome that could be ascribed some function. The striking conclusion is that as much as 80% of the human genome either binds proteins, implying it is involved in regulating gene expression, or can be assigned some functional activity, mostly related to the regulation of gene expression, often in a cell-type specific fashion. It follows that while proteins provide the building blocks and machinery required for assembling cells, tissues and organisms, it is the noncoding regions of the genome that provide the critical “architectural planning.” Practically stated, the difference between worms and humans apparently lies more in the genomic “blueprints” than in the construction materials.

The major classes of functional non–protein-coding sequences found in the human genome are the following (Fig. 1-1):


• Promoter and enhancer regions that provide binding sites for transcription factors

• Binding sites for factors that organize and maintain higher order chromatin structures

• Noncoding regulatory RNAs. More than 60% of the genome is transcribed into RNAs that are never translated into protein, but which nevertheless can regulate gene expression through a variety of mechanisms. The two best-studied varieties—micro-RNAs and long noncoding RNAs—are described later.

• Mobile genetic elements (e.g., transposons). Remarkably, more than one third of the human genome is composed of these elements, popularly denoted as “jumping genes.” These segments can move around the genome, exhibiting wide variation in number and positioning even amongst closely related species (i.e., humans and other primates). They are implicated in gene regulation and chromatin organization, but their function is still not well established.

• Special structural regions of DNA, in particular telomeres (chromosome ends) and centromeres (chromosome “tethers”)



[image: image]
Figure 1-1 The organization of nuclear DNA. At the light microscopic level, the nuclear genetic material is organized into dispersed, transcriptionally active euchromatin or densely packed, transcriptionally inactive heterochromatin; chromatin can also be mechanically connected with the nuclear membrane, and nuclear membrane perturbation can thus influence transcription. Chromosomes (as shown) can only be visualized by light microscopy during cell division. During mitosis, they are organized into paired chromatids connected at centromeres; the centromeres act as the locus for the formation of a kinetochore protein complex that regulates chromosome segregation at metaphase. The telomeres are repetitive nucleotide sequences that cap the termini of chromatids and permit repeated chromosomal replication without loss of DNA at the chromosome ends. The chromatids are organized into short “P” (“petite”) and long “Q” (“next letter in the alphabet”) arms. The characteristic banding pattern of chromatids has been attributed to relative GC content (less GC content in bands relative to interbands), with genes tending to localize to interband regions. Individual chromatin fibers are comprised of a string of nucleosomes—DNA wound around octameric histone cores—with the nucleosomes connected via DNA linkers. Promoters are noncoding regions of DNA that initiate gene transcription; they are on the same strand and upstream of their associated gene. Enhancers are regulatory elements that can modulate gene expression over distances of 100 kB or more by looping back onto promoters and recruiting additional factors that are needed to drive the expression of pre-mRNA species. The intronic sequences are subsequently spliced out of the pre-mRNA to produce the definitive message that is translated into protein—without the 3′- and 5′-untranslated regions (UTR). In addition to the enhancer, promoter, and UTR sequences, noncoding elements are found throughout the genome; these include short repeats, regulatory factor binding regions, noncoding regulatory RNAs, and transposons.





One of the reasons these findings have generated so much interest is that many, and perhaps most, of the genetic variations (polymorphisms) associated with diseases are located in non–protein-coding regions of the genome. Thus, variation in gene regulation may prove to be more important in disease causation than structural changes in specific proteins.

Another surprising revelation from the recent genomic studies is that, on average, any two individuals share greater than 99.5% of their DNA sequences. It is perhaps more remarkable that we are 99% identical with chim­panzees! Thus, person-to-person variation, including differential susceptibility to diseases and in response to environmental agents and drugs, is encoded in less than 0.5% of our DNA. Though small when compared to the total nucleotide sequences, this 0.5% represents about 15 million base pairs. The two most common forms of DNA variation in the human genome are single-nucleotide polymorphisms (SNPs) and copy number variations (CNVs). SNPs are variants at single nucleotide positions and are almost always biallelic (i.e., only two choices exist at a given site within the population, such as A or T). Much effort has been devoted to mapping common SNPs in human populations. Over 6 million human SNPs have been identified, many of which show wide variation in frequency in different populations. SNPs occur across the genome—within exons, introns, intergenic regions, and coding regions. Overall, about 1% of SNPs occur in coding regions, which is about what would be expected by chance, since coding regions comprise about 1.5% of the genome. SNPs located in non-coding regions may fall in regulatory elements in the genome, thereby altering gene expression; in such instances the SNP may have a direct influence on disease susceptibility. In other instances, the SNP may be a “neutral” variant that has no effect on gene function or carrier phenotype. However, even “neutral” SNPs may be useful markers if they happen to be co-inherited with a disease-associated gene as a result of physical proximity. In other words, the SNP and the causative genetic factor are in linkage disequilibrium. There is hope that groups of SNPs may serve as markers of risk for multigenic complex diseases such as type II diabetes and hypertension. However, the effect of most SNPs on disease susceptibility is weak, and it remains to be seen if identification of such variants, alone or in combination, can be used to develop effective strategies for disease prevention.

CNVs are a more recently identified form of genetic variation consisting of different numbers of large contiguous stretches of DNA from 1000 base pairs to millions of base pairs. In some instances these loci are, like SNPs, biallelic and simply duplicated or deleted in a subset of the population. In other instances there are complex rearrangements of genomic material, with multiple alleles in the human population. Current estimates are that CNVs are responsible for between 5 and 24 million base pairs of sequence difference between any two individuals. Approx­imately 50% of CNVs involve gene-coding sequences; thus, CNVs may underlie a large portion of human phenotypic diversity. We currently know much less about CNVs than SNPs, therefore their influence on disease susceptibility is less established.

It should be pointed out that despite all these advances in the understanding of human genetic variation, it is clear that alterations in DNA sequence cannot by themselves explain the diversity of phenotypes in human populations. Nor can classic genetics explain how monozygotic twins can have differing phenotypes. The answer may lie in epigenetics, which is defined as heritable changes in gene expression that are not caused by alterations in DNA sequence. The molecular basis of epigenetic changes will be discussed next.




Histone Organization

Even though virtually all cells in the body contain the same genetic material, terminally differentiated cells have distinct structures and functions. Clearly, different cell types are distinguished by lineage-specific programs of gene expression. Such cell type-specific differences in DNA transcription and translation depend on epigenetic factors (literally, factors that are “above genetics”) that can be conceptualized as follows (Fig. 1-2):


• Histones and histone modifying factors. Nucleosomes con­sist of DNA segments 147 base pairs long that are wrapped around a central core structure of highly conserved low molecular weight proteins called histones. The resulting DNA-histone complex resembles a series of beads joined by short DNA linkers and is generically called chromatin. The naked DNA of a human cell is about 1.8 meters long, but wound around histones like spools, DNA can be packed into a nucleus as small as 7 to 8 micrometers in diameter—the width of a resting lymphocyte. In most cases, DNA is not uniformly and compactly wound. Thus, at the light microscopic level, nuclear chromatin exists in two basic forms: (1) cytochemically dense and transcriptionally inactive heterochromatin and (2) cytochemically dispersed and transcriptionally active euchromatin (Fig. 1-1). Moreover, which portion of the nuclear chromatin is “unwound” regulates gene expression and thereby dictates cellular identity and activity.

Histones are not static, but rather are highly dynamic structures regulated by a host of nuclear proteins and chemical modifications. Thus, chromatin remodeling complexes can reposition nucleosomes on DNA, exposing (or obscuring) gene regulatory elements such as promoters. “Chromatin writer” complexes, on the other hand, carry out more than 70 different histone modifications generically denoted as marks. Such covalent alterations include methylation, acetylation, or phosphorylation of specific amino acid residues on the histones.

Actively transcribed genes in euchromatin are asso­ciated with histone marks that make the DNA accessible to RNA polymerases. In contrast, inactive genes have histone marks that enable DNA compaction into heterochromatin. Histone marks are reversible through the activity of “chromatin erasers.” Still other proteins function as “chromatin readers,” binding histones that bear particular marks and thereby regulating gene expression.

• Histone methylation. Both lysines and arginines can be methylated by specific writer enzymes; in particular, methylation of lysine residues in histones may be associated with either transcriptional activation or repression, depending on the histone residue that is “marked”.

• Histone acetylation. Lysine residues are acetylated by histone acetyl transferases (HAT), whose modifications tend to open up the chromatin and increase tran­scription. In turn, these changes can be reversed by histone deacetylases (HDAC), leading to chromatin condensation.

• Histone phosphorylation. Serine residues can be modified by phosphorylation; depending on the specific residue, the DNA may be opened up for transcription or condensed to become inactive.

• DNA methylation. High levels of DNA methylation in gene regulatory elements typically result in tran­scriptional silencing. Like histone modifications, DNA methylation is tightly regulated by methyltransferases, demethylating enzymes, and methylated-DNA-binding proteins.

• Chromatin organizing factors. Much less is known about these proteins, which are believed to bind to noncoding regions and control long-range looping of DNA, which is important in regulating the spatial relationships between gene enhancers and promoters that control gene expression.
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Figure 1-2 Histone organization. A, Nucleosomes are comprised of octamers of histone proteins (two each of histone subunits H2A, H2B, H3, and H4) encircled by 1.8 loops of 147 base pairs of DNA; histone H1 sits on the 20-80 nucleotide linker DNA between nucleosomes and helps stabilizes the overall chromatin architecture. The histone subunits are positively charged, thus allowing the compaction of the negatively charged DNA. B, The relative state of DNA unwinding (and thus access for transcription factors) is regulated by histone modification, for example, by acetylation, methylation, and/or phosphorylation (so-called “marks”); marks are dynamically written and erased. Certain marks such as histone acetylation “open up” the chromatin structure, whereas others, such as methylation of particular histone residues, tends to condense the DNA and leads to gene silencing. DNA itself can also be methylated, a modification that is associated with transcriptional inactivation.





Deciphering the mechanisms that allow epigenetic factors to control genomic organization and gene expression in a cell-type-specific fashion is an extraordinarily complex proposition. Despite the intricacies, there is already ample evidence that dysregulation of the “epigenome” has a central role in malignancy (Chapter 7), and there is growing evidence that many other diseases are associated with inherited or acquired epigenetic alterations. Another reason for excitement is that—unlike genetic changes—many epigenetic alterations (e.g., histone acetylation and DNA methylation) are reversible and are amenable to therapeutic intervention; thus, HDAC inhibitors and DNA methylation inhibitors are already being tested in the treatment of various forms of cancer.




Micro-RNA and Long Noncoding RNA

Another mechanism of gene regulation depends on the functions of noncoding RNAs. As the name implies, these are encoded by genes that are transcribed but not translated. Although many distinct families of noncoding RNAs exist, we will only discuss two examples here: small RNA molecules called microRNAs, and long noncoding RNAs >200 nucleotides in length.


Micro-RNA (miRNA)

The miRNAs do not encode proteins; instead, they function primarily to modulate the translation of target mRNAs into their corresponding proteins. Posttranscriptional silencing of gene expression by miRNA is a fundamental and well-conserved mechanism of gene regulation present in all eukaryotes (plants and animals). Even microorganisms have a more primitive version of the same general machinery that they can use to protect themselves against foreign DNA (e.g., from phages and viruses). Because of the profound influence of miRNAs on gene regulation, these relatively short RNAs (22 nucleotides on average) have assumed central importance in the illumination of both normal developmental pathways, as well as pathologic conditions like cancer. Indeed, the Nobel Prize in Physiology or Medicine in 2006 was awarded for the discovery of miRNAs.

By current estimates, the human genome encodes approximately 1000 miRNA genes, some 20-fold less than the number of protein-coding genes. However, individual miRNAs appear to regulate multiple protein-coding genes, allowing each miRNA to co-regulate entire programs of gene expression. Transcription of miRNA genes produces a primary miRNA, which is progressively processed through various steps including trimming by the enzyme DICER. This generates mature single-stranded miRNAs of 21 to 30 nucleotides that are associated with a multiprotein aggregate called RNA-induced silencing complex (RISC; Fig. 1-3). Subsequent base pairing between the miRNA strand and its target mRNA directs the RISC to either induce mRNA cleavage or repress its translation. All mRNAs contain a so-called seed sequence in their 3′ untranslated region (UTR) that determines the specificity of miRNA binding and gene silencing. In this way, the target mRNA is posttranscriptionally silenced.
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Figure 1-3 Generation of microRNAs (miRNA) and their mode of action in regulating gene function. miRNA genes are transcribed to produce a primary miRNA (pri-miRNA), which is processed within the nucleus to form pre-miRNA composed of a single RNA strand with secondary hairpin loop structures that form stretches of double-stranded RNA. After this pre-miRNA is exported out of the nucleus via specific transporter proteins, the cytoplasmic Dicer enzyme trims the pre-miRNA to generate mature double-stranded miRNAs of 21 to 30 nucleotides. The miRNA subsequently unwinds, and the resulting single strands are incorporated into the multiprotein RNA-induced silencing complex (RISC). Base pairing between the single-stranded miRNA and its target mRNA directs RISC to either cleave the mRNA target or repress its translation. In either case, the target mRNA gene is silenced posttranscriptionally.





Small interfering RNAs (siRNAs) are short RNA sequences that can be introduced experimentally into cells. These serves as substrates for Dicer and interact with the RISC complex in a manner analogous to endogenous miRNAs. Synthetic siRNAs targeted against specific mRNA species have become useful laboratory tools to study gene function (so-called knockdown technology); they are also being developed as possible therapeutic agents to silence pathogenic genes, such as oncogenes involved in neoplastic transformation.




Long Noncoding RNA (lncRNA)

Recent studies have further identified an untapped universe of lncRNAs—by some calculations, the number of lncRNAs may exceed coding mRNAs by 10- to 20-fold. lncRNAs modulate gene expression in many ways (Fig. 1-4); for example, they can bind to regions of chromatin, restricting RNA polymerase access to coding genes within the region. The best known example of a repressive function involves XIST, which is transcribed from the X chromosome and plays an essential role in physiologic X chromosome inactivation. XIST itself escapes X inacti­vation, but forms a repressive “cloak” on the X chromosome from which it is transcribed, resulting in gene silencing. Conversely, it has recently been appreciated that many enhancers are sites of lncRNA synthesis, and these lncRNAs appear to often increase transcription from gene promoters through a variety of mechanisms (Fig. 1-4). Emerging studies are exploring the roles of lncRNAs in various human diseases, from atherosclerosis to cancer.
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Figure 1-4 Roles of long noncoding RNAs. A, Long non-coding RNAs (lncRNAs) can facilitate transcription factor binding and thus promote gene activation. B, Conversely, lncRNAs can preemptively bind transcription factors and thus prevent gene transcription. C, Histone and DNA modification by acetylases or methylases (or deacetylases and demethylases) may be directed by the binding of lncRNAs. D, In other instances, lncRNAs may act as scaffolding to stabilize secondary or tertiary structures and/or multi-subunit complexes that influence general chromatin architecture or gene activity. (Adapted from Wang KC, Chang HY: Molecular mechanisms of long noncoding RNAs. Mol Cell 43:904, 2011.)















Cellular Housekeeping

The viability and normal activity of cells depend on a variety of fundamental housekeeping functions that all differentiated cells must perform. These functions include protection from the environment, nutrient acquisition, communication, movement, renewal of senescent molecules, molecular catabolism, and energy generation.

Many normal housekeeping functions are compartmentalized within membrane-bound intracellular organelles (Fig. 1-5). By isolating certain cellular functions within distinct compartments, functionally important, potentially injurious degradative enzymes or reactive metabolites can be concentrated or stored at high concentrations in specific organelles without risking damage to other cellular constituents. More­over, compartmentalization allows the creation of unique intracellular environments (e.g., low pH or high calcium) that may then selectively regulate the function of enzymes or metabolic pathways.
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Figure 1-5 Basic subcellular constituents of cells. The table presents the number of the various organelles within a typical hepatocyte, as well as their volume within the cell. The figure shows geographic relationships but is not intended to be accurate to scale. (Adapted from Weibel ER, Stäubli W, Gnägi HR, et al: Correlated morphometric and biochemical studies on the liver cell. I. Morphometric model, stereologic methods, and normal morphometric data for rat liver. J Cell Biol 42:68, 1969.)





New proteins destined for the plasma membrane or points beyond are synthesized in the rough endoplasmic reticulum (RER) and physically assembled in the Golgi apparatus; proteins intended for the cytosol are synthesized on free ribosomes. Smooth endoplasmic reticulum (SER) may be abundant in certain cell types such as gonads and liver where it is used for steroid hormone and lipoprotein synthesis, as well as for the modification of hydrophobic compounds (for example, drugs) into water-soluble molecules for export.

Proteins and organelles must also be broken down if they become damaged, as most proteins and other molecules that are taken up into the cell by endocytosis. Catabolism of these constituents takes place at three different sites and serves different functions. Lysosomes are intracellular organelles that contain degradative enzymes that permit the digestion of a wide-range of macromolecules, including proteins, polysaccharides, lipids, and nucleic acids. Proteasomes, on the other hand are a specialized type of “grinder” that selectively chews up denatured proteins, releasing peptides. In some cases the peptides so generated can be presented in the context of class I major histocompatibility molecules (Chapter 6). In other cases signaling molecules trigger the proteasomal degradation of negative regulatory proteins, leading to activation of pathways that alter transcription. These are described in more detail later in the chapter. Peroxisomes play a specialized role in the breakdown of fatty acids, generating hydrogen peroxide in this process.

The contents and position of cellular organelles are also subject to regulation. Endosomal vesicles shuttle internalized material to the appropriate intracellular sites or direct newly synthesized materials to the cell surface or targeted organelle. Cell movement—both organelles and proteins within the cell, as well as movement of the cell in its environment—is accomplished through the cytoskeleton. These structural proteins also maintain basic cellular shape and intracellular organization, requisites for maintaining cell polarity. This is particularly critical in epithelium, in which the top of the cell (apical) and the bottom and side of the cell (basolateral) are often exposed to different environments and have distinct functions. Most of the ATP that powers cells is made through oxidative phosphorylation in the mitochondria. However, mitochondria also serve as an important source of metabolic intermediates that are needed for anabolic metabolism; they are sites of synthesis of certain macromolecules (e.g., heme), and contain important sensors of cell damage that can initiate and regulate the process of programmed cell death.

Cell growth and maintenance require a constant supply of both energy and the building blocks that are needed for synthesis of macromolecules. In growing and dividing cells, all of these organelles have to be replicated (organellar biogenesis) and correctly apportioned in daughter cells following mitosis. Moreover, because the macromolecules and organelles have finite lifespans (mitochondria, for example, last only about 10 days), mechanisms must also exist that allow for the recognition and degradation of “worn out” cellular components.

With this as a primer, we now move on to discuss cellular components and their function in greater detail.



Plasma Membrane: Protection and Nutrient Acquisition

Plasma membranes (and all other organellar membranes) are more than just static lipid sheaths. Rather, they are fluid bilayers of amphipathic phospholipids with hydrophilic head groups that face the aqueous environment and hydrophobic lipid tails that interact with each other to form a barrier to passive diffusion of large or charged molecules (Fig. 1-6). The bilayer is composed of a heterogeneous collection of different phospholipids, which are distributed asymmetrically—for example, certain membrane lipids preferentially associate with extracellular or cytosolic faces. Proper organization of phospholipids is important for cell health, as specific phospholipids interact with particular membrane proteins, influencing their distribution and function. In addition, asymmetric partitioning of phospholipids is important in several other cellular processes, as follows:


• Phosphatidylinositol on the inner membrane leaflet can be phosphorylated, serving as an electrostatic scaffold for intracellular proteins; alternatively, polyphosphoinositides can be hydrolyzed by phospholipase C to generate intracellular second signals like diacylglycerol and inositol trisphosphate.

• Phosphatidylserine is normally restricted to the inner face where it confers a negative charge involved in electrostatic protein interactions; however, when it flips to the extracellular face, which happens in cells undergoing apoptosis (programmed cell death), it becomes an “eat me” signal for phagocytes. In the special case of platelets, it serves as a cofactor in the clotting of blood.

• Glycolipids and sphingomyelin are preferentially expressed on the extracellular face; glycolipids (and particularly gangliosides, with complex sugar linkages and terminal sialic acids that confer negative charges) are important in cell-cell and cell-matrix interactions, including inflammatory cell recruitment and sperm-egg interactions.



[image: image]
Figure 1-6 Plasma membrane organization and asymmetry. The plasma membrane is a bilayer of phospholipids, cholesterol, and associated proteins. The phospholipid distribution within the membrane is asymmetric due to the activity of flippases; phosphatidylcholine and sphingomyelin are overrepresented in the outer leaflet, and phosphatidylserine (negative charge) and phosphatidylethanolamine are predominantly found on the inner leaflet; glycolipids occur only on the outer face where they contribute to the extracellular glycocalyx. Although the membrane is laterally fluid and the various constituents can diffuse randomly, specific domains—lipid rafts—can also stably develop. Membrane-associated proteins may traverse the membrane (singly or multiply) via α-helical hydrophobic amino acid sequences; depending on the membrane lipid content and the hydrophobicity of protein domains, such proteins may have non-random distributions within the membrane. Proteins on the cytosolic face may associate with membranes through post-translational modifications, e.g., farnesylation, or addition of palmitic acid. Proteins on the extracytoplasmic face may associate with the membrane via glycosyl phosphatidyl inositol linkages. Besides protein-protein interactions within the membrane, membrane proteins can also associate with extracellular and/or intracytoplasmic proteins to generate large, relatively stable complexes (e.g., the focal adhesion complex). Transmembrane proteins can translate mechanical forces (e.g., from the cytoskeleton or extracellular matrix) as well as chemical signals across the membrane. It is worth remembering that a similar organization of lipids and associated proteins also occurs within the various organellar membranes.





Moreover, certain membrane components have a predilection for association through horizontal interactions in the bilayer, which leads to the creation of distinct lipid domains known as “lipid rafts.” Since inserted membrane proteins have different intrinsic solubilities in various lipid domains, they tend to accumulate in certain regions of the membrane and to become depleted from others. As might be imagined the nonrandom distribution of lipids and membrane proteins has important effects on cell-cell and cell-matrix interactions, as well as in intracellular signaling and the generation of specialized membrane regions involved in secretory or endocytic pathways.

The plasma membrane is liberally studded with a variety of proteins and glycoproteins involved in (1) ion and metabolite transport, (2) fluid-phase and receptor-mediated uptake of macromolecules, and (3) cell-ligand, cell-matrix, and cell-cell interactions. Proteins associate with the lipid bilayer by one of four general arrangements; how they integrate into the membrane informs function.


• Most proteins are integral or transmembrane proteins, having one or more relatively hydrophobic α-helical segments that traverse the lipid bilayer. Integral membrane proteins typically contain positively charged amino­acids in their cytoplasmic domains, which anchor the proteins to the negatively charged head groups of membrane phospholipids.

• Proteins may be synthesized in the cytosol and posttranslationally attached to prenyl groups (e.g., farnesyl, related to cholesterol) or fatty acids (e.g., palmitic or myristic acid), that insert into the cytosolic side of the plasma membrane.

• Insertion into the membrane may occur through glycosylphosphatidylinositol (GPI) anchors on the extracellular face of the membrane.

• Peripheral membrane proteins may noncovalently associate with true transmembrane proteins.



Many plasma membrane proteins function together as large complexes; these may either be aggregated under the control of chaperone molecules in the RER or by lateral diffusion in the plasma membrane followed by complex formation in situ. The latter mechanism is characteristic of many protein receptors (e.g., cytokine receptors) that dimerize or trimerize in the presence of ligand to form functional signaling units. Although lipid bilayers are fluid in the two-dimensional plane of the membrane, membrane components can also be confined to discrete domains. This may be achieved through localization to lipid rafts, already discussed, or through intercellular protein-protein interactions (e.g., at tight junctions) that establish discrete boundaries; indeed, this strategy is used to maintain cell polarity (e.g., top/apical vs bottom/basolateral) in epithelial layers. Alternatively, unique membrane domains can be generated by the interaction of proteins with cytoskeletal molecules or extracellular matrix.

The extracellular face of the plasma membrane is diffusely studded with carbohydrates, not only as complex oligosaccharides on glycoproteins and glycolipids, but also as polysaccharide chains attached to integral membrane proteoglycans. This glycocalyx functions as a chemical and mechanical barrier, and is also involved in cell-cell and cell-matrix interactions.



Passive Membrane Diffusion.

Small, nonpolar molecules like O2 and CO2 readily dissolve in lipid bilayers and therefore rapidly diffuse across them; in addition, hydrophobic molecules (e.g., steroid-based molecules like estradiol or vitamin D) also cross lipid bilayers with relative impunity. Similarly, polar molecules smaller than 75 daltons in mass readily cross membranes (e.g., water, ethanol, and urea). However, in tissues where water is transported in large volumes (e.g., renal tubular epithelium), special integral membrane proteins called aquaporins augment passive water transport. In contrast, the lipid bilayer is an effective barrier to the passage of polar molecules of greater than 75 daltons in mass, even those that are only slightly larger, such as glucose. Lipid bilayers are also impermeant to ions, no matter how small, due to their charge and high degree of hydration. We will discuss next specialized mechanisms that regulate traffic across plasma membranes.




Carriers and Channels.

For each of the larger polar molecules that must cross membranes to support normal cellular functions (e.g., for nutrient uptake and waste disposal), a unique plasma membrane protein is typically required. For low molecular weight species (ions and small molecules up to approximately 1000 daltons), channel proteins and carrier proteins may be used (although this discussion focuses on plasma membranes, it should be noted that similar pores and channels are needed for transport across organellar membranes). Each transported molecule (e.g., ion, sugar, nucleotide) requires a transporter, which are often highly specific for a select molecule in each class (e.g., glucose but not galactose):


• Channel proteins create hydrophilic pores, which, when open, permit rapid movement of solutes (usually restricted by size and charge, Fig. 1-7).
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Figure 1-7 Movement of small molecules and larger structures across membranes. The lipid bilayer is relatively impermeable to all but the smallest and/or most hydrophobic molecules. Thus, the import or export of charged species requires specific transmembrane transporter proteins; the internalization or externalization of large proteins, complex particles, or even cells requires encircling them with segments of the membrane. Small charged solutes can move across the membrane using either channels or carriers; in general, each molecule requires a unique transporter. Channels are used when concentration gradients can drive the solute movement. Carriers are required when solute is moved against a concentration gradient. Receptor-mediated and fluid-phase uptake of material involves membrane bound vacuoles. Caveolae endocytose extracellular fluid, membrane proteins, and some receptor bound molecules (e.g., folate) in a process driven by caveolin proteins concentrated within lipid rafts (potocytosis). Pinocytosis of extracellular fluid and most surface receptor-ligand pairs involves clathrin-coated pits and vesicles. After internalization, the clathrin dissociates and can be re-used, while the resulting vesicle progressively matures and acidifies. In the early and/or late endosome, ligand can be released from its receptor (e.g., iron released from transferrin bound to the transferrin receptor) with receptor recycling to the cell surface for another round. Alternatively, receptor and ligand within endosomes can be targeted to fuse with lysosomes (e.g., epidermal growth factor bound to its receptor); after complete degradation, the late endosome-lysosome fusion vesicle can regenerate lysosomes. Phagocytosis involves the non-clathrin-mediated membrane invagination of large particles—typically by specialized phagocytes (e.g., macrophages or neutrophils). The resulting phagosomes eventually fuse with lysosomes to facilitate the degradation of the internalized material. Transcytosis involves the transcellular endocytotic transport of solute and/or bound ligand from one face of a cell to another. Exocytosis is the process by which membrane-bound vesicles fuse with the plasma membrane and discharge their contents to the extracellular space.





• Carrier proteins bind their specific solute and undergo a series of conformational changes to transfer the ligand across the membrane; their transport is relatively slow.



In most cases, a concentration and/or electrical gradient between the inside and outside of the cell drives solute movement via passive transport (virtually all plasma membranes have an electrical potential difference across them, with the inside negative relative to the outside). In some cases, active transport of certain solutes against a concen­tration gradient is accomplished by carrier molecules (not channels) using energy released by ATP hydrolysis or a coupled ion gradient. Transporter ATPases also include the infamous multidrug resistance (MDR) protein, which pumps polar compounds (e.g., chemotherapeutic drugs) out of cells and may render cancer cells resistant to treatment.

Because plasma membranes are freely permeable to water, it moves into and out of cells by osmosis, depending on relative solute concentrations. Thus, extracellular salt in excess of that in the cytosol (hypertonicity) causes a net movement of water out of cells, while hypotonicity causes a net movement of water into cells. Since the cytosol is rich in charged metabolites and protein species that attract a large number of counterions that tend to increase the intracellular osmolarity, cells need to constantly pump out small inorganic ions (e.g., Na+ and Cl−), typically through the activity of the membrane sodium-potassium ATPase, lest they become overhydrated. Loss of the ability to generate energy (e.g., in a cell injured by toxins or ischemia) therefore results in osmotic swelling and eventual rupture of cells. Similar transport mechanisms also regulate intracellular and intraorganellar pH; most cytosolic enzymes prefer to work at pH 7.4 whereas lysosomal enzymes function best at pH 5 or less.




Receptor-mediated and fluid-phase uptake (Fig. 1-7).

Uptake of fluids or macromolecules by the cell, called endocytosis, occurs by two fundamental mechanisms. Certain small molecules—including some vitamins—are taken up by invaginations of the plasma membrane called caveolae. For bigger molecules, uptake occurs after binding to specific cell-surface receptors; internalization occurs through a membrane invagination process driven by an intracellular coat of clathrin proteins. Clathrin is a hexamer of proteins that spontaneously assembles into a basket-like lattice to drive the invagination process. We shall come back to these later.

The process by which large molecules are exported from cells is called exocytosis; In this process, proteins synthesized and packaged within the RER and Golgi apparatus are concentrated in secretory vesicles, which then fuse with the plasma membrane and expel their contents.

Transcytosis is the movement of endocytosed vesicles between the apical and basolateral compartments of cells; this is a mechanism for transferring large amounts of intact proteins across epithelial barriers (e.g., ingested antibodies in maternal milk across intestinal epithelia) or for the rapid movement of large volumes of solute. In fact, increased transcytosis probably plays a role in the increased vascular wall permeability seen in healing wounds and in tumors.

We now return to the two forms of endocytosis mentioned earlier


• Caveolae-mediated endocytosis. Caveolae (“little caves”) are noncoated plasma membrane invaginations associated with GPI-linked molecules, cyclic adenosine monophosphate (cAMP) binding proteins, SRC-family kinases, and the folate receptor. Caveolin is the major structural protein of caveole. Internalization of caveolae with any bound molecules and associated extracellular fluid is sometimes called potocytosis—literally “cellular sipping.” Although caveolae likely participate in the transmembrane delivery of some molecules (e.g., folate), they are increasingly implicated in the regulation of transmembrane signaling and/or cellular adhesion via the internalization of receptors and integrins.

• Pinocytosis and receptor-mediated endocytosis (Fig. 1-7). Pinocytosis ( “cellular drinking”) describes a fluid-phase process during which the plasma membrane invaginates and is pinched off to form a cytoplasmic vesicle. Endocytosed vesicles may recycle back to the plasma membrane (exocytosis) for another round of ingestion. Endocytosis and exocytosis must be tightly coupled since a cell will typically pinocytose 10% to 20% of its own cell volume each hour, or about 1% to 2% of its plasma membrane each minute. Pinocytosis and receptor-mediated endocytosis begin at a specialized region of the plasma membrane called the clathrin-coated pit, which rapidly invaginates and pinches off to form a clathrin-coated vesicle; trapped within the vesicle is a gulp of the extracellular milieu and in some cases receptor bound macromolecules described below. The vesicles then rapidly uncoat and fuse with an acidic intracellular structure called the early endosome where they discharge their contents for digestion and further passage to the lysosome.



Receptor-mediated endocytosis is the major uptake mechanism for certain macromolecules, as exemplified by transferrin and low-density lipoprotein (LDL). These macromolecules bind to receptors that are localized in clathrin coated pits. After binding to their specific receptors, LDL and transferrin are endocytosed in vesicles that fuse with lysosomes. In the acidic environment of the lysosome, LDL and transferrin release their cargo (cholesterol and iron, respectively), which is subsequently taken up into the cytoplasm. Remarkably, the LDL receptor and the transferrin receptor are resistant to the harsh environment of the lysosome, allowing them to be recycled back to the plasma membrane. Defects in receptor-mediated transport of LDL are responsible for familial hypercholesterolemia, as described in Chapter 5.












Cytoskeleton and Cell-Cell Interactions

The ability of cells to adopt a particular shape, maintain polarity, organize the relationship of intracellular organelles, and move about depends on the intracellular scaffolding of proteins called the cytoskeleton (Fig. 1-8). In eukaryotic cells, there are three major classes of cytoskeletal proteins:


• Actin microfilaments are 5- to 9-nm diameter fibrils formed from the globular protein actin (G-actin), the most abundant cytosolic protein in cells. The G-actin monomers noncovalently polymerize into long filaments (F-actin) that intertwine to form double-stranded helices with a defined polarity; new globular subunits are added (or lost) at the “positive” end of the strand. In muscle cells, the filamentous protein myosin binds to actin, and moves along it, driven by ATP hydrolysis (the basis of muscle contraction). In non-muscle cells, F-actin assembles via an assortment of actin-binding proteins into well-organized bundles and networks that control cell shape and movement.

• Intermediate filaments are 10-nm diameter fibrils that comprise a large and heterogeneous family. Individual types have characteristic tissue-specific patterns of expression that can be useful for assigning a cell of origin for poorly differentiated tumors.

• Lamin A, B, and C: nuclear lamina of all cells

• Vimentin: mesenchymal cells (fibroblasts, endothelium)

• Desmin: muscle cells, forming the scaffold on which actin and myosin contract

• Neurofilaments: axons of neurons, imparting strength and rigidity

• Glial fibrillary acidic protein: glial cells around neurons

• Cytokeratins: at least 30 distinct varieties, subdivided into acidic (type I) and neutral/basic (type II); different types present in different cells, hence can be used as cell markers


These ropelike intermediate filament fibers are found predominantly in a polymerized form within cells and do not usually actively reorganize like actin and microtubules. They impart tensile strength and allow cells to bear mechanical stress. The nuclear membrane lamins are important not only for maintaining nuclear morphology but also for regulating normal nuclear transcription. The importance of lamins is seen in rare but fascinating disorders caused by lamin mutations, which range from certain froms of muscular dys­trophy to progeria, a disease of premature aging. Intermediate filaments also form the major structural proteins of skin and hair.

• Microtubules are 25-nm-thick fibrils composed of noncovalently polymerized dimers of α- and β-tubulin arrayed in constantly elongating or shrinking hollow tubes with a defined polarity; the ends are designated “+” or “−”. The “−” end is typically embedded in a microtubule organizing center (MTOC or centrosome) near the nucleus where it is associated with paired centrioles; the “+” end elongates or recedes in response to various stimuli by the addition or subtraction of tubulin dimers. Within cells, microtubules can serve as connecting cables for “molecular motor” proteins that use ATP to move vesicles, organelles, or other molecules around cells along microtubules. There are two varieties of these motor proteins: kinesins, for anterograde (− to +) transport, and dyneins, for retrograde (+ to −) transport; they also participate in sister chromatid separation during mitosis. Notably, microtubules (and their associated motors) have been adapted to form motile cilia (e.g., in bronchial epithelium) or flagella (in sperm).
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Figure 1-8 Cytoskeletal elements and cell-cell interactions. Interepithelial adhesion involves several different surface protein interactions, including through tight junctions and desmosomes; adhesion to the extracellular matrix involves cellular integrins (and associated proteins) within hemidesmosomes. See text for details.






Cell-Cell Interactions.

Cells interact and communicate with one another by forming junctions that provide mechanical links and enable surface receptors to recognize ligands on other cells. Cell junctions are organized into three basic types (Fig. 1-8):


• Occluding junctions (tight junctions) seal adjacent cells together to create a continuous barrier that restricts the paracellular (between cells) movement of ions and other molecules. Viewed en face, occluding junctions form a tight meshlike network of macromolecular contacts between neighboring cells. The complexes that mediate the cell-cell interactions are composed of multiple transmembrane proteins, including occludin, claudin, zonulin, and catenin. Besides forming a high-resistance barrier to solute movement, this zone also represents the boundary that allows the segregation of apical and basolateral domains of cells, helping to maintain cellular polarity. Nevertheless, these junctions (as well as the desmosomes described later) are dynamic structures that can dissociate and reform as required to facilitate epithelial proliferation or inflammatory cell migration.

• Anchoring junctions (desmosomes) mechanically attach cells—and their intracellular cytoskeletons—to other cells or to the extracellular matrix (ECM). When the adhesion focus is between cells, and is small and rivet-like, it is designated a spot desmosome or macula adherens. When such a focus attaches the cell to the ECM, it is called a hemidesmosome. Similar adhesion domains can also occur as broad bands between cells, where they are denoted as belt desmosomes.

Cell-cell desmosomal junctions are formed by homotypic association of transmembrane glycoproteins called cadherins. In spot desmosomes, the cadherins are called desmogleins and desmocollins; they are linked to intracellular intermediate filaments and allow extracellular forces to be mechanically communicated (and dissipated) over multiple cells. In belt desmosomes, the transmembrane adhesion molecules are called E-cadherins and are associated with intracellular actin microfilaments, by which they can influence cell shape and/or motility. In hemidesmosomes, the transmembrane connector proteins are called integrins; like cadherins, these attach to intracellular intermediate filaments, and thus functionally link the cytoskeleton to the extracellular matrix. Focal adhesion complexes are large (>100 proteins) macromolecular complexes that can be localized at hemidesmosomes, and include proteins that can generate intracellular signals when cells are subjected to increased shear stress, such as endothelium in the bloodstream, or cardiac myocytes in a failing heart.

• Communicating junctions (gap junctions) mediate the passage of chemical or electrical signals from one cell to another. The junction consists of a dense planar array of 1.5- to 2-nm pores (called connexons) formed by hexamers of transmembrane proteins called connexins. These pores permit the passage of ions, nucleotides, sugars, amino acids, vitamins, and other small molecules; the permeability of the junction is rapidly reduced by lowered intracellular pH or increased intracellular calcium. Gap junctions play a critical role in cell-cell communication; in cardiac myocytes, for example, cell-to-cell calcium fluxes through gap junctions allow the myocardium to behave like a functional syncytium capable of coordinated waves of contraction—the beating of the heart.













Biosynthetic Machinery: Endoplasmic Reticulum and Golgi

The structural proteins and enzymes of the cell are constantly renewed by ongoing synthesis tightly balanced with intracellular degradation. The endoplasmic reticulum (ER) is the site for synthesis of all the transmembrane proteins and lipids for plasma membrane and cellular organelles, including ER itself. It is also the initial site for the synthesis of all molecules destined for export out of the cell. The ER is organized into a meshlike interconnected maze of branching tubes and flattened lamellae forming a continuous sheet around a single lumen that is topologically equivalent to the extracellular environment. The ER is composed of contiguous but distinct domains, distinguished by the presence (rough ER or RER) or absence (smooth ER or SER) of ribosomes (Fig. 1-5).

Membrane-bound ribosomes on the cytosolic face of RER translate mRNA into proteins that are extruded into the ER lumen or become integrated into the ER membrane. This process is directed by specific signal sequences on the N-termini of nascent proteins. For proteins lacking a signal sequence, translation occurs on free ribosomes in the cytosol. Typically, such transcripts are read simultaneously by multiple ribosomes (polyribosomes) and the vast majority of such proteins remain in the cytoplasm. Proteins inserted into the ER fold and can form polypeptide complexes (oligomerize); in addition, disulfide bonds are formed, and N-linked oligosaccharides (sugar moieties attached to asparagine residues) are added. Chaperone molecules retain proteins in the ER until these modifications are complete and the proper conformation is achieved. If a protein fails to appropriately fold or oligomerize, it is retained and degraded within the ER. The most common pathogenic mutation involving the CFTR protein, a membrane transporter that is defective in cystic fibrosis (Chapter 5), illustrates this quality control mechanism. This mutation causes the absence of a single amino acid (phe508), which leads to misfolding, ER retention, and degradation of the CFTR protein. Moreover, excess accumulation of misfolded proteins—exceeding the capacity of the ER to edit and degrade them—leads to the ER stress response (also called the unfolded protein response or UPR) that triggers cell death through apoptosis (Chapter 2).

From the RER, proteins and lipids destined for other organelles or for extracellular export are shuttled into the Golgi apparatus. This organelle consists of stacked cisternae that progressively modify proteins in an orderly fashion from cis (near the ER) to trans (near the plasma membrane); macromolecules are shuttled between the various cisternae within membrane-bound vesicles. As molecules move from cis to trans, the N-linked oligosaccharides originally added to proteins in the ER are pruned and further modified in a step-wise fashion; O-linked oligosaccharides (sugar moieties linked to serine or threonine) are also appended. Some of this glycosylation is important in directing molecules to lysosomes (via the mannose-6-phosphate receptor, Chapter 5); other glycosylation adducts may be important for cell-cell or cell-matrix interactions, or for clearing senescent cells (e.g., platelets and red cells). In addition to the stepwise glycosylation of lipids and proteins, the cis Golgi network can recycle proteins back to the ER; the trans Golgi network sorts proteins and lipids and dispatches them to other organelles (including the plasma membrane), or to secretory vesicles destined for extracellular release. The Golgi complex is especially prominent in cells specialized for secretion, including goblet cells of the intestine, bronchial epithelium (secreting large amounts of polysaccharide-rich mucus), and plasma cells (secreting large quantities of antibodies).

The SER in most cells is relatively sparse and primarily exists as the transition zone from RER to transport vesicles moving to the Golgi. However, in cells that synthesize steroid hormones (e.g., in the gonads or adrenals), or that catabolize lipid-soluble molecules (e.g., in the liver), the SER may be particularly conspicuous. Indeed, repeated exposure to compounds that are metabolized by the SER (e.g., phenobarbital catabolism by the cytochrome P-450 system), can lead to a reactive SER hyperplasia. The SER is also responsible for sequestering intracellular calcium; subsequent release from the SER into the cytosol can mediate a number of responses to extracellular signals (including apoptotic cell death). In addition, in muscle cells, specialized SER called sarcoplasmic reticulum is responsible for the cyclical release and sequestration of calcium ions that regulates muscle contraction and relaxation, respectively.





Waste Disposal: Lysosomes and Proteasomes

As already mentioned in brief, cellular waste disposal depends on the activities of lysosomes and proteasomes (Fig. 1-9).


• Lysosomes are membrane-bound organelles containing roughly 40 different acid hydrolases (i.e., enzymes that function best in acidic pH ≤ 5); these hydrolases include proteases, nucleases, lipases, glycosidases, phosphatases, and sulfatases. Lysosomal enzymes are initially synthesized in the ER lumen and then tagged with a mannose-6-phosphate (M6P) residue within the Golgi apparatus. Such M6P-modified proteins are subsequently delivered to lysosomes through trans-Golgi vesicles that express M6P receptors. The other macromolecules destined for catabolism in the lysosomes arrive by one of three other pathways (Fig. 1-9):

• Material internalized by fluid-phase pinocytosis or receptor-mediated endocytosis passes from plasma membrane to early endosome to late endosome, and ultimately into the lysosome. The early endosome is the first acidic compartment encountered, while proteolytic enzymes only begin significant digestion in the late endosome; late endosomes mature into lysosomes. During the maturation process, the organelle becomes progressively more acidic.

• Senescent organelles and large, denatured pro­tein complexes are shuttled into lysosomes by a process called autophagy. Through poorly understood mechanisms, obsolete organelles are corralled by a double membrane derived from the endo­plasmic reticulum; the membrane progressively expands to encircle a collection of structures and forms an autophagosome which then fuses with lysosomes and the contents are catabolized. In addition to facilitating the turn-over of aged and defunct structures, autophagy is also used to preserve cell viability during nutrient depletion. Autophagy is discussed in more detail in Chapter 2.

• Phagocytosis of microorganisms or large fragments of matrix or debris occurs primarily in professional phagocytes (macrophages or neutrophils). The material is engulfed to form a phagosome that subsequently fuses with a lysosome.

• Proteasomes play an important role in degrading cytosolic proteins (Fig. 1-9); these include denatured or misfolded proteins (akin to what occurs within the ER), as well as any other macromolecule whose lifespan needs to be regulated (e.g., transcription factors). Many proteins destined for destruction are identified by covalently binding to a small 76–amino acid protein called ubiquitin. Poly-ubiquitinated molecules are then unfolded and funneled into the polymeric proteasome complex, a cylinder containing multiple different protease activities, each with its active site pointed at the hollow core. Proteasomes digest proteins into small (6 to 12 amino acids) fragments that can subsequently be degraded to their constituent amino acids and recycled.
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Figure 1-9 Intracellular catabolism. A, Lysosomal degradation. In heterophagy (right side), lysosomes fuse with endosomes or phagosomes to facilitate the degradation of their internalized contents (see Fig. 1-7). The end-products may be released into the cytosol for nutrition or discharged into the extracellular space (exocytosis). In autophagy (left side), senescent organelles or denatured proteins are targeted for lysosome-driven degradation by encircling them with a double membrane derived from the endoplasmic reticulum and marked by LC3 proteins (microtubule-associated protein 1A/1B-light chain 3). Cell stressors such as nutrient depletion or certain intracellular infections can also activate the autophagocytic pathway. B, Proteasome degradation. Cytosolic proteins destined for turnover (e.g., transcription factors or regulatory proteins), senescent proteins, or proteins that have become denatured due to extrinsic mechanical or chemical stresses can be tagged by multiple ubiquitin molecules (through the activity of E1, E2, and E3 ubiquitin ligases). This marks the proteins for degradation by proteasomes, cytosolic multi-subunit complexes that degrade proteins to small peptide fragments. High levels of misfolded proteins within the endoplasmic reticulum (ER) trigger a protective unfolded protein response—engendering a broad reduction in protein synthesis, but specific increases in chaperone proteins that can facilitate protein refolding. If this is inadequate to cope with the levels of misfolded proteins, apoptosis is induced.











Cellular Metabolism and Mitochondrial Function

Mitochondria evolved from ancestral prokaryotes that were engulfed by primitive eukaryotes about 1.5 billion years ago. Their origin explains why mitochondria contain their own DNA (circularized, about 1% of the total cellular DNA), encoding roughly 1% of the total cellular proteins and approximately 20% of the proteins involved in oxidative phosphorylation. Although their genomes are small, mitochondria can nevertheless carry out all the steps of DNA replication, transcription, and translation. Interestingly, the mitochondrial machinery is similar to present-day bacteria; for example, mitochondria initiate protein synthesis with N-formylmethionine and are sensitive to anti­bacterial antibiotics. Moreover, since the ovum contributes the vast majority of cytoplasmic organelles to the fertilized zygote, mitochondrial DNA is virtually entirely maternally inherited. Nevertheless, because the protein constituents of mitochondria derive from both nuclear and mitochondrial genetic transcription, mitochondrial disorders may be X-linked, autosomal, or maternally inherited.

Mitochondria provide the enzymatic machinery for oxidative phosphorylation (and thus the relatively efficient generation of energy from glucose and fatty acid substrates). They also have an important role in anabolic metabolism and play a fundamental role in regulating programmed cell death, so-called apoptosis (Fig. 1-10).
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Figure 1-10 Roles of the mitochondria. Besides the efficient generation of ATP from carbohydrate and fatty acid substrates, mitochondria have an important role in intermediary metabolism, serving as the source of molecules used to synthesize lipids and proteins, and are also are centrally involved in cell life-and-death decisions.







Energy Generation.

Each mitochondrion has two sepa­rate and specialized membranes. The inner membrane contains the enzymes of the respiratory chain folded into cristae. This encloses a core matrix space that harbors the bulk of certain metabolic enzymes, such as the enzymes of the citric acid cycle. Outside the inner membrane is the intermembrane space, site of ATP synthesis, which is, in turn, enclosed by the outer membrane; the latter is studded with porin proteins that form aqueous channels permeable to small (<5000 daltons) molecules. Larger molecules (and even some smaller polar species) require specific transporters.

The major source of the energy to run all the basic cellular functions derives from oxidative metabolism. Mitochondria oxidize substrates to CO2, transferring the high-energy electrons from the original molecule (e.g., sugar) to molecular oxygen, and generating the low-energy electrons of water. The oxidation of various metabolites drives hydrogen ion (proton) pumps that transfer H+ from the core matrix into the intermembrane space. As the H+ ions flow back down their electrochemical gradient, the energy released is used in the synthesis of adenosine triphosphate (ATP).

It should be noted that the electron transport chain need not necessarily be coupled to ATP generation. Through the function of thermogenin, an inner membrane protein, the energy can be used to generate heat. Hence tissues with high levels of thermogenin, such as brown fat, can generate heat by non-shivering thermogenesis. As a natural (albeit usually low-level) byproduct of substrate oxidation and electron transport, mitochondria are also an important source of reactive oxygen species (e.g., oxygen free radicals, hydrogen peroxide); importantly, hypoxia, toxic injury, or even mitochondrial aging can lead to significantly increased levels of intracellular oxidative stress. Mitochondria are constantly turning over, with estimated half-lives ranging from 1 to 10 days, depending on the tissue, nutritional status, metabolic demands, and intercurrent injury.




Intermediate metabolism.

As described in Chapter 7, pure oxidative phosphorylation produces abundant ATP, but also “burns” glucose to CO2 and H2O, leaving no carbon moieties suitable for use as building blocks for lipids or proteins. For this reason, rapidly growing cells (both benign and malignant) upregulate glucose and glutamine uptake and decrease their production of ATP per glucose molecule, a phenomenon called the Warburg effect. Both glucose and glutamine provide carbon moieties that prime the mitochondrial TCA cycle, but instead of being used to make ATP, intermediates are “spun-off” to make lipids, nucleic acids, and proteins . Thus, depending on the growth state of the cell, mitochondrial metabolism can be modulated to support either cellular maintenance or cellular growth. Ultimately, these metabolic decisions are governed by growth factors, nutrient and oxygen supplies, and cellular signaling pathways and sensors that respond to these exogenous factors.




Cell Death.

In addition to providing ATP and metabolites that enable the bulk of cellular activity, mitochondria also regulate the balance of cell survival and death. There are two major pathways of cell death (Chapter 2):


• Necrosis: External cellular injury (toxin, ischemia, trau­ma) can damage mitochondria, inducing the formation of mitochondrial permeability transition pores in the outer membrane. These channels allow the dissipation of the proton potential so that mitochondrial ATP generation fails and the cell dies.

• Apoptosis: Programmed cell death is a central feature of normal tissue development and turnover and can be triggered by extrinsic signals (including cytotoxic T cells and inflammatory cytokines), or intrinsic pathways (including DNA damage and intracellular stress). Mitochondria play a central role in the intrinsic pathway of apoptosis. If mitochondria are damaged (a sign of irreversible cell injury or stress) or the cell cannot synthesize adequate amounts of survival proteins (because of deficient growth signals), mitochondria become leaky. Cytochrome c, which is normally sequestered inside the mitochondria, leaks into the cytosol, where it forms a complex with other proteins that ultimately activate caspases, the enzymes that induce apoptosis. This process is described in more detail in Chapter 2. Failure of apoptosis can contribute to malignancy (Chapter 7) and too much apoptosis can lead to premature cell death, as occurs in some neurodegenerative disorders (Chapter 28).



Although mitochondria were discovered well over 100 years ago, the secrets of their functions continue to be unraveled.














Cellular Activation

Cell communication is critical in multicellular organisms. At the most basic level, extracellular signals determine whether a cell lives or dies, or whether it remains quiescent or is stimulated to perform its specific function. Intercellular signaling is clearly important in the developing embryo, and in maintaining tissue organization; it is also important in the intact organism, assuring that tissues respond in an adaptive and effective fashion to various threats, such as local tissue trauma or a systemic infection. Loss of cellular communication and the “social controls” that maintain normal relationships of cells can variously lead to unregulated growth (cancer) or an ineffective response to an extrinsic stress (as in shock).


Cell Signaling

An individual cell is chronically exposed to a remarkable variety of signals, which it must sort through and integrate into some sort of rational output. Some signals may induce a given cell type to differentiate, others may stimulate proliferation, and yet others may direct the cell to perform a specialized function. Multiple signals received in combination may trigger yet another totally unique response. Many cells require certain inputs just to continue living; in the absence of appropriate exogenous signals, they die by apoptosis.

The signals that most cells respond to can be classified into several groups:


• Damage to neighboring cells and pathogens. Many cells have an innate capacity to sense and respond to damaged cells (danger signals), as well as foreign invaders such as microbes. The receptors that detect these dangers are discussed in Chapters 3 and 6.

• Contact with neighboring cells, mediated through adhesion molecules and/or gap junctions. As mentioned previously, gap junction signaling is accomplished between adjacent cells via hydrophilic connexons that permit the movement of small ions (e.g., calcium), various metabolites, and potential second messenger molecules like cAMP, but not larger macromolecules.

• Contact with ECM, mediated through integrins, which are discussed in the context of leukocyte attachment to other cells during inflammation in Chapter 3.

• Secreted molecules. The most important secreted molecules include growth factors, discussed later; cytokines, a term reserved for mediators of inflammation and immune responses (also discussed in Chapters 3 and 6); and hormones, which are secreted by endocrine organs and act on different cell types (Chapter 24).



Extracellular cell-cell signaling pathways are classified into different types, based on the distance over which the signal functions:


• Paracrine signaling. Cells in just the immediate vicinity are affected. To accomplish this, there can be only minimal diffusion, with the signal being rapidly de­graded, taken up by other cells, or trapped in the ECM.

• Autocrine signaling occurs when molecules secreted by a cell affect that same cell. This can be a means to entrain groups of cells undergoing synchronous differentiation during development, or can be used to amplify a response or for its feedback inhibition.

• Synaptic signaling. Activated neurons secrete neurotransmitters at specialized cell junctions (synapses) onto target cells.

• Endocrine signaling. A mediator is released into the bloodstream and acts on target cells at a distance.



Regardless of the nature of an extracellular stimulus (paracrine, synaptic, or endocrine), the signal it conveys is transmitted to the cell via a specific receptor protein. Signaling molecules (ligands) bind their respective receptors and initiate a cascade of intracellular events culminating in the desired cellular response. Ligands usually have high affinities for receptors and at physiologic concentrations bind receptors with exquisite specificity. Receptors may be present on the cell surface or located within the cell (Fig. 1-11):


• Intracellular receptors are transcription factors that are activated by lipid-soluble ligands that can easily cross the plasma membrane. Examples of cell-permeable, hydrophobic ligands for this class of receptor include vitamin D and steroid hormones, which activate nuclear hormone receptors. Uncommonly, the signaling ligand diffuses into adjacent cells; this is the case with nitric oxide, which directly activates the enzyme guanylyl cyclase to generate cyclic GMP, an intracellular second signal.

• Cell-surface receptors are generally transmembrane proteins with extra­cellular domains that bind soluble secreted ligands. Depending on the receptor, ligand binding can then (1) open ion channels (typically at the synapse between electrically excitable cells), (2) activate an associated GTP-binding regulatory protein (G protein), (3) activate an endogenous or associated enzyme, often a tyrosine kinase; or (4) trigger a proteolytic event or a change in protein binding or stability that activates a latent transcription factor. Activities (2) and (3) are associated with growth factor signaling pathways that drive cell proliferation, while activity (4) is a common feature of multiple pathways (e.g., Notch, Wnt, and Hedgehog) that regulate normal development. Understandably, signals transduced by cell surface receptors are often deranged in developmental disorders and in cancers.
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Figure 1-11 Receptor-mediated signaling. A, Categories of signaling receptors, including receptors that utilize a nonreceptor tyrosine kinase; a receptor tyrosine kinase; a nuclear receptor that binds its ligand and can then influence transcription; a seven-transmembrane receptor linked to heterotrimeric G proteins; Notch, which recognizes a ligand on a distinct cell and is cleaved yielding an intracellular fragment that can enter the nucleus and influence transcription of specific target genes; and the Wnt/Frizzled pathway where activation releases intracellular β-catenin from a protein complex that normally drives its constitutive degradation. The released β-catenin can then migrate to the nucleus and act as a transcription factor. Lrp5/Lrp6, low-density-lipoprotein (LDL) receptor related proteins 5 and 6, are highly homologous and act as co-receptors in Wnt/Frizzled signaling. B, Signaling from a tyrosine kinase-based receptor. Binding of the growth factor (ligand) causes receptor dimerization and autophosphorylation of tyrosine residues. Attachment of adapter (or bridging) proteins couples the receptor to inactive, GDP-bound RAS, allowing the GDP to be displaced in favor of GTP and yielding activated RAS. Activated RAS interacts with and activates RAF (also known as MAP kinase kinase kinase). This kinase then phosphorylates MAPK (mitogen-activated protein kinase) and activated MAP kinase phosphorylates other cytoplasmic proteins and nuclear transcription factors, generating cellular responses. The phosphorylated tyrosine kinase receptor can also bind other components, such as phosphatidyl 3-kinase (PI3 kinase), which activates other signaling systems. The cascade is turned off when the activated RAS eventually hydrolyzes GTP to GDP converting RAS to its inactive form. Mutations in RAS that lead to delayed GTP hydrolysis can thus lead to augmented proliferative signaling. GDP, Guanosine diphosphate; GTP, guanosine triphosphate; mTOR, mammalian target of rapamycin.











Signal Transduction Pathways

Binding of a ligand to a cell surface receptor mediates signaling by inducing clustering of the receptor (receptor cross-linking) or other types of physcial perturbations (Fig. 1-11). The common theme is that all of these perturbations cause a change in the physical state of the intracellular domain of the receptor, which then triggers additional biochemical events that lead to signal transduction.

Cellular receptors are grouped into several types based on the signaling mechanisms they use and the intra­cellular biochemical pathways they activate (Fig. 1-11). Receptor signaling typically leads to the formation or modification of biochemical intermediates and/or activation of enzymes, and ultimately to the generation of active transcription factors that enter the nucleus and alter gene expression:


• Receptors associated with kinase activity. Downstream phosphorylation is a common pathway (but not the only one) by which these signals are transduced. Thus, alterations in receptor geometry can elicit intrinsic receptor protein kinase activity or promote the enzymatic activity of recruited intracellular kinases—resulting in the addition of charged phosphate residues to target molecules. Tyrosine kinases phos­phorylate specific tyrosine residues, whereas serine/threonine kinases add phosphates to distinct serine or threonine residues, and lipid kinases phosphorylate lipid substrates. For every phosphorylation event, there is also a phosphatase, an enzyme that can remove the phosphate residue and thus modulate signaling; usually, phosphatases play an inhibitory role in signal transduction.

• Receptor tyrosine kinases (RTKs) are integral membrane proteins (e.g., receptors for insulin, epidermal growth factor, and platelet derived growth factor); ligand-induced cross-linking activates intrinsic tyrosine kinase domains located in their cyto­plasmic tails.

• Several kinds of receptors have no intrinsic catalytic activity (e.g., immune receptors, some cytokine receptors, and integrins). For these, a separate intracellular protein—known as a nonreceptor tyrosine kinase—phosphorylates specific motifs on the receptor or other proteins. The cellular homolog of the transforming protein of the Rous sarcoma virus, called SRC, is the prototype for an important family of such nonreceptor tyrosine kinases (Src-family kinases). SRC contains unique functional regions, such as Src-homology 2 (SH2) and Src-homology 3 (SH3) domains. SH2 domains typically bind to receptors phosphorylated by another kinase, allowing the aggregation of multiple enzymes. SH3 domains mediate other protein-protein interactions, often involving proline-rich domains.

• G-protein coupled receptors are polypeptides that characteristically traverse the plasma membrane seven times (hence their designation as seven-transmembrane or serpentine receptors); more than 1500 such receptors have been identified. After ligand binding, the receptor associates with an intracellular guanosine triphosphate (GTP)-binding protein (G protein) that contains guanosine diphosphate (GDP). G-protein interaction with a receptor-ligand complex results in activation through the exchange of GDP for GTP. Downstream receptor-mediated signaling events result in the generation of cyclic AMP (cAMP), and inositol-1,4,5,-triphosphate (IP3), the latter releasing calcium from the endoplasmic reticulum.

• Nuclear receptors. Lipid-soluble ligands can diffuse into cells where they interact with intracellular proteins to form a receptor-ligand complex that directly binds to nuclear DNA; the results can be either activation or repression of gene transcription.

• Other classes of receptors. Other receptors—originally recognized as important for embryonic development and cell fate determination—have since been shown to participate in the functions of mature cells, particularly within the immune system.

• Receptor proteins of the Notch family fall in this category; ligand binding to Notch receptors leads to proteolytic cleavage of the receptor and subsequent nuclear translocation of the cytoplasmic piece (intracellular Notch) to form a transcription complex.

• Wnt protein ligands can also influence cell development through a pathway involving transmembrane Frizzled family receptors, which regulate the intracellular levels of β-catenin. Nor­mally, β-catenin is constantly targeted for ubiquitin-directed proteasome degradation. However, Wnt binding to Frizzled (and other co-receptors) recruits yet another intracellular protein (Disheveled) that leads to disruption of the degradation-targeting complex. The stabilized pool of β-catenin molecules then translocates to the nucleus, where β-catenin forms a transcriptional complex.





Modular Signaling Proteins, Hubs, and Nodes.

The traditional linear view of signaling—that receptor activation triggers an orderly sequence of biochemical intermediates that ultimately leads to changes in gene expression and the desired biological response—is almost certainly oversimplified. Instead, it is increasingly clear that any initial signal results in multiple diverging effects, each of which contributes in varying degrees to the final outcome. For example, specific phosphorylation of any given protein can allow it to associate with a host of other molecules, resulting in multiple effects such as:


• Enzyme activation (or inactivation)

• Nuclear (or cytoplasmic) localization of transcription factors (see later)

• Transcription factor activation (or inactivation)

• Actin polymerization (or depolymerization)

• Protein degradation (or stabilization)

• Activation of feedback inhibitory (or stimulatory) loops



Adaptor proteins play a key role in organizing intra­cellular signaling pathways. These proteins function as molecular connectors that physically link different enzymes and promote the assembly of complexes; adaptors can be integral membrane proteins or cytosolic proteins. A typical adaptor may contain a few specific domains (e.g., SH2 or SH3) that mediate protein-protein interactions. By influencing which proteins are recruited to signaling complexes, adaptors can determine downstream signaling events.

By analogy with computer networks, the protein-protein complexes can be considered nodes and the biochemical events feeding into or emanating from these nodes can be thought of as hubs. Signal transduction can therefore be visualized as a kind of networking phenomenon; understanding this higher order complexity is the province of systems biology, involving a “marriage” of biology and computation.




Transcription Factors.

Most signal transduction path­ways ultimately influence cellular function by modulating gene transcription through the activation and nuclear localization of transcription factors. Confor­mational changes of transcription factors (e.g., following phosphor­ylation) can allow their translocation into the nucleus or can expose specific DNA or protein binding motifs. Transcription factors may drive the expression of a relatively limited set of genes or may have much more widespread effects on gene expression. Among the transcription factors that regulate the expression of genes that are needed for growth are MYC and JUN, while a transcription factor that triggers the expression of genes that lead to growth arrest is p53. Transcription factors have a modular design, often containing domains that bind DNA and that interact with other proteins, such as components of the RNA polymerase complex, that are needed to drive transcription.


• The DNA-binding domain permits specific binding to short DNA sequences. While most interest historically has been focused on binding of transcription factors to gene promoters, it is now appreciated that most transcription factors bind widely throughout genomes, with the majority of binding occurring in long-range regulatory elements such as enhancers. Enhancers are usually located in the “neighborhood” close to genes, but are sometimes far away; it is even suspected that some may be located on other chromosomes! These insights highlight the importance of chromatin organization in regulating gene expression, both normal and pathologic.

• For a transcription factor to induce transcription, it must also possess protein:protein interaction domains that directly or indirectly recruit histone modifying enzymes, chromatin remodeling complexes, and (most importantly) RNA polymerase—the large multiprotein enzymatic complex that is responsible for RNA synthesis.
















Growth Factors and Receptors

A major role of growth factors is to stimulate the activity of genes that are required for cell growth and cell division. Growth factor activity is mediated through binding to specific receptors, ultimately influencing the expression of genes that can:


• Promote entry of cells into the cell cycle

• Relieve blocks on cell cycle progression (thus promoting replication)

• Prevent apoptosis

• Enhance biosynthesis of cellular components (nucleic acids, proteins, lipids, carbohydrates) required for a mother cell to give rise to two daughter cells



Although growth factors are characteristically thought of as proteins that stimulate cell proliferation and/or survival, it is important to remember that they can also drive a host of nongrowth activities, including migration, differentiation, and synthetic capacity.

Growth factors are involved in the proliferation of cells at steady state as well as after injury, when irreversibly damaged cells must be replaced. Uncontrolled proliferation can result when the growth factor activity is dysregulated, or when growth factor signaling pathways are altered to become constitutively active. Thus, many growth factor pathway genes are proto-oncogenes; gain-of-function mutations in these genes can convert them into oncogenes capable of driving unfettered cell proliferation and tumor formation. Table 1-1 (and the following discussion) summarizes selected growth factors that are involved in two important proliferative processes, tissue repair and tumor development. Although the growth factors described here all involve receptors with intrinsic kinase activity, other growth factors may signal through each of the various pathways shown in Figure 1-11.


Table 1-1

Growth Factors Involved in Regeneration and Repair



	Growth Factor
	Sources
	Functions




	Epidermal growth factor (EGF)
	Activated macrophages, salivary glands, keratinocytes, and many other cells
	Mitogenic for keratinocytes and fibroblasts; stimulates keratinocyte migration; stimulates formation of granulation tissue



	Transforming growth factor-α (TGF-α)
	Activated macrophages, keratinocytes, many other cell types
	Stimulates proliferation of hepatocytes and many other epithelial cells



	Hepatocyte growth factor (HGF) (scatter factor)
	Fibroblasts, stromal cells in the liver, endothelial cells
	Enhances proliferation of hepatocytes and other epithelial cells; increases cell motility



	Vascular endothelial growth factor (VEGF)
	Mesenchymal cells
	Stimulates proliferation of endothelial cells; increases vascular permeability



	Platelet-derived growth factor (PDGF)
	Platelets, macrophages, endothelial cells, smooth muscle cells, keratinocytes
	Chemotactic for neutrophils, macrophages, fibroblasts, and smooth muscle cells; activates and stimulates proliferation of fibroblasts, endothelial, and other cells; stimulates ECM protein synthesis



	Fibroblast growth factors (FGFs), including acidic (FGF-1) and basic (FGF-2)
	Macrophages, mast cells, endothelial cells, many other cell types
	Chemotactic and mitogenic for fibroblasts; stimulates angiogenesis and ECM protein synthesis



	Transforming growth factor-β (TGF-β)
	Platelets, T lymphocytes, macrophages, endothelial cells, keratinocytes, smooth muscle cells, fibroblasts
	Chemotactic for leukocytes and fibroblasts; stimulates ECM protein synthesis; suppresses acute inflammation



	Keratinocyte growth factor (KGF) (i.e., FGF-7)
	Fibroblasts
	Stimulates keratinocyte migration, proliferation, and differentiation





ECM, Extracellular membrane.






Epidermal Growth Factor and Transforming Growth Factor-α.

Both of these factors belong to the EGF family and bind to the same receptors, which explains why they share many biologic activities. EGF and TGF-α are produced by macrophages and a variety of epithelial cells, and are mitogenic for hepatocytes, fibroblasts, and a host of epithelial cells. The “EGF receptor family” includes four membrane receptors with intrinsic tyrosine kinase activity; the best-characterized is EGFR1, also known as ERB-B1, or simply EGFR. EGFR1 mutations and/or amplification frequently occur in a number of cancers including those of the lung, head and neck, breast, and brain. The ERBB2 receptor (also known as HER2) is overexpressed in a subset of breast cancers. Many of these receptors have been successfully targeted by antibodies and small molecule antagonists.




Hepatocyte Growth Factor.

Hepatocyte growth factor (HGF; also known as scatter factor) has mitogenic effects on hepatocytes and most epithelial cells, including biliary, pulmonary, renal, mammary,and epidermal. HGF acts as a morphogen in embryonic development (i.e., it influences the pattern of tissue differentiation), promotes cell migration (hence its designation as scatter factor), and enhances hepatocyte survival. HGF is produced by fibroblasts and most mesenchymal cells, as well as endothelium and nonhepatocyte liver cells. It is synthesized as an inactive precursor (pro-HGF) that is proteolytically activated by serine proteases released at sites of injury. MET is the receptor for HGF, it has intrinsic tyrosine kinase activity and is frequently overexpressed or mutated in tumors, particularly renal and thyroid papillary carcinomas. Consequently, MET inhibitors may be of value for cancer therapy.




Platelet-Derived Growth Factor.

Platelet-derived growth factor (PDGF) is a family of several closely related proteins, each consisting of two chains (designated by pairs of letters). Three isoforms of PDGF (AA, AB, and BB) are constitutively active; PDGF-CC and PDGF-DD must be activated by proteolytic cleavage. PDGF is stored in platelet granules and is released on platelet activation. Although originally isolated from platelets (hence the name), it is also produced by many other cells, including activated macrophages, endothelium, smooth muscle cells, and a variety of tumors. All PDGF isoforms exert their effects by binding to two cell surface receptors (PDGFR α and β), both having intrinsic tyrosine kinase activity. PDGF induces fibroblast, endothelial, and smooth muscle cell proliferation and matrix synthesis, and is chemotactic for these cells (and inflammatory cells), thus promoting recruitment of the cells into areas of inflammation and tissue injury.




Vascular Endothelial Growth Factor.

Vascular endothelial growth factors (VEGFs)—VEGF-A, -B, -C, and -D, and PIGF (placental growth factor)—are a family of homodimeric proteins. VEGF-A is generally referred to simply as VEGF; it is the major angiogenic factor (inducing blood vessel development) after injury and in tumors. In comparison, VEGF-B and PlGF are involved in embryonic vessel development, and VEGF-C and -D stimulate both angiogenesis and lymphatic development (lymphangiogenesis). VEGFs are also involved in the maintenance of normal adult endothelium (i.e., not involved in angiogenesis), with the highest expression in epithelial cells adjacent to fenestrated epithelium (e.g., podocytes in the kidney, pigment epithelium in the retina, and choroid plexus in the brain). VEGF induces angiogenesis by promoting endothelial cell migration, proliferation (capillary sprouting), and formation of the vascular lumen. VEGFs also induce vascular dilation and increased vascu­lar permeability. As might be anticipated, hypoxia is the most important inducer of VEGF production, through pathways that involve intracellular hypoxia-inducible factor (HIF-1). Other VEGF inducers—produced at sites of inflammation or wound healing—include PDGF and TGF-α.

VEGFs bind to a family of receptor tyrosine kinases (VEGFR-1, -2, and -3); VEGFR-2 is highly expressed in endothelium and is the most important for angiogenesis. Antibodies against VEGF are approved for the treatment of several tumors such as renal and colon cancers since they require angiogenesis for their spread and growth. Anti-VEGF antibodies are also being used for a number of ophthalmic diseases including “wet” age-related macular degeneration (AMD is a disorder of inappropriate angiogenesis and vascular permeability that causes adult-onset blindness); the angiogenesis associated with retinopathy of prematurity; and the leaky vessels that lead to diabetic macular edema. Finally, increased levels of soluble versions of VEGFR-1 (s-FLT-1) in pregnant women may cause preeclampsia (hypertension and proteinuria) by “sopping up” the free VEGF required for maintaining normal endothelium.




Fibroblast Growth Factor.

Fibroblast growth factor (FGF) is a family of growth factors with of more than 20 members. Acidic FGF (aFGF, or FGF-1) and basic FGF (bFGF, or FGF-2) are the best characterized; FGF-7 is also referred to as keratinocyte growth factor (KGF). Released FGFs associate with heparan sulfate in the extracellular matrix, which serves as a reservoir for inactive factors that can be sub­sequently released by proteolysis (e.g., at sites of wound healing). FGFs transduce signals through four tyrosine kinase receptors (FGFR 1-4). FGFs contribute to wound healing responses, hematopoiesis, and devel­opment; bFGF has all the activities necessary for angiogenesis as well.




Transforming Growth Factor-β.

TGF-β, which is distinct from TGF-α, has three isoforms (TGF-β1, TGF-β2, TGF-β3), each belonging to a family of about 30 members that includes bone morphogenetic proteins (BMPs), activins, inhibins, and müllerian inhibiting substance. TGF-β1 has the most widespread distribution, and is more commonly referred to as TGF-β. It is a homodimeric protein produced by multiple cell types, including platelets, endothelium, and mononuclear inflammatory cells; TGF-β is secreted as a precursor that requires proteolysis to yield the bio­logically active protein. There are two TGF-β receptors (types I and II), both with serine/threonine kinase activity that induce the phosphorylation of a variety of downstream cytoplasmic transcription factors called Smads. Phosphorylated Smads form heterodimers with Smad4, allowing nuclear translocation and association with other DNA-binding proteins to activate or inhibit gene transcription. TGF-β has multiple and often opposing effects depending on the tissue and concurrent signals. Agents with such multiplicity of effects are called pleiotropic. Because of the bewildering diversity of TGF-β effects (see later), this growth factor is said to be “pleiotropic with a vengeance.” Primarily, however, TGF-β drives scar formation, and applies brakes on the inflammation that accompanies wound healing.


• TGF-β stimulates the production of collagen, fibronectin, and proteoglycans, and it inhibits collagen degradation by both decreasing matrix metalloproteinase (MMP) activity and increasing the activity of tissue inhibitors of proteinases (TIMPs; discussed later). TGF-β is involved not only in scar formation after injury, but also drives fibrosis in lung, liver, and kidneys in the setting of chronic inflammation.

• TGF-β is an antiinflammatory cytokine that serves to limit and terminate inflammatory responses. It does this by inhibiting lymphocyte proliferation and the activity of other leukocytes. Animal models lacking TGF-β have widespread and persistent inflammation.
















Interaction with the Extracellular Matrix

Extracellular matrix (ECM) is a network of interstitial proteins that constitutes a significant proportion of any tissue. Cell interactions with ECM are critical for development and healing, as well as for maintaining normal tissue architecture (Fig. 1-12). Much more than a simple “space filler” around cells, ECM serves several key functions:


• Mechanical support for cell anchorage and cell migration, and maintenance of cell polarity

• Control of cell proliferation, by binding and displaying growth factors and by signaling through cellular receptors of the integrin family. As discussed earlier, the ECM provides a depot for a variety of latent growth factors that can be activated within foci of injury or inflammation.

• Scaffolding for tissue renewal. Because maintenance of normal tissue structure requires a basement membrane or stromal scaffold, the integrity of the basement membrane or the stroma of parenchymal cells is critical for the organized regeneration of tissues. Thus, ECM disruption results in defective tissue regeneration and repair, as occurs in the development of liver cirrhosis following injury to the liver cells and the collapse of the hepatic stroma.

• Establishment of tissue microenvironments. Basement membrane acts as a boundary between epithelium and underlying connective tissue; it does not just provide support to the epithelium but is also functional. For example, in the kidney, it forms part of the filtration apparatus.



[image: image]
Figure 1-12 Interactions of extracellular matrix (ECM) and growth factors mediated cell signaling. Cell surface integrins interact with the cytoskeleton at focal adhesion complexes (protein aggregates that include vinculin, α-actinin, and talin; see Fig. 1-16C). This can initiate the production of intracellular messengers or can directly transduce signals to the nucleus. Cell surface receptors for growth factors can activate signal transduction pathways that overlap with those mediated through integrins. Signals from ECM components and growth factors can be integrated by the cells to produce a given response, including changes in proliferation, locomotion, and/or differentiation.





The ECM is constantly being remodeled; its synthesis and degradation accompany morphogenesis, tissue regeneration and repair, chronic fibrosis, and tumor invasion and metastasis. The appreciation of the structure and functions of the ECM has led to many recent attempts to create “artificial organs” by growing epithelia on various ECM substrates. This is a potential approach for replacing damaged tissues and organs.

ECM occurs in two basic forms: interstitial matrix and basement membrane (Fig. 1-13).


• Interstitial matrix is present in the spaces between cells in connective tissue, and between parenchymal epithelium and the underlying supportive vascular and smooth muscle structures. Interstitial matrix is synthesized by mesenchymal cells (e.g., fibroblasts), forming a three-dimensional, relatively amorphous gel. Its major constituents are fibrillar and nonfibrillar collagens, as well as fibronectin, elastin, proteoglycans, hyaluronate, and other constituents (see later).

• Basement membrane. The seemingly random array of interstitial matrix in connective tissues becomes highly organized around epithelial cells, endothelial cells, and smooth muscle cells, forming the specialized basement membrane. The basement membrane is synthesized by contributions from the overlying epithelium and underlying mesenchymal cells, forming a flat lamellar “chicken wire” mesh (although labeled as a membrane, it is quite porous). The major constituents are amorphous nonfibrillar type IV collagen and laminin.
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Figure 1-13 Main components of the extracellular matrix (ECM), including collagens, proteoglycans, and adhesive glycoproteins. Both epithelial and mesenchymal cells (e.g., fibroblasts) interact with ECM via integrins. Basement membranes and interstitial ECM have different architecture and general composition, although certain components are present in both. For the sake of clarity, many ECM components (e.g., elastin, fibrillin, hyaluronan, and syndecan) are not included.







Components of the Extracellular Matrix.

The components of ECM fall into three groups of proteins (Fig. 1-14):


• Fibrous structural proteins such as collagens and elastins that confer tensile strength and recoil

• Water-hydrated gels such as proteoglycans and hyaluronan that permit compressive resistance and lubrication

• Adhesive glycoproteins that connect ECM elements to one another and to cells
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Figure 1-14 Extracellular matrix (ECM) components. A, Fibrillar collagen, and elastic tissue structures. Due to rodlike fibril stacking and extensive lateral cross-linking (through the activity of lysyl oxidase), collagen fibers have marked tensile strength but do not have much elasticity. Elastin is also massively cross-linked through lysyl oxidase activity but differs in having large hydrophobic segments that form a dense globular configuration at rest. As stretch is exerted, the hydrophobic domains are pulled open, but the cross-links keep the tissue intact; release of the stretch tension allows the hydrophobic domains of the proteins to refold. B, Proteoglycan structure. The highly negatively charged sulfated sugars on the proteoglycan “bristles” recruit sodium and water to generate a viscous, but compressible matrix. C, Regulation of basic fibroblast growth factor (bFGF, FGF-2) activity by ECM and cellular proteoglycans. Heparan sulfate binds bFGF secreted in the ECM. Syndecan is a cell surface proteoglycan with a transmembrane core protein and extracellular glycosaminoglycan side chains that can bind bFGF, with a cytoplasmic tail that interacts with the intracellular actin cytoskeleton. Syndecan side chains bind bFGF released from damaged ECM, thus facilitating a concentrated interaction with cell surface receptors.








Collagens.

Collagens are typically composed of three separate polypeptide chains braided into a ropelike triple helix (Fig. 1-15). About 30 collagen types have been identified, some of which are unique to specific cells and tissues.


• Some collagen types (e.g., types I, II, III, and V collagens) form linear fibrils stabilized by interchain hydrogen bonding; such fibrillar collagens form a major proportion of the connective tissue in structures such as bone, tendon, cartilage, blood vessels, and skin, as well as in healing wounds and particularly scars. The tensile strength of the fibrillar collagens derives from lateral cross-linking of the triple helices, formed by covalent bonds facilitated by the activity of lysyl oxidase. Since this process is dependent on vitamin C, children with ascorbate deficiency have skeletal deformities, and people of any age with vitamin C deficiency bleed easily because of weak vascular wall basement membrane, and heal poorly. Genetic defects in collagens cause diseases such as osteogenesis imperfecta and certain forms of Ehlers-Danlos syndrome (Chapter 5).

• Non-fibrillar collagens may contribute to the structures of planar basement membranes (type IV collagen); help regulate collagen fibril diameters or collagen-collagen interactions via so-called fibril-associated collagen with interrupted triple helices (FACITs, such as type IX collagen in cartilage); or provide anchoring fibrils to basement membrane beneath stratified squamous epithelium (type VII collagen).
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Figure 1-15 Collagen biosynthetic pathway. The α-chains that make up a fibrillar collagen molecule are synthesized as precursor pro-α-chains, with large globular polypeptide regions flanking the central triple-helical domain. After proline and lysine hydroxylation and lysine glycosylation within the endoplasmic reticulum, three procollagen chains align to form a triple helix. For all the fibrillar collagens, the C-propeptide is completely removed by endoproteinase activity after secretion, and the resulting triple-helical rod-like domains polymerize in a staggered fashion into fibrillar arrays. After secretion, the collagen achieves lateral stability though collagen cross-linking involving lysyl oxidase and the previously hydroxylated residues. Defects in primary sequence, procollagen endopeptidase processing, hydroxylation, or cross-linking can all lead to weak connective tissues. The specific tissues affected (e.g., blood vessels, skin, bone, ligaments) by such disorders is based on the type of collagen that predominates in that tissue.








Elastin.

The ability of tissues to recoil and recover their shape after physical deformation is conferred by elastin (Fig. 1-14). This is especially important in cardiac valves and for large blood vessels (that must accommodate recurrent pulsatile flow), as well as in the uterus, skin, and ligaments. Morphologically, elastic fibers consist of a central core of elastin with an associated meshlike network composed of fibrillin. The latter relationship partially explains why fibrillin synthetic defects lead to skeletal abnormalities and weakened aortic walls, as in individuals with Marfan sydrome (Chapter 5).




Proteoglycans and hyaluronan (Fig. 1-14).

Proteoglycans form highly hydrated compressible gels that confer resistance to compressive forces; in joint cartilage, proteoglycans also provide a layer of lubrication between adjacent boney surfaces. Proteoglycans consist of long polysaccharides, called glycosaminoglycans (examples are keratan sulfate and chondroitin sulfate) attached to a core protein; these are then linked to a long hyaluronic acid polymer called hyaluronan, in a manner reminiscent of the bristles on a test tube brush. The highly negatively charged nature of the densely packed sulfated sugars pulls in cations (mostly sodium) that, in turn, osmotically attract water; the result is a viscous, gelatin-like matrix. Besides providing compressibility to tissues, proteoglycans also serve as reservoirs for growth factors secreted into the ECM (e.g., FGF and HGF). Some proteoglycans are integral cell membrane proteins that have roles in cell proliferation, migration, and adhesion, for example, by binding growth factors and chemokines and providing high local concentrations of these mediators (Fig. 1-14).




Adhesive glycoproteins and adhesion receptors

are structurally diverse molecules variously involved in cell-to-cell adhesion, linking cells to the ECM, and the interactions between ECM components (Fig. 1-16). Prototypical adhesive glycoproteins include fibronectin (a major component of the interstitial ECM) and laminin (a major constituent of basement membrane). Integrins are representative of the adhesion receptors, also known as cell adhesion molecules (CAMs); the CAMs also include immunoglobulins, cadherins, and selectins.


• Fibronectin is a large (450 kD) disulfide-linked heterodimer that exists in tissue and plasma forms; it is syn­thesized by a variety of cells, including fibroblasts, monocytes, and endothelium. Fibronectin has specific domains that can bind to distinct ECM components (e.g., collagen, fibrin, heparin, and proteoglycans), as well as integrins (Fig. 1-16). In healing wounds, tissue and plasma fibronectin provide the scaffolding for subsequent ECM deposition, angiogenesis, and reepithelialization.

• Laminin is the most abundant glycoprotein in basement membrane. It is an 820-kD cross-shaped heterotrimer that connects cells to underlying ECM components such as type IV collagen and heparan sulfate (Fig. 1-16). Besides mediating attachment to basement membrane, laminin can also modulate cell proliferation, differentiation, and motility.

• Integrins are a large family of transmembrane heterodimeric glycoproteins (composed of α- and β-subunits) that allow cells to attach to ECM con­stituents such as laminin and fibronectin, thus functionally and structurally linking the intracellular cytoskeleton with the outside world. Integrins on the surface of leukocytes are also essential in mediating firm adhesion and transmigration across endothelium at sites of inflammation (Chapter 3), and they play a critical role in platelet aggregation (Chapter 4). Integrins attach to ECM components via a tripeptide arginine-glycine-aspartic acid motif (abbreviated RGD). Besides providing focal attachment to underlying substrates, binding through the integrin receptors can also trigger signaling cascades that can influence cell locomotion, proliferation, shape, and differentiation (Fig. 1-16).



[image: image]
Figure 1-16 Cell and extracellular matrix (ECM) interactions: adhesive glycoproteins and integrin signaling. A, Fibronectin consists of a disulfide-linked dimer, with several distinct domains that allow binding to ECM and to integrins, the latter through arginine-glycine-aspartic acid (RGD) motifs. B, The cross-shaped laminin molecule is one of the major components of basement membranes; its multi-domain structure allows interactions between type IV collagen, other ECM components, and cell-surface receptors. C, Integrins and integrin-mediated signaling events at focal adhesion complexes. Each α-β heterodimeric integrin receptor is a transmembrane dimer that links ECM and intracellular cytoskeleton. It is also associated with a complex of linking molecules (e.g., vinculin, and talin) that can recruit and activate kinases that ultimately trigger downstream signaling cascades.



















Maintaining Cell Populations


Proliferation and the Cell Cycle

Cell proliferation is fundamental to development, maintenance of steady-state tissue homeostasis, and replacement of dead or damaged cells. The key elements of cellular proliferation are accurate DNA replication accompanied by the coordinated synthesis of all other cellular constituents, followed by equal apportionment of DNA and other cellular constituents (e.g., organelles) to daughter cells through mitosis and cytokinesis.

The sequence of events that results in cell division is called the cell cycle; it consists of G1 (presynthetic growth), S (DNA synthesis), G2 (premitotic growth), and M (mitotic) phases (Fig. 1-17). Quiescent cells that are not actively cycling are said to be in the G0 state. Cells can enter G1 either from the G0 quiescent cell pool, or after completing a round of mitosis, as for continuously replicating cells. Each stage requires completion of the previous step, as well as activation of necessary factors (see later); nonfidelity of DNA replication, or cofactor deficiency result in arrest at the various transition points.
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Figure 1-17 Cell cycle landmarks. The figure shows the cell cycle phases (G0, G1, G2, S, and M), the location of the G1 restriction point, and the G1/S and G2/M cell cycle checkpoints. Cells from labile tissues such as the epidermis and the GI tract may cycle continuously; stable cells such as hepatocytes are quiescent but can enter the cell cycle; permanent cells such as neurons and cardiac myocytes have lost the capacity to proliferate. (Modified from Pollard TD, Earnshaw WC: Cell Biology. Philadelphia, Saunders, 2002.)





The cell cycle is regulated by activators and inhibitors. Cell cycle progression is driven by proteins called cyclins—named for the cyclic nature of their production and degradation—and cyclin-associated enzymes called cyclin-dependent kinases (CDKs) (Fig. 1-18). CDKs acquire the ability to phosphorylate protein substrates (i.e., kinase activity) by forming complexes with the relevant cyclins. Transiently increased synthesis of a particular cyclin leads to increased kinase activity of the appropriate CDK binding partner; as the CDK completes its round of phosphorylation, the associated cyclin is degraded and the CDK activity abates. Thus, as cyclin levels rise and fall, the activity of associated CDKs likewise wax and wane.
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Figure 1-18 Role of cyclins, cyclin-dependent kinases (CDKs), and CDK inhibitors in regulating the cell cycle. The shaded arrows represent the phases of the cell cycle during which specific cyclin-CDK complexes are active. As illustrated, cyclin D-CDK4, cyclin D-CDK6, and cyclin E-CDK2 regulate the G1-to-S transition by phosphorylating the Rb protein (pRb). Cyclin A-CDK2 and cyclin A-CDK1 are active in the S phase. Cyclin B-CDK1 is essential for the G2-to-M transition. Two families of CDK inhibitors can block activity of CDKs and progression through the cell cycle. The so-called INK4 inhibitors, composed of p16, p15, p18, and p19, act on cyclin D-CDK4 and cyclin D-CDK6. The other family of three inhibitors, p21, p27, and p57, can inhibit all CDKs.





More than 15 cyclins have been identified; cyclins D, E, A, and B appear sequentially during the cell cycle and bind to one or more CDKs. The cell cycle can thus be conceived as a relay race in which each leg is regulated by a distinct set of cyclins: as one collection of cyclins leaves the track, the next set takes over.

Embedded in the cell cycle are surveillance mechanisms primed to sense DNA or chromosomal damage. These quality control checkpoints ensure that cells with genetic imperfections do not complete replication. Thus, the G1-S checkpoint monitors the integrity of DNA before irreversibly committing cellular resources to DNA replication. Later in the cell cycle, the G2-M restriction point ensures that there has been accurate genetic replication before the cell actually divides. When cells do detect DNA irregularities, checkpoint activation delays cell cycle progression and triggers DNA repair mechanisms. If the genetic derangement is too severe to be repaired, the cells will undergo apoptosis; alternatively, they may enter a nonreplicative state called senescence—primarily through p53-dependent mechanisms (see later).

Enforcing the cell cycle checkpoints is the job of CDK inhibitors (CDKIs); they accomplish this by modulating CDK-cyclin complex activity. There are several different CDKIs:


• One family—composed of three proteins called p21 (CDKN1A), p27 (CDKN1B), and p57 (CDKN1C)—broadly inhibits multiple CDKs.

• The other family of CDKI proteins has selective effects on cyclin CDK4 and cyclin CDK6; these proteins are called p15 (CDKN2B), p16 (CDKN2A), p18 (CDKN2C), and p19 (CDKN2D).



Defective CDKI checkpoint proteins allow cells with damaged DNA to divide, resulting in mutated daughter cells with the potential of developing into malignant tumors.

An equally important aspect of cell growth and division is the biosynthesis of other cellular components needed to make two daughter cells, such as membranes and organelles. At the same time that growth factor receptor signaling stimulates cell cycle progression, it also activates events that promote changes in cellular metabolism that support growth. Chief among these is the Warburg effect, mentioned earlier, which is marked by increased cellular uptake of glucose and glutamine, increased glycolysis, and (counter-intuitively) decreased oxidative phoshorylation. These changes become fixed in cancer cells and are discussed in greater detail in Chapter 7.


Stem Cells

During development, stem cells give rise to all the various differentiated tissues; in the adult organism, stem cells replace damaged cells and maintain tissue populations as individual cells within them undergo replicative senescence due to attrition of telomeres (described in chapter 2). There is a homeostatic equilibrium between the replication, self-renewal, and differentiation of stem cells and the death of the mature, fully differentiated cells (Fig. 1-19). The dynamic relationship between stem cells and terminally differentiated parenchyma is particularly evident in the continuously dividing epithelium of the skin. Thus, stem cells at the basal layer of the epithelium progressively differentiate as they migrate to the upper layers of the epithelium before dying and being shed.
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Figure 1-19 Mechanisms regulating cell populations. Cell numbers can be altered by increased or decreased rates of stem cell input, cell death due to apoptosis, or changes in the rates of proliferation or differentiation. (Modified from McCarthy NJ, et al: Apoptosis in the development of the immune system: growth factors, clonal selection and bcl-2. Cancer Metastasis Rev 11:157, 1992.)





Stem cells are characterized by two important properties:


• Self-renewal, which permits stem cells to maintain their numbers.

• Asymmetric division, in which one daughter cell enters a differentiation pathway and gives rise to mature cells, while the other remains undifferentiated and retains its self-renewal capacity.



Although there is a tendency in the scientific literature to partition stem cells into several different subsets, fundamentally there are only two varieties:


• Embryonic stem cells (ES cells) are the most undifferentiated. They are present in the inner cell mass of the blastocyst, have virtually limitless cell renewal capacity, and can give rise to every cell in the body; they are thus said to be totipotent (Fig. 1-20). While ES cells can be maintained for extended periods without differentiating, they can be induced under appropriate culture conditions to form specialized cells of all three germ cell layers, including neurons, cardiac muscle, liver cells, and pancreatic islet cells.
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Figure 1-20 Embryonal stem cells. The zygote, formed by the union of sperm and egg, divides to form blastocysts, and the inner cell mass of the blastocyst generates the embryo. The pluripotent cells of the inner cell mass, known as embryonic stem (ES) cells, can be induced to differentiate into cells of multiple lineages. In the embryo, pluripotent stem cells can asymmetrically divide to yield a residual stable pool of ES cells in addition to generating populations that have progressively more restricted developmental capacity, eventually generating stem cells that are committed to just specific lineages. ES cells can be cultured in vitro and be induced to give rise to cells of all three lineages.





• Tissue stem cells (also called adult stem cells) are found in intimate association with the differentiated cells of a given tissue. They are normally protected within specialized tissue microenvironments called stem cell niches. Such niches have been demonstrated in many organs—including the brain, where neural stem cells inhabit the subventricular zone and dentate gyrus. Skin stem cells are found in the bulge region of the hair follicle, and in the cornea they are found at the limbus. Soluble factors and other cells within the niches keep the stem cells quiescent until there is a need for expansion and differentiation of the precursor pool (Fig. 1-21). Adult stem cells have a limited repertoire of differentiated cells that they can generate. Thus, although adult stem cells can maintain tissues with high (e.g., skin, and gastrointestinal tract) or low (e.g., heart and brain) cell turnover, the adult stem cells in any given tissue can usually only produce cells that are normal constituents of that tissue.
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Figure 1-21 Stem cell niches in various tissues. A, Skin stem cells are located in the bulge area of the hair follicle, in sebaceous glands, and in the lower layer of the epidermis. B, Small intestine stem cells are located near the base of the crypt, above Paneth cells. C, Liver stem cells (oval cells) are located in the canals of Hering (thick arrow), structures that connect bile ductules (thin arrow) to parenchymal hepatocytes. Bile duct cells and canals of Hering are stained here with an immunohistochemical stain for cytokeratin 7. (C, Courtesy Tania Roskams, MD, University of Leuven, Belgium).







The most extensively studied of the tissue stem cells are the hematopoietic stem cells that continuously replenish all the cellular elements of the blood as they are consumed. Hematopoietic stem cells may be isolated directly from bone marrow, as well as from the peripheral blood after administration of certain colony stimulating factors (CSF) that induce their release from bone marrow niches. Although rare, hematopoietic stem cells can be purified to virtual homogeneity based on cell surface markers and ability to give rise to blood cell of lineages. Clinically, these stem cells can be used to repopulate marrows depleted after chemotherapy (e.g., for leukemia), or to provide normal precursors to correct various blood cell defects (e.g., sickle cell disease, Chapter 14).

Besides hematopoietic stem cells, the bone marrow (and notably, other tissues such as fat) also contains a pop­ulation of mesenchymal stem cells. These are multipotent cells that can differentiate into a variety of stromal cells including chondrocytes (cartilage), osteocytes (bone), adipocytes (fat), and myocytes (muscle). Because these cells can be expanded to large numbers, and can also generate a locally immunosuppressive microenvironment (thus potentially evading rejection), they may represent a ready means of manufacturing the stromal cellular scaffolding for tissue regeneration.


Regenerative Medicine

The ability to identify, isolate, expand, and transplant stem cells has given birth to the new field of regenerative medicine. Theoretically, the differentiated progeny of ES or adult stem cells can be used to repopulate damaged tissues, or to construct entire organs for replacement. In particular, there is considerable excitement about the therapeutic opportunities for restoring damaged tissues that have low intrinsic regenerative capacity, such as myocardium after a myocardial infarct or neurons after a stroke. Unfortunately, despite an improving ability to purify and expand stem cell populations, much of the initial enthusiasm has been tempered by difficulties encountered in introducing and functionally integrating the replacement cells into sites of damage.

Another potential problem is the immunogenecity of most stem cells; although mesenchymal stem cells may be weakly immunogenic, most other adult stem cells, as well as ES cells (from fertilized blastocysts), express histocompatibility (HLA) molecules of the sperm and egg donors that provoke immunologic rejection by the host (Chapter 6). Hence, considerable effort has been expended to generate cells that are totipotential like ES cells but are derived from the patient into whom they will be implanted. To accomplish this, a handful of genes have been identified whose products can—remarkably—reprogram somatic cells to achieve the “stem-ness” of ES cells. When such genes are introduced into fully differentiated cells (e.g., fibroblasts), induced pluripotent stem cells (iPS cells) are generated (Fig. 1-22). Since these cells are derived from the patient, their differentiated progeny (e.g., insulin-secreting β-cells in a patient with diabetes) can be engrafted without eliciting a rejection reaction. Another exciting recent development is genomic editing, a process using a nuclease called Cas9 that was originally identified in prokaryotes that can be used together with guide RNAs called CRISPRs to selectively alter or correct DNA sequences, such as disease-causing mutations. While iPS cells and Cas9 technology hold considerable promise, whether they are the Holy Grail of tissue regeneration remains to be seen.
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Figure 1-22 The production of induced pluripotent stem cells (iPS cells). Genes that confer stem cell properties are introduced into a patient's differentiated cells, giving rise to stem cells that can be induced to differentiate into various lineages. (Modified from Hochedlinger K, Jaenisch R: Nuclear transplantation, embryonic stem cells, and the potential for cell therapy. N Engl J Med 349:275-286, 2003.)






Concluding Remarks.

This survey of selected topics in cell biology will serve as a basis for our later discussions of pathology, and we will refer back to it throughout the book. Students should, however, remember that this summary is intentionally brief, and more information about some of the fascinating topics reviewed here can be readily found in textbooks devoted to cell and molecular biology.
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Chapter 2

Cellular Responses to Stress and Toxic Insults

Adaptation, Injury, and Death
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Introduction to Pathology

Pathology is devoted to the study of the structural, biochemical, and functional changes in cells, tissues, and organs that underlie disease. By the use of molecular, microbiologic, immunologic, and morphologic techniques, pathology attempts to explain the whys and wherefores of the signs and symptoms manifested by patients while providing a rational basis for clinical care and therapy. It thus serves as the bridge between the basic sciences and clinical medicine, and is the scientific foundation for all of medicine. In chapter 1 we examined the cellular and molecular mechanisms that “define” healthy cells. In this chapter we will build upon that knowledge to discuss the fundamental mechanisms that underlie various forms of cell injury and death.

Traditionally the study of pathology is divided into general pathology and systemic pathology. General pathology is concerned with the common reactions of cells and tissues to injurious stimuli. Such reactions are often not tissue specific: thus acute inflammation in response to bacterial infections produces a very similar reaction in most tissues. On the other hand, systemic pathology examines the alterations and underlying mechanisms in organ specific diseases such as ischemic heart disease. In this book we first cover the principles of general pathology and then proceed to specific disease processes as they affect particular organs or systems.

The four aspects of a disease process that form the core of pathology are its cause (etiology), the biochemical and molecular mechanisms of its development (pathogenesis), the structural alterations induced in the cells and organs of the body (morphologic changes), and the functional consequences of these changes (clinical manifestations).



Etiology or Cause.

Although there are myriads of factors that cause disease, they can all be grouped into two classes: genetic (e.g., inherited mutations and disease-associated gene variants, or polymorphisms) and acquired (e.g., infectious, nutritional, chemical, physical). The idea that one etiologic agent is the cause of one disease—developed from the study of infections and inherited disorders caused by single genes—is not applicable to the majority of diseases. In fact, most of our common afflictions, such as atherosclerosis and cancer, are multifactorial and arise from the effects of various external triggers on a genetically susceptible individual. The relative contribution of inherited susceptibility and external influences varies in different diseases.




Pathogenesis.

Pathogenesis refers to the sequence of cellular, biochemical, and molecular events that follow the exposure of cells or tissues to an injurious agent. The study of pathogenesis remains one of the main domains of pathology. Even when the initial cause is known (e.g., infection or mutation), it is many steps removed from the expression of the disease. For example, to understand cystic fibrosis it is essential to know not only the defective gene and gene product, but also the biochemical and morphologic events leading to the formation of cysts and fibrosis in the lungs, pancreas, and other organs. Indeed, as we shall see throughout the book, the mutated genes underlying a great number of diseases have been identified, but the functions of the encoded proteins and how mutations induce disease—the pathogenesis—are still not fully understood. With more research into clinical genomics it may become feasible to link specific molecular abnormalities to disease manifestations and to possibly use this knowledge to design new therapeutic approaches. For these reasons, the study of pathogenesis has never been more exciting scientifically or more relevant to medicine.




Morphologic Changes.

Morphologic changes refer to the structural alterations in cells or tissues that are either characteristic of a disease or diagnostic of an etiologic process. Traditionally, the practice of diagnostic pathology has used morphology to determine the nature of disease and to follow its progression. Although morphology remains a diagnostic cornerstone, its limitations have been evident for many years. For example, morphologically identical lesions may arise by distinct molecular mechanisms. Nowhere is this more striking than in the study of tumors; breast cancers that are indistinguishable morphologically may have widely different courses, therapeutic responses, and prognosis. Molecular analysis by techniques such as next generation sequencing (Chapter 5) has begun to reveal genetic differences that predict the behavior of the tumors as well as their responsiveness to different therapies. Increasingly, targeted therapies based on molecular alterations are being used for the treatment of cancers. Hence the field of diagnostic pathology has expanded to include molecular biologic and proteomic approaches for analyzing disease states.




Functional Derangements and Clinical Manifestations.

The end results of genetic, biochemical, and structural changes in cells and tissues are functional abnormalities, which lead to the clinical manifestations (symptoms and signs) of disease, as well as its progress (clinical course and outcome). Hence, clinicopathologic correlations are very important in the study of disease.

Virtually all forms of disease start with molecular or structural alterations in cells. This concept of the cellular basis of disease was first put forth in the nineteenth century by Rudolf Virchow, known as the father of modern pathology. We therefore begin our consideration of pathology with the study of the causes, mechanisms, and morphologic and biochemical correlates of cell injury. Injury to cells and to extracellular matrix ultimately leads to tissue and organ injury, which determines the morphologic and clinical patterns of disease.














Overview: Cellular Responses to Stress and Noxious Stimuli

The normal cell is confined to a fairly narrow range of function and structure by its state of metabolism, differentiation, and specialization; by constraints of neighboring cells; and by the availability of metabolic substrates. It is nevertheless able to handle physiologic demands, maintaining a steady state called homeostasis. Adaptations are reversible functional and structural re­sponses to changes in physiologic states (e.g., pregnancy) and some pathologic stimuli, during which new but altered steady states are achieved, allowing the cell to survive and continue to function (Fig. 2-1 and Table 2-1). The adaptive response may consist of an increase in the size of cells (hypertrophy) and functional activity, an increase in their number (hyperplasia), a decrease in the size and metabolic activity of cells (atrophy), or a change in the phenotype of cells (metaplasia). When the stress is eliminated the cell can recover to its original state without having suffered any harmful consequences.
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Figure 2-1 Stages of the cellular response to stress and injurious stimuli.






Table 2-1

Cellular Responses to Injury



	Nature of Injurious Stimulus
	Cellular Response




	Altered physiologic stimuli; some nonlethal injurious stimuli
	Cellular adaptations



	 Increased demand, increased stimulation (e.g., by growth factors, hormones)
	 Hyperplasia, hypertrophy



	 Decreased nutrients, decreased stimulation
	 Atrophy



	 Chronic irritation (physical or chemical)
	 Metaplasia



	Reduced oxygen supply; chemical injury; microbial infection
	Cell injury



	 Acute and transient
	
 Acute reversible injury

 Cellular swelling fatty change






	 Progressive and severe (including DNA damage)
	
 Irreversible injury → cell death

 Necrosis

 Apoptosis






	Metabolic alterations, genetic or acquired; chronic injury
	Intracellular accumulations; calcification



	Cumulative sublethal injury over long life span
	Cellular aging
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If the limits of adaptive responses are exceeded or if cells are exposed to injurious agents or stress, deprived of essential nutrients, or become compromised by mutations that affect essential cellular constituents, a sequence of events follows that is termed cell injury (Fig. 2-1). Cell injury is reversible up to a certain point, but if the stimulus persists or is severe enough from the beginning, the cell suffers irreversible injury and ultimately undergoes cell death. Adaptation, reversible injury, and cell death may be stages of progressive impairment following different types of insults. For instance, in response to increased hemodynamic loads, the heart muscle becomes enlarged, a form of adaptation, and can then become injured. If the blood supply to the myocardium is compromised or inadequate, the muscle first suffers reversible injury, manifested by certain cytoplasmic changes (described later). Eventually, the cells suffer irreversible injury and die (Fig. 2-2).

[image: image]
Figure 2-2 The relationship between normal, adapted, reversibly injured, and dead myocardial cells. All three transverse sections of the heart have been stained with triphenyltetrazolium chloride, an enzyme substrate that colors viable myocardium magenta. The cellular adaptation shown here is myocardial hypertrophy (lower left), caused by increased blood pressure requiring greater mechanical effort by myocardial cells. This adaptation leads to thickening of the left ventricular wall (compare with the normal heart). In reversibly injured myocardium (illustrated schematically, right), there are functional alterations, usually without any gross or microscopic changes but sometimes with cytoplasmic changes such as cellular swelling and fat accumulation. In the specimen showing necrosis, a form of cell death (lower right), the light area in the posterolateral left ventricle represents an acute myocardial infarction caused by reduced blood flow (ischemia).





Cell death, the end result of progressive cell injury, is one of the most crucial events in the evolution of disease in any tissue or organ. It results from diverse causes, including ischemia (reduced blood flow), infection, and toxins. Cell death is also a normal and essential process in embryogenesis, the development of organs, and the maintenance of homeostasis. There are two principal pathways of cell death, necrosis and apoptosis. Nutrient deprivation triggers an adaptive cellular response called autophagy that may also culminate in cell death. A detailed discussion of these pathways of cell death follows later in the chapter.

Stresses of different types may induce changes in cells and tissues other than typical adaptations, cell injury, and death (Table 2-1). Metabolic derangements in cells and sublethal, chronic injury may be associated with intra­cellular accumulations of a number of substances, including proteins, lipids, and carbohydrates. Calcium is often deposited at sites of cell death, resulting in pathologic calcification. Finally, the normal process of aging is accompanied by characteristic morphologic and functional changes in cells.

This chapter discusses first how cells adapt to stresses, and then the causes, mechanisms, and consequences of the various forms of acute cell damage, including reversible cell injury, and cell death. We conclude with three other processes that affect cells and tissues: intracellular accumulations, pathologic calcification, and cell aging.




Adaptations of Cellular Growth and Differentiation

Adaptations are reversible changes in the size, number, phenotype, metabolic activity, or functions of cells in response to changes in their environment. Such adaptations may take several distinct forms.


Hypertrophy

Hypertrophy refers to an increase in the size of cells, that results in an increase in the size of the affected organ. The hypertrophied organ has no new cells, just larger cells. The increased size of the cells is due to the synthesis and assembly of additional intracellular structural components. Cells capable of division may respond to stress by undergoing both hyperplasia (described later) and hypertrophy, whereas in non dividing (e.g., myocardial fibers) increased tissue mass is due to hypertrophy. In many organs hypertrophy and hyperplasia may coexist and contribute to increased size.

Hypertrophy can be physiologic or pathologic; the former is caused by increased functional demand or by stimulation by hormones and growth factors. The striated muscle cells in the heart and skeletal muscles have only a limited capacity for division, and respond to increased metabolic demands mainly by undergoing hypertrophy. The most common stimulus for hypertrophy of muscle is increased workload. For example, the bulging muscles of bodybuilders engaged in “pumping iron” result from enlargement of individual muscle fibers in response to increased demand. In the heart, the stimulus for hypertrophy is usually chronic hemodynamic overload, resulting from either hypertension or faulty valves (Fig. 2-2). In both tissue types the muscle cells synthesize more proteins and the number of myofilaments increases. This increases the amount of force each myocyte can generate, and thus increases the strength and work capacity of the muscle as a whole.

The massive physiologic growth of the uterus during pregnancy is a good example of hormone-induced enlargement of an organ that results mainly from hypertrophy of muscle fibers (Fig. 2-3). Uterine hypertrophy is stimulated by estrogenic hormones acting on smooth muscle through estrogen receptors, eventually resulting in increased synthesis of smooth muscle proteins and an increase in cell size.
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Figure 2-3 Physiologic hypertrophy of the uterus during pregnancy. A, Gross appearance of a normal uterus (right) and a gravid uterus (removed for postpartum bleeding) (left). B, Small spindle-shaped uterine smooth muscle cells from a normal uterus, compared with C, large plump cells from the gravid uterus, at the same magnification.






Mechanisms of Hypertrophy

Hypertrophy is the result of increased production of cellular proteins. Much of our understanding of hyper­trophy is based on studies of the heart. There is great interest in defining the molecular basis of hypertrophy since beyond a certain point, hypertrophy of the heart becomes maladaptive and can lead to heart failure, arrhythmias and sudden death (Chapter 11). There are three basic steps in the molecular pathogenesis of cardiac hypertrophy:


• The integrated actions of mechanical sensors (that are triggered by increased workload), growth factors (including TGF-β, insulin-like growth factor 1 [IGF1], fibroblast growth factor), and vasoactive agents (e.g., α-adrenergic agonists, endothelin-1, and angiotensin II). Indeed, mechanical sensors themselves induce production of growth factors and agonists (Fig. 2-4).
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Figure 2-4 Biochemical mechanisms of myocardial hypertrophy. The major known signaling pathways and their functional effects are shown. Mechanical sensors appear to be the major triggers for physiologic hypertrophy, and agonists and growth factors may be more important in pathologic states. ANF, Atrial natriuretic factor; GATA4, transcription factor that binds to DNA sequence GATA; IGF1, insulin-like growth factor; NFAT, nuclear factor activated T cells; MEF2, myocardial enhancing factor 2.





• These signals originating in the cell membrane activate a complex web of signal transduction pathways. Two such biochemical pathways involved in muscle hypertrophy are the phosphoinositide 3-kinase (PI3K)/AKT pathway (postulated to be most important in physiologic, e.g., exercise-induced, hypertrophy) and signaling downstream of G-protein–coupled receptors (induced by many growth factors and vasoactive agents, and thought to be more important in pathologic hypertrophy).

• These signaling pathways activate a set of transcription factors such as GATA4, nuclear factor of activated T cells (NFAT), and myocyte enhancer factor 2 (MEF2). These transcription factors work coordinately to increase the synthesis of muscle proteins that are responsible for hypertrophy.



Hypertrophy is also associated with a switch of contractile proteins from adult to fetal or neonatal forms. For example, during muscle hypertrophy, the α isoform of myosin heavy chain is replaced by the β isoform, which has a slower, more energetically economical contraction. In addition, some genes that are expressed only during early development are reexpressed in hypertrophic cells, and the products of these genes participate in the cellular response to stress. For example, the gene for atrial natriuretic factor is expressed in both the atrium and the ventricle in the embryonic heart, but it is down-regulated after birth. Cardiac hypertrophy is associated with increased atrial natriuretic factor gene expression. Atrial natriuretic factor is a peptide hormone that causes salt secretion by the kidney, decreases blood volume and pressure, and therefore serves to reduce hemodynamic load.

Whatever the exact cause and mechanism of cardiac hypertrophy, it eventually reaches a limit beyond which enlargement of muscle mass is no longer able to cope with the increased burden. At this stage several regressive changes occur in the myocardial fibers, of which the most important are lysis and loss of myofibrillar contractile elements. In extreme cases myocyte death can occur. The net result of these changes is cardiac failure, a sequence of events that illustrates how an adaptation to stress can progress to functionally significant cell injury if the stress is not relieved.

To prevent such consequences, several drugs that inhibit key signaling pathways involving NFAT, GATA4, and MEF2 genes are in phase 1 or 2 clinical trials.







Hyperplasia

Hyperplasia is defined as an increase in the number of cells in an organ or tissue in response to a stimulus. Although hyperplasia and hypertrophy are distinct processes, they frequently occur together, and may be triggered by the same external stimulus. Hyperplasia can only take place if the tissue contains cells capable of dividing; thus increasing the number of cells. It can be physiologic or pathologic.


Physiologic Hyperplasia

Physiologic hyperplasia due to the action of hormones or growth factors occurs in several circumstances: when there is a need to increase functional capacity of hormone sensitive organs; when there is need for compensatory increase after damage or resection. Hormonal hyperplasia is well illustrated by the proliferation of the glandular epithelium of the female breast at puberty and during pregnancy, usually accompanied by enlargement (hypertrophy) of the glandular epithelial cells. The classic illustration of compensatory hyperplasia comes from the study of liver regeneration. In individuals who donate one lobe of the liver for transplantation, the remaining cells proliferate so that the organ soon grows back to its original size. Experimental models of partial hepatectomy have been very useful for defining the mechanisms that stimulate regeneration of the liver (Chapter 3). Marrow is remarkable in its capacity to undergo rapid hyperplasia in response to a deficiency of terminally differentiated blood cells. For example, in the setting of an acute bleed or premature breakdown of red cells (hemolysis), feedback loops involving the growth factor erythropoietin are activated that stimulate the growth of red cell progenitors, allowing red cell production to increase as much as 8-fold. The regulation of hematopoiesis is discussed further in Chapter 13.




Pathologic Hyperplasia

Most forms of pathologic hyperplasia are caused by excessive or inappropriate actions of hormones or growth factors acting on target cells. Endometrial hyperplasia is an example of abnormal hormone-induced hyperplasia. Normally, after a menstrual period there is a rapid burst of proliferative activity in the endometrium that is stimulated by pituitary hormones and ovarian estrogen. It is brought to a halt by the rising levels of progesterone, usually about 10 to 14 days before the end of the menstrual period. In some instances, however, the balance between estrogen and progesterone is disturbed, resulting in absolute or relative increases in the amount of estrogen, with consequent hyperplasia of the endometrial glands. This form of pathologic hyperplasia is a common cause of abnormal menstrual bleeding. Benign prostatic hyperplasia is another common example of pathologic hyperplasia induced in responses to hormonal stimulation by androgens. Although these forms of pathologic hyperplasias are abnormal, the process remains controlled and the hyperplasia regresses if the hormonal stimulation is eliminated. As is discussed in Chapter 7, in cancer the growth control mechanisms become deregulated or ineffective because of genetic aberrations, that drive unrestrained proliferation. Thus, while hyperplasia is distinct from cancer, pathologic hyperplasia constitutes a fertile soil in which cancerous proliferations may eventually arise. For instance, patients with hyperplasia of the endometrium are at increased risk for developing endometrial cancer (Chapter 22).

Hyperplasia is a characteristic response to certain viral infections, such as papillomaviruses, which cause skin warts and several mucosal lesions composed of masses of hyperplastic epithelium. Here, the viruses make factors that interfere with host proteins that regulate cell proliferation. Like other forms of hyperplasia, some of these virally induced proliferations are also precursors to cancer (Chapter 7).




Mechanisms of Hyperplasia

Hyperplasia is the result of growth factor-driven proliferation of mature cells and, in some cases, by increased output of new cells from tissue stem cells. For instance, after partial hepatectomy growth factors are produced in the liver that engage receptors on the surviving cells and activate signaling pathways that stimulate cell proliferation. But if the proliferative capacity of the liver cells is compromised, as in some forms of hepatitis causing cell injury, hepatocytes can instead regenerate from intrahepatic stem cells. The roles of growth factors and stem cells in cellular replication and tissue hyperplasia are discussed in more detail in Chapter 3.







Atrophy

Atrophy is defined as a reduction in the size of an organ or tissue due to a decrease in cell size and number. Atrophy can be physiologic or pathologic. Physiologic atrophy is common during normal development. Some embryonic structures, such as the notochord and thyroglossal duct, undergo atrophy during fetal development. The decrease in the size of the uterus that occurs shortly after parturition is another form of physiologic atrophy.

Pathologic atrophy has several causes and it can be local or generalized. The common causes of atrophy are the following:


• Decreased workload (atrophy of disuse). When a fractured bone is immobilized in a plaster cast or when a patient is restricted to complete bed rest, skeletal muscle atrophy rapidly ensues. The initial decrease in cell size is reversible once activity is resumed. With more prolonged disuse, skeletal muscle fibers decrease in number (due to apoptosis) as well as in size; muscle atrophy can be accompanied by increased bone resorption, leading to osteoporosis of disuse.

• Loss of innervation (denervation atrophy). The normal metabolism and function of skeletal muscle are dependent on its nerve supply. Damage to the nerves leads to atrophy of the muscle fibers supplied by those nerves (Chapter 27).

• Diminished blood supply. A gradual decrease in blood supply (ischemia) to a tissue as a result of slowly developing arterial occlusive disease results in atrophy of the tissue. In late adult life, the brain may undergo progressive atrophy, mainly because of reduced blood supply as a result of atherosclerosis (Fig. 2-5). This is called senile atrophy, which also affects the heart.
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Figure 2-5 Atrophy. A, Normal brain of a young adult. B, Atrophy of the brain in an 82-year-old man with atherosclerotic cerebrovascular disease, resulting in reduced blood supply. Note that loss of brain substance narrows the gyri and widens the sulci. The meninges have been stripped from the right half of each specimen to reveal the surface of the brain.





• Inadequate nutrition. Profound protein-calorie mal­nutrition (marasmus) is associated with the utilization of skeletal muscle proteins as a source of energy after other reserves such as adipose stores have been depleted. This results in marked muscle wasting (cachexia; Chapter 9). Cachexia is also seen in patients with chronic inflammatory diseases and cancer. In the former, chronic overproduction of the inflammatory cytokine tumor necrosis factor (TNF) is thought to be responsible for appetite suppression and lipid depletion, culminating in muscle atrophy.

• Loss of endocrine stimulation. Many hormone-responsive tissues, such as the breast and reproductive organs, are dependent on endocrine stimulation for normal metabolism and function. The loss of estrogen stimulation after menopause results in physiologic atrophy of the endometrium, vaginal epithelium, and breast.

• Pressure. Tissue compression for any length of time can cause atrophy. An enlarging benign tumor can cause atrophy in the surrounding uninvolved tissues. Atrophy in this setting is probably the result of ischemic changes caused by compromise of the blood supply by the pressure exerted by the expanding mass.



The fundamental cellular changes associated with atrophy are identical in all of these settings. The initial response is a decrease in cell size and organelles, which may reduce the metabolic needs of the cell sufficiently to permit its survival. In atrophic muscle, the cells contain fewer mitochondria and myofilaments and a reduced amount of rough endoplasmic reticulum (RER). By bringing into balance the cell's metabolic demands and the lower levels of blood supply, nutrition, or trophic stimulation, a new equilibrium is achieved. Early in the process atrophic cells and tissues have diminished function, but cell death is minimal. However, atrophy caused by gradually reduced blood supply may progress to the point at which cells are irreversibly injured and die, often by apoptosis. Cell death by apoptosis also contributes to the atrophy of endocrine organs after hormone withdrawal.


Mechanisms of Atrophy

Atrophy results from decreased protein synthesis and increased protein degradation in cells. Protein synthesis decreases because of reduced metabolic activity.

The degradation of cellular proteins occurs mainly by the ubiquitin-proteasome pathway. Nutrient deficiency and disuse may activate ubiquitin ligases, which attach the small peptide ubiquitin to cellular proteins and target these proteins for degradation in proteasomes. This pathway is also thought to be responsible for the accelerated proteolysis seen in a variety of catabolic conditions, including cancer cachexia. In many situations, atrophy is also accompanied by increased autophagy, marked by the appearance of increased numbers of autophagic vacuoles. Autophagy (“self-eating”) is the process in which the starved cell eats its own components in an attempt to reduce nutrient demand to match the supply. Some of the cell debris within the autophagic vacuoles may resist digestion and persist in the cytoplasm as membrane-bound residual bodies. An example of residual bodies is lipofuscin granules, discussed later in the chapter. When present in sufficient amounts, they impart a brown discoloration to the tissue (brown atrophy). Autophagy is associated with various types of cell injury, and we will discuss it in more detail later.







Metaplasia

Metaplasia is a reversible change in which one differentiated cell type (epithelial or mesenchymal) is replaced by another cell type. It often represents an adaptive response in which one cell type that is sensitive to a particular stress is replaced by another cell type that is better able to withstand the adverse environment.

The most common epithelial metaplasia is columnar to squamous (Fig. 2-6), as occurs in the respiratory tract in response to chronic irritation. In the habitual cigarette smoker, the normal ciliated columnar epithelial cells of the trachea and bronchi are often replaced by stratified squamous epithelial cells. Stones in the excretory ducts of the salivary glands, pancreas, or bile ducts, which are normally lined by secretory columnar epithelium, may also lead to squamous metaplasia by stratified squamous epithelium. A deficiency of vitamin A (retinoic acid) induces squamous metaplasia in the respiratory epithelium (Chapter 9). In all these instances the more rugged stratified squamous epithelium is able to survive under circumstances in which the more fragile specialized columnar epithelium might have succumbed. However, the change to metaplastic squamous cells comes with a price. In the respiratory tract, for example, although the epithelial lining becomes tough, important mechanisms of protection against infection—mucus secretion and the ciliary action of the columnar epithelium—are lost. Thus, epithelial metaplasia is a double-edged sword and, in most circumstances, represents an undesirable change. Moreover, the influences that predispose to metaplasia, if persistent, can initiate malignant transformation in metaplastic epithelium. Thus, a common form of cancer in the respiratory tract is composed of squamous cells, which can arise in areas where the normal columnar epithelium has been replaced by squamous epithelium.
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Figure 2-6 Metaplasia of columnar to squamous epithelium. A, Schematic diagram. B, Metaplasia of columnar epithelium (left) to squamous epithelium (right) in a bronchus.





Metaplasia from squamous to columnar type may also occur, as in Barrett esophagus, in which the esophageal squamous epithelium is replaced by intestinal-like columnar cells under the influence of refluxed gastric acid. Cancers may arise in these areas; these are typically glandular (adenocarcinomas) (Chapter 17).

Connective tissue metaplasia is the formation of cartilage, bone, or adipose tissue (mesenchymal tissues) in tissues that normally do not contain these elements. For example, bone formation in muscle, designated myositis ossificans, occasionally occurs after intramuscular hemorrhage. This type of metaplasia is less clearly seen as an adaptive response, and may be a result of cell or tissue injury.


Mechanisms of Metaplasia

Metaplasia does not result from a change in the phenotype of an already differentiated cell type; instead it is the result of a reprogramming of stem cells that are known to exist in normal tissues, or of undifferentiated mesenchymal cells present in connective tissue. In a metaplastic change, these precursor cells differentiate along a new pathway. The differentiation of stem cells to a particular lineage is brought about by signals generated by cytokines, growth factors, and extracellular matrix components in the cells' environment. These external stimuli promote the expression of genes that drive cells toward a specific differentiation pathway. A direct link between transcription factor dysregulation and metaplasia is seen with vitamin A (retinoic acid) deficiency or excess, both of which may cause metaplasia. Retinoic acid regulates gene transcription directly through nuclear retinoid receptors (Chapter 9), which can influence the differentiation of progenitors derived from tissue stem cells. How other external stresses cause metaplasia is unknown, but it is clear that they too somehow alter the activity of transcription factors that regulate differentiation.


[image: image] Key Concepts


Cellular Adaptations to Stress


▪ Hypertrophy: increased cell and organ size, often in response to increased workload; induced by growth factors produced in response to mechanical stress or other stimuli; occurs in tissues incapable of cell division

▪ Hyperplasia: increased cell numbers in response to hormones and other growth factors; occurs in tissues whose cells are able to divide or contain abundant tissue stem cells

▪ Atrophy: decreased cell and organ size, as a result of decreased nutrient supply or disuse; associated with decreased synthesis of cellular building blocks and increased breakdown of cellular organelles

▪ Metaplasia: change in phenotype of differentiated cells, often in response to chronic irritation, that makes cells better able to withstand the stress; usually induced by altered differentiation pathway of tissue stem cells; may result in reduced functions or increased propensity for malignant transformation

















Overview of Cell Injury and Cell Death

As stated at the beginning of the chapter, cell injury results when cells are stressed so severely that they are no longer able to adapt or when cells are exposed to inherently damaging agents or suffer from intrinsic abnormalities. Injury may progress through a reversible stage and culminate in cell death (Fig. 2-1).


• Reversible cell injury. In early stages or mild forms of injury, the functional and morphologic changes are reversible if the damaging stimulus is removed. The hallmarks of reversible injury are reduced oxidative phosphorylation with resultant depletion of energy stores in the form of adenosine triphosphate (ATP), and cellular swelling caused by changes in ion concentrations and water influx. In addition, various intracellular organelles, such as mitochondria and the cytoskeleton, may show alterations.

• Cell death. With continuing damage the injury becomes irreversible, at which time the cell cannot recover and it dies. Historically, two principal types of cell death, necrosis and apoptosis, which differ in their morphology, mechanisms, and roles in physiology and disease, have been recognized.

• Necrosis has been considered an “accidental” and unregulated form of cell death resulting from damage to cell membranes and loss of ion homeostasis. When damage to membranes is severe, lysosomal enzymes enter the cytoplasm and digest the cell giving rise to a set of morphologic changes described as necrosis. Cellular contents also leak through the damaged plasma membrane into the extracellular space, where they elicit a host reaction (inflammation). Necrosis is the pathway of cell death in many commonly encountered injuries, such as those resulting from ischemia, exposure to toxins, various infections, and trauma.

• In contrast to necrosis, when the cell’s DNA or proteins are damaged beyond repair, the cell kills itself by apoptosis, a form of cell death that is characterized by nuclear dissolution, fragmentation of the cell without complete loss of membrane integrity, and rapid removal of the cellular debris. Because cellular contents do not leak out, unlike in necrosis, there is no inflammatory reaction. Mech­anistically, apoptosis is known to be a highly regulated process driven by a series of genetic pathways. It is hence also sometimes called “programmed cell death.”

• Whereas necrosis is always a pathologic process, apoptosis serves many normal functions and is not necessarily associated with cell injury. Despite the distinctive morphologic manifestations of necrosis and apoptosis, it is now clear that the mechanistic distinction between necrosis and apoptosis is not as clear cut as previously imagined. In some cases necrosis is also regulated by a series of signaling pathways, albeit largely distinct from those that are involved in apoptosis. In other words, in some cases necrosis, like apoptosis, is also a form of programmed cell death. In recognition of this similarity, this form of necrosis has been called necroptosis as will be discussed later. Despite some potential overlap of mechanisms, it is still useful to discuss necrosis and apoptosis, the two principal pathways of cell death, separately because of the differing circumstances in which they develop.



The morphologic features, mechanisms, and significance of these death pathways are discussed in more detail later in the chapter. We will discuss first the causes of cell injury.




Causes of Cell Injury

The causes of cell injury range from the physical violence of an automobile accident to subtle cellular abnormalities, such as a mutation causing lack of a vital enzyme that impairs normal metabolic function. Most injurious stimuli can be grouped into the following broad categories.



Oxygen Deprivation.

Hypoxia is a deficiency of oxygen, which causes cell injury by reducing aerobic oxidative respiration. Hypoxia is an extremely important and common cause of cell injury and cell death. Causes of hypoxia include reduced blood flow (ischemia), inadequate oxygenation of the blood due to cardiorespiratory failure, and decreased oxygen-carrying capacity of the blood, as in anemia or carbon monoxide poisoning (producing a stable carbon monoxyhemoglobin that blocks oxygen carriage) or after severe blood loss. Depending on the severity of the hypoxic state, cells may adapt, undergo injury, or die. For example, if an artery is narrowed, the tissue supplied by that vessel may initially shrink in size (atrophy), whereas more severe or sudden hypoxia induces injury and cell death.




Physical Agents.

Physical agents capable of causing cell injury include mechanical trauma, extremes of temperature (burns and deep cold), sudden changes in atmospheric pressure, radiation, and electric shock (Chapter 9).




Chemical Agents and Drugs.

The list of chemicals that may produce cell injury defies compilation. Simple chemicals such as glucose or salt in hypertonic concentrations may cause cell injury directly or by deranging electrolyte balance in cells. Even oxygen at high concentrations is toxic. Trace amounts of poisons, such as arsenic, cyanide, or mercuric salts, may damage sufficient numbers of cells within minutes or hours to cause death. Other potentially injurious substances are our daily companions: environmental and air pollutants, insecticides, and herbicides; industrial and occupational hazards, such as carbon monoxide and asbestos; recreational drugs such as alcohol; and the ever-increasing variety of therapeutic drugs. Many of these are discussed further in Chapter 9.




Infectious Agents.

These agents range from the submicroscopic viruses to tapeworms several feet in length. In between are the rickettsiae, bacteria, fungi, and higher forms of parasites. The ways by which these biologic agents cause injury are diverse (Chapter 8).




Immunologic Reactions.

The immune system serves an essential function in defense against infectious pathogens, but immune reactions may also cause cell injury. Injurious reactions to endogenous self antigens are responsible for several autoimmune diseases (Chapter 6). Immune reactions to many external agents, such as viruses and environmental substances, are also important causes of cell and tissue injury (Chapters 3 and 6).




Genetic Derangements.

As described in Chapter 5, genetic abnormalities as obvious as an extra chromosome, as in Down syndrome, or as subtle as a single base pair substitution leading to an amino acid substitution, as in sickle cell anemia, may produce highly characteristic clinical phenotypes ranging from congenital malformations to anemias. Genetic defects may cause cell injury because of deficiency of functional proteins, such as enzyme defects in inborn errors of metabolism, or accumulation of damaged DNA or misfolded proteins, both of which trigger cell death when they are beyond repair. DNA sequence variants that are common in human populations (polymorphisms) can also influence the susceptibility of cells to injury by chemicals and other environmental insults.





Nutritional Imbalances.

Nutritional imbalances continue to be major causes of cell injury. Protein-calorie deficiencies cause an appalling number of deaths, chiefly among underprivileged populations. Deficiencies of specific vitamins are found throughout the world (Chapter 9). Nutritional problems can be self-imposed, as in anorexia nervosa (self-induced starvation). Ironically, nutritional excesses have also become important causes of cell injury. Excess of cholesterol predisposes to atherosclerosis; obesity is associated with increased incidence of several important diseases, such as diabetes and cancer. Atherosclerosis is virtually endemic in the United States, and obesity is rampant. In addition to the problems of undernutrition and overnutrition, the composition of the diet makes a significant contribution to a number of diseases.














Morphologic Alterations in Cell Injury

It is useful to describe the basic alterations that occur in damaged cells before discussing the biochemical mechanisms that bring about these changes. All stresses and noxious influences exert their effects first at the molecular or biochemical level. There is a time lag between the stress and the morphologic changes of cell injury or death; the duration of this delay may vary with the sensitivity of the methods used to detect these changes (Fig. 2-7). With histochemical or ultrastructural techniques, changes may be seen in minutes to hours after injury; however, it may take considerably longer (hours to days) before changes can be seen by light microscopy or on gross examination. As would be expected, the morphologic manifestations of necrosis take more time to develop than those of reversible damage. For example, in ischemia of the myocardium, cell swelling is a reversible morphologic change that may occur in a matter of minutes, and may progress to irreversibility within an hour or two. Unmistakable light microscopic changes of cell death, however, may not be seen until 4 to 12 hours after onset of ischemia.
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Figure 2-7 Sequential development of biochemical and morphologic changes in cell injury. Cells may become rapidly nonfunctional after the onset of injury, although they may still be viable, with potentially reversible damage; a longer duration of injury may lead to irreversible injury and cell death. Note that irreversible biochemical alterations may cause cell death, and typically this precedes ultrastructural, light microscopic, and grossly visible morphologic changes.





The sequential morphologic changes in cell injury progressing to cell death are illustrated in Figure 2-8. Revers­ible injury is characterized by generalized swelling of the cell and its organelles, blebbing of the plasma membrane, detachment of ribosomes from the ER, and clumping of nuclear chromatin. These morphologic changes are associated with decreased generation of ATP, loss of cell membrane integrity, defects in protein synthesis, cytoskeletal damage, and DNA damage. Within limits, the cell can repair these derangements and, if the injurious stimulus abates, will return to normalcy. Persistent or excessive injury, however, causes cells to pass the rather nebulous “point of no return” into irreversible injury and cell death. Different injurious stimuli may induce death by necrosis or apoptosis (Fig. 2-8 and Table 2-2). Severe mitochondrial damage with depletion of ATP and rupture of lysosomal and plasma membranes are typically associated with necrosis. Necrosis occurs in many commonly encountered injuries, such as those following ischemia, exposure to toxins, various infections, and trauma. Apoptosis has many unique features (see later).
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Figure 2-8 Schematic illustration of the morphologic changes in cell injury culminating in necrosis or apoptosis.






Table 2-2

Features of Necrosis and Apoptosis



	Feature
	Necrosis
	Apoptosis




	Cell size
	Enlarged (swelling)
	Reduced (shrinkage)



	Nucleus
	Pyknosis → karyorrhexis → karyolysis
	Fragmentation into nucleosome-size fragments



	Plasma membrane
	Disrupted
	Intact; altered structure, especially orientation of lipids



	Cellular contents
	Enzymatic digestion; may leak out of cell
	Intact; may be released in apoptotic bodies



	Adjacent inflammation
	Frequent
	No



	Physiologic or pathologic role
	Invariably pathologic (culmination of irreversible cell injury)
	Often physiologic, means of eliminating unwanted cells; may be pathologic after some forms of cell injury, especially DNA damage








Reversible Injury

Two features of reversible cell injury can be recognized under the light microscope: cellular swelling and fatty change. Cellular swelling appears whenever cells are incapable of maintaining ionic and fluid homeostasis and is the result of failure of energy-dependent ion pumps in the plasma membrane. Fatty change occurs in hypoxic injury and various forms of toxic or metabolic injury. It is manifested by the appearance of lipid vacuoles in the cytoplasm. It is seen mainly in cells involved in and dependent on fat metabolism, such as hepatocytes and myocardial cells. The mechanisms of fatty change are discussed later in the chapter.


[image: image] Morphology

Cellular swelling is the first manifestation of almost all forms of injury to cells (Fig. 2-9B). It is a difficult morphologic change to appreciate with the light microscope; it may be more apparent at the level of the whole organ. When it affects many cells, it causes some pallor, increased turgor, and increase in weight of the organ. On microscopic examination, small clear vacuoles may be seen within the cytoplasm; these represent distended and pinched-off segments of the ER. This pattern of nonlethal injury is sometimes called hydropic change or vacuolar degeneration. Swelling of cells is reversible. Cells may also show increased eosinophilic staining, which becomes much more pronounced with progression to necrosis (described later).

[image: image]
Figure 2-9 Morphologic changes in reversible cell injury and necrosis. A, Normal kidney tubules with viable epithelial cells. B, Early (reversible) ischemic injury showing surface blebs, increased eosinophilia of cytoplasm, and swelling of occasional cells. C, Necrosis (irreversible injury) of epithelial cells, with loss of nuclei, fragmentation of cells, and leakage of contents. The ultrastructural features of these stages of cell injury are shown in Fig. 2-10. (Courtesy Drs. Neal Pinckard and M. A. Venkatachalam, University of Texas Health Sciences Center, San Antonio, Texas.)





The ultrastructural changes of reversible cell injury (Fig. 2-10B) include:


1. Plasma membrane alterations, such as blebbing, blunting, and loss of microvilli

2. Mitochondrial changes, including swelling and the appearance of small amorphous densities

3. Dilation of the ER, with detachment of polysomes; intracytoplasmic myelin figures may be present (see later)

4. Nuclear alterations, with disaggregation of granular and fibrillar elements



[image: image]
Figure 2-10 Ultrastructural features of reversible and irreversible cell injury (necrosis) in a rabbit kidney. A, Electron micrograph of a normal epithelial cell of the proximal kidney tubule. Note abundant microvilli (mv) lining the luminal surface (L). B, Epithelial cell of the proximal tubule showing early cell injury resulting from reperfusion following ischemia. The microvilli are lost and have been incorporated in apical cytoplasm; blebs have formed and are extruded in the lumen. Mitochondria would have been swollen during ischemia; with reperfusion, they rapidly undergo condensation and become electron-dense. C, Proximal tubular cell showing late injury, expected to be irreversible. Note the markedly swollen mitochondria containing electron-dense deposits, expected to contain precipitated calcium and proteins. Higher magnification micrographs of the cell would show disrupted plasma membrane and swelling and fragmentation of organelles. (A, Courtesy Dr. Brigitte Kaisslin, Institute of Anatomy, University of Zurich, Switzerland. B, C, Courtesy Dr. M. A. Venkatachalam, University of Texas Health Sciences Center, San Antonio, Texas.)










Necrosis

The morphologic appearance of necrosis as well as necroptosis is the result of denaturation of intracellular proteins and enzymatic digestion of the lethally injured cell. Necrotic cells are unable to maintain membrane integrity and their contents often leak out, a process that may elicit inflammation in the surrounding tissue. The enzymes that digest the necrotic cell are derived from the lysosomes of the dying cells themselves and from the lysosomes of leukocytes that are called in as part of the inflammatory reaction. Digestion of cellular contents and the host response may take hours to develop, and so there would be no detectable changes in cells if, for example, a myocardial infarct caused sudden death. The earliest histologic evidence of myocardial necrosis does not become apparent until 4 to 12 hours later. However, because of the loss of plasma membrane integrity, cardiac-specific enzymes and proteins are rapidly released from necrotic muscle and can be detected in the blood as early as 2 hours after myocardial cell necrosis (Chapter 12).


[image: image] Morphology

Necrotic cells show increased eosinophilia in hematoxylin and eosin (H & E) stains, attributable in part to the loss of cytoplasmic RNA (which binds the blue dye, hematoxylin) and in part to denatured cytoplasmic proteins (which bind the red dye, eosin). The necrotic cell may have a more glassy homogeneous appearance than do normal cells, mainly as a result of the loss of glycogen particles (Fig. 2-9C). When enzymes have digested the cytoplasmic organelles, the cytoplasm becomes vacuolated and appears moth-eaten. Dead cells may be replaced by large, whorled phospholipid masses called myelin figures that are derived from damaged cell membranes. These phospholipid precipitates are then either phagocytosed by other cells or further degraded into fatty acids; calcification of such fatty acid residues results in the generation of calcium soaps. Thus, the dead cells may ultimately become calcified. By electron microscopy, necrotic cells are characterized by discontinuities in plasma and organelle membranes, marked dilation of mitochondria with the appearance of large amorphous densities, intracytoplasmic myelin figures, amorphous debris, and aggregates of fluffy material probably representing denatured protein (Fig. 2-10C).

Nuclear changes appear in one of three patterns, all due to nonspecific breakdown of DNA (Fig. 2-9C). The basophilia of the chromatin may fade (karyolysis), a change that presumably reflects loss of DNA because of enzymatic degradation by endonucleases. A second pattern (which is also seen in apoptotic cell death) is pyknosis, characterized by nuclear shrinkage and increased basophilia. Here the chromatin condenses into a solid, shrunken basophilic mass. In the third pattern, known as karyorrhexis, the pyknotic nucleus undergoes fragmentation. With the passage of time (a day or two), the nucleus in the necrotic cell totally disappears.





Patterns of Tissue Necrosis

The discussion of necrosis has focused so far on changes in individual cells. When large numbers of cells die the tissue or organ is said to be necrotic; thus, a myocardial infarct is necrosis of a portion of the heart caused by death of many myocardial cells. Necrosis of tissues has several morphologically distinct patterns, which are important to recognize because they may provide clues about the underlying cause. Although the terms that describe these patterns are somewhat outdated, they are used often and their implications are understood by pathologists and clinicians.


[image: image] Morphology

Coagulative necrosis is a form of necrosis in which the architecture of dead tissues is preserved for a span of at least some days (Fig. 2-11). The affected tissues exhibit a firm texture. Presumably, the injury denatures not only structural proteins but also enzymes and so blocks the proteolysis of the dead cells; as a result, eosinophilic, anucleate cells may persist for days or weeks. Ultimately the necrotic cells are removed by phagocytosis of the cellular debris by infiltrating leukocytes and by digestion of the dead cells by the action of lysosomal enzymes of the leukocytes. Ischemia caused by obstruction in a vessel may lead to coagulative necrosis of the supplied tissue in all organs except the brain. A localized area of coagulative necrosis is called an infarct.

[image: image]
Figure 2-11 Coagulative necrosis. A, A wedge-shaped kidney infarct (yellow). B, Microscopic view of the edge of the infarct, with normal kidney (N) and necrotic cells in the infarct (I) showing preserved cellular outlines with loss of nuclei and an inflammatory infiltrate (seen as nuclei of inflammatory cells in between necrotic tubules).





Liquefactive necrosis, in contrast to coagulative necrosis, is characterized by digestion of the dead cells, resulting in transformation of the tissue into a liquid viscous mass. It is seen in focal bacterial or, occasionally, fungal infections, because microbes stimulate the accumulation of leukocytes and the liberation of enzymes from these cells. The necrotic material is frequently creamy yellow because of the presence of dead leukocytes and is called pus. For unknown reasons, hypoxic death of cells within the central nervous system often manifests as liquefactive necrosis (Fig. 2-12).

[image: image]
Figure 2-12 Liquefactive necrosis. An infarct in the brain, showing dissolution of the tissue.





Gangrenous necrosis is not a specific pattern of cell death, but the term is commonly used in clinical practice. It is usually applied to a limb, generally the lower leg, that has lost its blood supply and has undergone necrosis (typically coagulative necrosis) involving multiple tissue planes. When bacterial infection is superimposed there is more liquefactive necrosis because of the actions of degradative enzymes in the bacteria and the attracted leukocytes (giving rise to so-called wet gangrene).

Caseous necrosis is encountered most often in foci of tuberculous infection (Chapter 8). The term “caseous” (cheeselike) is derived from the friable white appearance of the area of necrosis (Fig. 2-13). On microscopic examination, the necrotic area appears as a structureless collection of fragmented or lysed cells and amorphous granular debris enclosed within a distinctive inflammatory border; this appearance is characteristic of a focus of inflammation known as a granuloma (Chapter 3).

[image: image]
Figure 2-13 Caseous necrosis. Tuberculosis of the lung, with a large area of caseous necrosis containing yellow-white and cheesy debris.





Fat necrosis is a term that is entrenched in medical parlance but does not in reality denote a specific pattern of necrosis. Rather, it refers to focal areas of fat destruction, typically resulting from release of activated pancreatic lipases into the substance of the pancreas and the peritoneal cavity. This occurs in the calamitous abdominal emergency known as acute pancreatitis (Chapter 19). In this disorder pancreatic enzymes leak out of acinar cells and liquefy the membranes of fat cells in the peritoneum. The released lipases split the triglyceride esters contained within fat cells. The fatty acids, so derived, combine with calcium to produce grossly visible chalky-white areas (fat saponification), which enable the surgeon and the pathologist to identify the lesions (Fig. 2-14). On histologic examination the necrosis takes the form of foci of shadowy outlines of necrotic fat cells, with basophilic calcium deposits, surrounded by an inflammatory reaction.

[image: image]
Figure 2-14 Fat necrosis. The areas of white chalky deposits represent foci of fat necrosis with calcium soap formation (saponification) at sites of lipid breakdown in the mesentery.





Fibrinoid necrosis is a special form of necrosis usually seen in immune reactions involving blood vessels. This pattern of necrosis typically occurs when complexes of antigens and antibodies are deposited in the walls of arteries. Deposits of these “immune complexes,” together with fibrin that has leaked out of vessels, result in a bright pink and amorphous appearance in H&E stains, called “fibrinoid” (fibrin-like) by pathologists (Fig. 2-15). The immunologically mediated vasculitis syndromes in which this type of necrosis is seen are described in Chapter 11.

[image: image]
Figure 2-15 Fibrinoid necrosis in an artery. The wall of the artery shows a circumferential bright pink area of necrosis with inflammation (neutrophils with dark nuclei).







Ultimately, in the living patient most necrotic cells and their contents disappear due to enzymatic digestion and phagocytosis of the debris by leukocytes. If necrotic cells and cellular debris are not promptly destroyed and reabsorbed, they provide a nidus for the deposition of calcium salts and other minerals and thus tend to become calcified. This phenomenon, called dystrophic calcification, is considered later in the chapter.


[image: image] Key Concepts


Morphologic Alterations in Injured Cells and Tissues


▪ Reversible cell injury: Cellular swelling, fatty change, plasma membrane blebbing and loss of microvilli, mitochondrial swelling, dilation of the ER, eosinophilia (due to decreased cytoplasmic RNA)

▪ Necrosis: Increased eosinophilia; nuclear shrinkage, fragmentation, and dissolution; breakdown of plasma membrane and organellar membranes; abundant myelin figures; leakage and enzymatic digestion of cellular contents

▪ Patterns of tissue necrosis: Under different conditions, necrosis in tissues may assume specific patterns: coagulative, liquefactive, gangrenous, caseous, fat, and fibrinoid

















Mechanisms of Cell Injury

The discussion of the cellular pathology of cell injury and necrosis sets the stage for a consideration of the mechanisms and biochemical pathways of cell injury. The molecular pathways that lead to cell injury are complex and are best understood in the context of normal cell biology (Chapter 1). There are, however, several principles that are relevant to most forms of cell injury:


• The cellular response to injurious stimuli depends on the nature of the injury, its duration, and its severity. Small doses of a chemical toxin or brief periods of ischemia may induce reversible injury, whereas large doses of the same toxin or more prolonged ischemia might result either in instantaneous cell death or in slow, irreversible injury leading in time to cell death.

• The consequences of cell injury depend on the type, state, and adaptability of the injured cell. The cell's nutritional and hormonal status and its metabolic needs are important in its response to injury. How vulnerable is a cell, for example, to loss of blood supply and hypoxia? When the striated muscle cell in the leg is deprived of its blood supply, it can be placed at rest and preserved; not so the striated muscle of the heart. Exposure of two individuals to identical concentrations of a toxin, such as carbon tetrachloride, may produce no effect in one and cell death in the other. This may be due to polymorphisms in genes encoding hepatic enzymes that metabolize carbon tetrachloride (CCl4) to toxic by-products (Chapter 9). With the complete mapping of the human genome, there is great interest in identifying genetic polymorphisms that affect the responses of different individuals to various injurious agents.

• Cell injury results from different biochemical mechanisms acting on several essential cellular components (Fig. 2-16). These mechanisms are described indivi­dually in subsequent paragraphs. The cellular components that are most frequently damaged by injurious stimuli include mitochondria, cell membranes, the machinery of protein synthesis and packaging, and DNA. Any injurious stimulus may simultaneously trigger multiple interconnected mechanisms that damage cells. This is one reason why it is difficult to ascribe cell injury in a particular situation to a single or even dominant biochemical derangement.

[image: image]
Figure 2-16 The principal biochemical mechanisms and sites of damage in cell injury. ATP, Adenosine triphosphate; ROS, reactive oxygen species.







The following section describes the biochemical mechanisms that may be activated by different injurious stimuli and that contribute to cell injury and necrosis. Apoptosis is described next, and finally necroptosis, which shares features with necrosis and apoptosis, is discussed.


Depletion of ATP

Reduction in ATP levels is fundamental cause of necrotic cell death. ATP depletion and decreased ATP synthesis are frequently associated with both hypoxic and chemical (toxic) injury (Fig. 2-17). ATP is produced in two ways. The major pathway in mammalian cells is oxidative phosphorylation of adenosine diphosphate, in a reaction that results in reduction of oxygen by the electron transfer system of mitochondria. The second is the glycolytic pathway, which can generate ATP in the absence of oxygen using glucose derived either from body fluids or from the hydrolysis of glycogen. The major causes of ATP depletion are reduced supply of oxygen and nutrients, mitochondrial damage, and the actions of some toxins (e.g., cyanide).

[image: image]
Figure 2-17 Functional and morphologic consequences of decreased intracellular adenosine triphosphate (ATP) during cell injury. The morphologic changes shown here are indicative of reversible cell injury. Further depletion of ATP results in cell death, typically by necrosis. ER, Endoplasmic reticulum.





High-energy phosphate in the form of ATP is required for virtually all synthetic and degradative processes within the cell. These include membrane transport, protein synthesis, lipogenesis, and the deacylation-reacylation reactions necessary for phospholipid turnover. Depletion of ATP to 5% to 10% of normal levels has widespread effects on many critical cellular systems:


• The activity of the plasma membrane energy-dependent sodium pump (ouabain-sensitive Na+, K+-ATPase) is reduced (Chapter 1). Failure of this active transport system causes sodium to enter and accumulate inside cells and potassium to diffuse out. The net gain of solute is accompanied by isosmotic gain of water, causing cell swelling, and dilation of the ER.

• Cellular energy metabolism is altered. If the supply of oxygen to cells is reduced, as in ischemia, oxidative phosphorylation ceases, resulting in a decrease in cellular ATP and associated increase in adenosine monophosphate. These changes stimulate phosphofructokinase and phosphorylase activities, leading to an increased rate of anaerobic glycolysis, which is designed to maintain the cell's energy sources by generating ATP through metabolism of glucose derived from glycogen. As a consequence glycogen stores are rapidly depleted. Anaerobic glycolysis results in the accumulation of lactic acid and inorganic phosphates from the hydrolysis of phosphate esters. This reduces the intracellular pH, resulting in decreased activity of many cellular enzymes.

• Failure of the Ca2+ pump leads to influx of Ca2+, with damaging effects on numerous cellular components, described later.

• With prolonged or worsening depletion of ATP, structural disruption of the protein synthetic apparatus occurs, manifested as detachment of ribosomes from the rough ER and dissociation of polysomes, with a consequent reduction in protein synthesis.

• In cells deprived of oxygen or glucose, proteins may become misfolded, and accumulation of misfolded proteins in the endoplasmic reticulum (ER) triggers a cellular reaction called the unfolded protein response that may culminate in cell injury and even death (Chapter 1). This process is described further later in this chapter.

• Ultimately, there is irreversible damage to mitochondrial and lysosomal membranes, and the cell undergoes necrosis.






Mitochondrial Damage

Mitochondria are critical players in cell injury and cell death by all pathways. This should be expected because they supply life-sustaining energy by producing ATP. Mitochondria can be damaged by increases of cytosolic Ca2+, reactive oxygen species (discussed later), and oxygen deprivation, and so they are sensitive to virtually all types of injurious stimuli, including hypoxia and toxins. In addition, mutations in mitochondrial genes are the cause of some inherited diseases (Chapter 5).

There are three major consequences of mitochondrial damage.


• Mitochondrial damage often results in the formation of a high-conductance channel in the mitochondrial membrane, called the mitochondrial permeability transition pore (Fig. 2-18). The opening of this conductance channel leads to the loss of mitochondrial membrane potential, resulting in failure of oxidative phosphorylation and progressive depletion of ATP, culminating in necrosis of the cell. One of the structural components of the mitochondrial permeability transition pore is the protein cyclophilin D, which is one of several cyclophilins that are targeted by the immunosuppressive drug cyclosporine (used to prevent graft rejection). In some experimental models of ischemia, cyclosporine reduces injury by preventing opening of the mitochondrial permeability transition pore—an interesting example of molecularly targeted therapy for cell injury. The role of cyclosporine in reducing ischemic myocardial injury in humans is under investigation.
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Figure 2-18 Role of mitochondria in cell injury and death. Mitochondria are affected by a variety of injurious stimuli and their abnormalities lead to necrosis or apoptosis. ATP, Adenosine triphosphate; ROS, reactive oxygen species.





• Abnormal oxidative phosphorylation also leads to the formation of reactive oxygen species, which have many deleterious effects, described later.

• The mitochondria sequester between their outer and inner membranes several proteins that are capable of activating apoptotic pathways; these include cytochrome c and proteins that indirectly activate apoptosis-inducing enzymes called caspases. Increased permeability of the outer mitochondrial membrane may result in leakage of these proteins into the cytosol and death by apoptosis (discussed later).






Influx of Calcium and Loss of Calcium Homeostasis

Calcium ions are important mediators of cell injury. In keeping with this, depleting calcium protects cells from injury induced by a variety of harmful stimuli. Cytosolic free calcium is normally maintained at very low concentrations (~0.1 µmol) compared with extracellular levels of 1.3 mmol, and most intracellular calcium is sequestered in mitochondria and the ER. Ischemia and certain toxins cause an increase in cytosolic calcium concentration, initially because of release of Ca2+ from intracellular stores, and later due to increased influx across the plasma membrane (Fig. 2-19). Increased intracellular Ca2+ causes cell injury by several mechanisms.


• The accumulation of Ca2+ in mitochondria results in opening of the mitochondrial permeability transition pore and, as described earlier, failure of ATP generation.

• Increased cytosolic Ca2+ activates a number of enzymes with potentially deleterious effects on cells. These enzymes include phospholipases (which cause membrane damage), proteases (which break down both membrane and cytoskeletal proteins), endonucleases (which are responsible for DNA and chromatin fragmentation), and ATPases (thereby hastening ATP depletion).

• Increased intracellular Ca2+ levels also result in the induction of apoptosis, by direct activation of caspases and by increasing mitochondrial permeability.
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Figure 2-19 The role of increased cytosolic calcium in cell injury. ER, Endoplasmic reticulum.








Accumulation of Oxygen-Derived Free Radicals (Oxidative Stress)

Cell injury induced by free radicals, particularly reactive oxygen species, is an important mechanism of cell damage in many pathologic conditions, such as chemical and radiation injury, ischemia-reperfusion injury (induced by restoration of blood flow in ischemic tissue), cellular aging, and microbial killing by phagocytes. Free radicals are chemical species that have a single unpaired electron in an outer orbit. Unpaired electrons are highly reactive and “attack” and modify adjacent molecules, such as inorganic or organic chemicals—proteins, lipids, carbohydrates, nucleic acids—many of which are key components of cell membranes and nuclei. Some of these reactions are autocatalytic, whereby molecules that react with free radicals are themselves converted into free radicals, thus propagating the chain of damage.

Reactive oxygen species (ROS) are a type of oxygen-derived free radical whose role in cell injury is well established. ROS are produced normally in cells during mitochondrial respiration and energy generation, but they are degraded and removed by cellular defense systems. Thus, cells are able to maintain a steady state in which free radicals may be present transiently at low concentrations but do not cause damage. Increased production or decreased scavenging of ROS may lead to an excess of these free radicals, a condition called oxidative stress. Oxidative stress has been implicated in a wide variety of pathologic processes, including cell injury, cancer, aging, and some degenerative diseases such as Alzheimer disease. ROS are also produced in large amounts by activated leukocytes, particularly neutrophils and macrophages, during inflammatory reactions aimed at destroying microbes and cleaning up dead cells and other unwanted substances (Chapter 3).

The following section discusses the generation and removal of ROS, and how they contribute to cell injury. The properties of some of the most important free radicals are summarized in Table 2-3.


Table 2-3

Properties of the Principal Free Radicals Involved in Cell Injury



	Properties
	[image: image]
	H2O2

	˙OH
	ONOO−





	Mechanisms of production
	Incomplete reduction of O2 during oxidative phosphorylation; by phagocyte oxidase in leukocytes
	Generated by SOD from [image: image] and by oxidases in peroxisomes
	Generated from H2O by hydrolysis, e.g., by radiation; from H2O2 by Fenton reaction; from [image: image]

	Produced by interaction of [image: image] and NO generated by NO synthase in many cell types (endothelial cells, leukocytes, neurons, others)



	Mechanisms of inactivation
	Conversion to H2O2 and O2 by SOD
	Conversion to H2O and O2 by catalase (peroxisomes), glutathione peroxidase (cytosol, mitochondria)
	Conversion to H2O by glutathione peroxidase
	Conversion to HNO2 by peroxiredoxins (cytosol, mitochondria)



	Pathologic effects
	Stimulates production of degradative enzymes in leukocytes and other cells; may directly damage lipids, proteins, DNA; acts close to site of production
	Can be converted to ˙OH and OCl−, which destroy microbes and cells; can act distant from site of production
	Most reactive oxygen-derived free radical; principal ROS responsible for damaging lipids, proteins, and DNA
	Damages lipids, proteins, DNA
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HNO2, nitrite; H2O2, hydrogen peroxide; NO, nitric oxide; [image: image], superoxide anion; OCl−, hypochlorite; ˙OH, hydroxyl radical; ONOO−, peroxynitrite; ROS, reactive oxygen species; SOD, superoxide dismutase.






Generation of Free Radicals.

Free radicals may be generated within cells in several ways (Fig. 2-20):


• The reduction-oxidation reactions that occur during normal metabolic processes. As a part of normal respiration, molecular O2 is reduced by the transfer of four electrons to H2 to generate two water molecules. This conversion is catalyzed by oxidative enzymes in the ER, cytosol, mitochondria, peroxisomes, and lysosomes. During this process small amounts of partially reduced intermediates are produced in which different numbers of electrons have been transferred from O2; these include superoxide anion ([image: image], one electron), hydrogen peroxide (H2O2, two electrons), and hydroxyl ions (˙OH, three electrons).

• Absorption of radiant energy (e.g., ultraviolet light, x-rays). For example, ionizing radiation can hydrolyze water into ˙OH and hydrogen (H) free radicals.

• Rapid bursts of ROS are produced in activated leukocytes during inflammation. This occurs in a precisely controlled reaction carried out by a plasma membrane multiprotein complex that uses NADPH oxidase for the redox reaction (Chapter 3). In addition, some intracellular oxidases (e.g., xanthine oxidase) generate [image: image].

• Enzymatic metabolism of exogenous chemicals or drugs can generate free radicals that are not ROS but have similar effects (e.g., CCl4 can generate ˙CCl3, described later in the chapter).

• Transition metals such as iron and copper donate or accept free electrons during intracellular reactions and catalyze free radical formation, as in the Fenton reaction (H2O2 + Fe2+ → Fe3+ + ˙OH + OH−). Because most of the intracellular free iron is in the ferric (Fe3+) state, it must be reduced to the ferrous (Fe2+) form to participate in the Fenton reaction. This reduction can be enhanced by [image: image], and thus sources of iron and [image: image] may cooperate in oxidative cell damage.

• Nitric oxide (NO), an important chemical mediator generated by endothelial cells, macrophages, neurons, and other cell types (Chapter 3), can act as a free radical and can also be converted to highly reactive peroxynitrite anion (ONOO−) as well as NO2 and NO3−.
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Figure 2-20 The generation, removal, and role of reactive oxygen species (ROS) in cell injury. The production of ROS is increased by many injurious stimuli. These free radicals are removed by spontaneous decay and by specialized enzymatic systems. Excessive production or inadequate removal leads to accumulation of free radicals in cells, which may damage lipids (by peroxidation), proteins, and deoxyribonucleic acid (DNA), resulting in cell injury.








Removal of Free Radicals.

Free radicals are inherently unstable and generally decay spontaneously. [image: image], for exam­ple, is unstable and decays (dismutates) spontaneously to O2 and H2O2 in the presence of water. In addition, cells have developed multiple nonenzymatic and enzymatic mechanisms to remove free radicals and thereby minimize injury (Fig. 2-20). These include the following:


• Antioxidants either block free radical formation or inactivate (e.g., scavenge) free radicals. Examples are the lipid-soluble vitamins E and A as well as ascorbic acid and glutathione in the cytosol.

• As we have seen, free iron and copper can catalyze the formation of ROS. Under normal circumstances, the reactivity of these metals is minimized by their binding to storage and transport proteins (e.g., transferrin, ferritin, lactoferrin, and ceruloplasmin), which prevents these metals from participating in reactions that generate ROS.

• A series of enzymes acts as free radical-scavenging systems and breaks down H2O2 and [image: image]. These enzymes are located near the sites of generation of the oxidants and include the following:

1. Catalase, present in peroxisomes, decomposes H2O2 (2H2O2 → O2 + 2H2O).

2. Superoxidase dismutases (SODs) are found in many cell types and convert [image: image] to H2O2 ([image: image] + 2H → H2O2 + O2). This group of enzymes includes both manganese-SOD, which is localized in mitochondria, and copper-zinc-SOD, which is found in the cytosol.

3. Glutathione peroxidase also protects against injury by catalyzing free radical breakdown (H2O2 + 2GSH → GSSG [glutathione homodimer] + 2H2O, or 2˙OH + 2GSH → GSSG + 2H2O). The intracellular ratio of oxidized glutathione (GSSG) to reduced glutathione (GSH) is a reflection of the oxidative state of the cell and is an important indicator of the cell's ability to detoxify ROS.







Pathologic Effects of Free Radicals.

The effects of ROS and other free radicals are wide-ranging, but three reactions are particularly relevant to cell injury (Fig. 2-20):


• Lipid peroxidation in membranes. In the presence of O2, free radicals may cause peroxidation of lipids within plasma and organellar membranes. Oxidative damage is initiated when the double bonds in unsaturated fatty acids of membrane lipids are attacked by O2-derived free radicals, particularly by ˙OH. The lipid-free radical interactions yield peroxides, which are themselves unstable and reactive, and an autocatalytic chain reaction ensues (called propagation) that can result in extensive membrane damage.

• Oxidative modification of proteins. Free radicals promote oxidation of amino acid side chains, formation of covalent protein-protein cross-links (e.g., disulfide bonds), and oxidation of the protein backbone. Oxidative modification of proteins may damage the active sites of enzymes, disrupt the conformation of structural proteins, and enhance proteasomal degradation of unfolded or misfolded proteins, raising havoc throughout the cell.

• Lesions in DNA. Free radicals are capable of causing single- and double-strand breaks in DNA, cross-linking of DNA strands, and formation of adducts. Oxidative DNA damage has been implicated in cell aging (discussed later in this chapter) and in malignant transformation of cells (Chapter 7).



The traditional thinking about free radicals was that they cause cell injury and death by necrosis, and, in fact, the production of ROS is a frequent prelude to necrosis. However, it is now clear that free radicals can trigger apoptosis as well. Recent studies have also revealed a role of ROS in signaling by a variety of cellular receptors and biochemical intermediates. In fact, according to one hypothesis, the major actions of [image: image] stem from its ability to stimulate the production of degradative enzymes rather than direct damage of macromolecules. It is also possible that these potentially deadly molecules, when produced under physiologic conditions in the “right” dose, serve important physiologic functions.












Defects in Membrane Permeability

Early loss of selective membrane permeability, leading ultimately to overt membrane damage, is a consistent feature of most forms of cell injury (except apoptosis). Membrane damage may affect the functions and integrity of all cellular membranes. The following paragraphs discuss the mechanisms and pathologic consequences of membrane damage.



Mechanisms of Membrane Damage.

In ischemic cells, membrane defects may be the result of ATP depletion and calcium-mediated activation of phospholipases. The plasma membrane can also be damaged directly by various bacterial toxins, viral proteins, lytic complement components, and a variety of physical and chemical agents. Several biochemical mechanisms may contribute to membrane damage (Fig. 2-21):


• Reactive oxygen species. Oxygen free radicals cause injury to cell membranes by lipid peroxidation, discussed earlier.

• Decreased phospholipid synthesis. The production of phospholipids in cells may be reduced as a consequence of defective mitochondrial function or hypoxia, both of which decrease the production of ATP and thus affect energy-dependent biosynthetic pathways. The decreased phospholipid synthesis may affect all cellular membranes, including the mitochondria themselves.

• Increased phospholipid breakdown. Severe cell injury is associated with increased degradation of membrane phospholipids, probably due to activation of calcium-dependent phospholipases by increased levels of cytosolic and mitochondrial Ca2+. Phospholipid breakdown leads to the accumulation of lipid breakdown products, including unesterified free fatty acids, acyl carnitine, and lysophospholipids, which have a detergent effect on membranes. They may also either insert into the lipid bilayer of the membrane or exchange with membrane phospholipids, potentially causing changes in permeability and electrophysiologic alterations.

• Cytoskeletal abnormalities. Cytoskeletal filaments serve as anchors connecting the plasma membrane to the cell interior. Activation of proteases by increased cytosolic calcium may cause damage to elements of the cyto­skeleton. In the presence of cell swelling, this damage results, particularly in myocardial cells, in detachment of the cell membrane from the cytoskeleton, rendering it susceptible to stretching and rupture.



[image: image]
Figure 2-21 Mechanisms of membrane damage in cell injury. Decreased O2 and increased cytosolic Ca2+ are typically seen in ischemia but may accompany other forms of cell injury. Reactive oxygen species, which are often produced on reperfusion of ischemic tissues, also cause membrane damage (not shown).








Consequences of Membrane Damage.

The most important sites of membrane damage during cell injury are the mitochondrial membrane, the plasma membrane, and membranes of lysosomes.


• Mitochondrial membrane damage. As discussed earlier, damage to mitochondrial membranes results in opening of the mitochondrial permeability transition pore, leading to decreased ATP generation and release of proteins that trigger apoptotic death.

• Plasma membrane damage. Plasma membrane damage results in loss of osmotic balance and influx of fluids and ions, as well as loss of cellular contents. The cells may also leak metabolites that are vital for the reconstitution of ATP, thus further depleting energy stores.

• Injury to lysosomal membranes results in leakage of their enzymes into the cytoplasm and activation of the acid hydrolases in the acidic intracellular pH of the injured cell. Lysosomes contain RNases, DNases, proteases, phosphatases, and glucosidases. Activation of these enzymes leads to enzymatic digestion of proteins, RNA, DNA, and glycogen, and the cells die by necrosis.














Damage to DNA and Proteins

Cells have mechanisms that repair damage to DNA, but if DNA damage is too severe to be corrected (e.g., after exposure to DNA damaging drugs, radiation, or oxidative stress), the cell initiates a suicide program that results in death by apoptosis. A similar reaction is triggered by improperly folded proteins, which may be the result of inherited mutations or acquired triggers such as free radicals. Because these mechanisms of cell injury typically cause apoptosis, they are discussed later in the chapter.


Reversible vs Irreversible Injury.

Before concluding the discussion of the mechanisms of cell injury, it is useful to consider the possible events that determine when reversible injury becomes irreversible and progresses to cell death. The clinical relevance of this question is obvious—if we can answer it, we may be able to devise strategies for preventing cell injury from having permanent deleterious consequences. However, the molecular mechanisms connecting most forms of cell injury to ultimate cell death have proved elusive, for several reasons. The “point of no return,” at which the damage becomes irreversible, is still largely undefined, and there are no reliable morphologic or biochemical correlates of irreversibility. Two phenomena consistently characterize irreversibility—the inability to reverse mitochondrial dysfunction (lack of oxidative phosphorylation and ATP generation) even after resolution of the original injury, and profound disturbances in membrane function. As mentioned earlier, injury to lysosomal membranes results in the enzymatic dissolution of the injured cell that is characteristic of necrosis.

Leakage of intracellular proteins through the damaged cell membrane and ultimately into the circulation provides a means of detecting tissue-specific cellular injury and necrosis using blood serum samples. Cardiac muscle, for example, contains a specific isoform of the enzyme creatine kinase and of the contractile protein troponin; liver (and specifically bile duct epithelium) contains an isoform of the enzyme alkaline phosphatase; and hepatocytes contain transaminases. Irreversible injury and cell death in these tissues are reflected in increased levels of such proteins in the blood, and measurement of these biomarkers is used clinically to assess damage to these tissues.


[image: image] Key Concepts


Mechanisms of Cell Injury


▪ ATP depletion: failure of energy-dependent functions → reversible injury → necrosis

▪ Mitochondrial damage: ATP depletion → failure of energy-dependent cellular functions → ultimately, necrosis; under some conditions, leakage of mitochondrial proteins that cause apoptosis

▪ Influx of calcium: activation of enzymes that damage cellular components and may also trigger apoptosis

▪ Accumulation of reactive oxygen species: covalent modification of cellular proteins, lipids, nucleic acids

▪ Increased permeability of cellular membranes: may affect plasma membrane, lysosomal membranes, mitochondrial membranes; typically culminates in necrosis

▪ Accumulation of damaged DNA and misfolded proteins: triggers apoptosis





















Clinicopathologic Correlations: Selected Examples of Cell Injury and Necrosis

Having briefly reviewed the causes, morphology, and mechanisms of cell injury and necrotic cell death, we now describe some common and clinically significant forms of cell injury that typically culminate in necrosis. These examples illustrate many of the mechanisms and sequence of events in cell injury described earlier.


Ischemic and Hypoxic Injury

Ischemia is the most common type of cell injury in clinical medicine and it results from hypoxia induced by reduced blood flow, most commonly due to a mechanical arterial obstruction. It can also be caused by reduced venous drainage. In contrast to hypoxia, during which energy production by anaerobic glycolysis can continue, ischemia compromises the delivery of substrates for glycolysis. Thus, in ischemic tissues, not only is aerobic metabolism compromised but anaerobic energy generation also stops after glycolytic substrates are exhausted, or glycolysis is inhibited by the accumulation of metabolites that would otherwise be washed out by flowing blood. For this reason, ischemia tends to cause more rapid and severe cell and tissue injury than does hypoxia in the absence of ischemia.


Mechanisms of Ischemic Cell Injury

The sequence of events following hypoxia or ischemia reflects many of the biochemical alterations in cell injury described earlier and summarized here. As the oxygen tension within the cell falls, there is loss of oxidative phosphorylation and decreased generation of ATP. The depletion of ATP results in failure of the sodium pump, leading to efflux of potassium, influx of sodium and water, and cell swelling. There is also influx of Ca2+, with its many deleterious effects. There is progressive loss of glycogen and decreased protein synthesis. The functional consequences may be severe at this stage. For instance, heart muscle ceases to contract within 60 seconds of coronary artery occlusion. Note, however, that loss of contractility does not mean cell death. If hypoxia continues, worsening ATP depletion causes further deterioration. The cytoskeleton disperses, resulting in the loss of ultrastructural features such as microvilli and the formation of “blebs” at the cell surface (Figs. 2-9 and 2-10). “Myelin figures,” derived from degenerating cellular membranes, may be seen within the cytoplasm (in autophagic vacuoles) or extracellularly. They are thought to result from unmasking of phosphatide groups, promoting the uptake and intercalation of water between the lamellar stacks of membranes. At this time the mitochondria are usually swollen, as a result of loss of volume control in these organelles; the ER remains dilated; and the entire cell is markedly swollen, with increased concentrations of water, sodium, and chloride and a decreased concentration of potassium. If oxygen is restored, all of these disturbances are reversible.

If ischemia persists, irreversible injury and necrosis ensue. Irreversible injury is associated morphologically with severe swelling of mitochondria, extensive damage to plasma membranes (giving rise to myelin figures) and swelling of lysosomes (Fig. 2-10C). Large, flocculent, amorphous densities develop in the mitochondrial matrix. In the myocardium, these are indications of irreversible injury and can be seen as early as 30 to 40 minutes after ischemia. Massive influx of calcium into the cell then occurs, particularly if the ischemic zone is reperfused. Death is mainly by necrosis, but apoptosis also contributes; the apoptotic pathway is probably activated by release of pro-apoptotic molecules from leaky mitochondria. The cell's components are progressively degraded, and there is widespread leakage of cellular enzymes into the extracellular space and, conversely, entry of extracellular macromolecules from the interstitial space into the dying cells. Finally, the dead cells may become replaced by large masses composed of phospholipids in the form of myelin figures. These are then either phagocytosed by leukocytes or degraded further into fatty acids. Calcification of such fatty acid residues may occur, with the formation of calcium soaps.

As mentioned before, leakage of intracellular enzymes and other proteins across the abnormally permeable plasma membrane and into the blood provides important clinical indicators of cell death. For example, elevated serum levels of cardiac muscle creatine kinase MB and troponin are early signs of myocardial infarction, and may be seen before the infarct is detectable morphologically (Chapter 12).

Mammalian cells have developed protective responses to deal with hypoxic stress. The best-defined of these is induction of a transcription factor called hypoxia-inducible factor-1, which promotes new blood vessel formation, stimulates cell survival pathways, and enhances anaerobic glycolysis. It remains to be seen if understanding of such oxygen-sensing mechanisms will lead to new strategies for preventing or treating ischemic and hypoxic cell injury.

Despite many investigations in experimental models there are still no reliable therapeutic approaches for reducing the injurious consequences of ischemia in clinical situations. The strategy that is perhaps the most useful in ischemic (and traumatic) brain and spinal cord injury is the transient induction of hypothermia (reducing the core body temperature to 92°F). This treatment reduces the metabolic demands of the stressed cells, decreases cell swelling, suppresses the formation of free radicals, and inhibits the host inflammatory response. All of these may contribute to decreased cell and tissue injury.







Ischemia-Reperfusion Injury

Restoration of blood flow to ischemic tissues can promote recovery of cells if they are reversibly injured, but can also paradoxically exacerbate the injury and cause cell death. As a consequence, reperfused tissues may sustain loss of cells in addition to the cells that are irreversibly damaged at the end of ischemia. This process, called ischemia-reperfusion injury, is clinically important because it contributes to tissue damage during myocardial and cerebral infarction and following therapies to restore blood flow (Chapters 12 and 28).

How does reperfusion injury occur? The likely answer is that new damaging processes are set in motion during reperfusion, causing the death of cells that might have recovered otherwise. Several mechanisms have been proposed:


• Oxidative stress. New damage may be initiated during reoxygenation by increased generation of reactive oxygen and nitrogen species. These free radicals may be produced in reperfused tissue as a result of incomplete reduction of oxygen by damaged mitochondria, or because of the action of oxidases in leukocytes, endothelial cells, or parenchymal cells. Cellular antioxidant defense mechanisms may be compromised by ischemia, favoring the accumulation of free radicals.

• Intracellular calcium overload. As mentioned earlier, intracellular and mitochondrial calcium overload begins during acute ischemia; it is exacerbated during reperfusion due to influx of calcium resulting from cell membrane damage and ROS mediated injury to sarcoplasmic reticulum. Calcium overload favors opening of the mitochondrial permeability transition pore with resultant depletion of ATP. This in turn causes further cell injury.

• Inflammation. Ischemic injury is associated with inflammation as a result of “dangers signals” released from dead cells, cytokines secreted by resident immune cells such as macrophages, and increased expression of adhesion molecules by hypoxic parenchymal and endothelial cells, all of which act to recruit circulating neutrophils to reperfused tissue. The inflammation causes additional tissue injury (Chapter 3). The importance of neutrophil influx in reperfusion injury has been demonstrated experimentally by the salutary effects of treatment with antibodies that block cytokines or adhesion molecules and thereby reduce neutrophil extravasation.

• Activation of the complement system may contribute to ischemia-reperfusion injury. Some IgM antibodies have a propensity to deposit in ischemic tissues, for unknown reasons, and when blood flow is resumed, complement proteins bind to the deposited antibodies, are activated, and cause more cell injury and inflammation.






Chemical (Toxic) Injury

Chemical injury remains a frequent problem in clinical medicine and is a major limitation to drug therapy. Because many drugs are metabolized in the liver, this organ is a frequent target of drug toxicity. In fact, toxic liver injury is perhaps the most frequent reason for terminating the therapeutic use or development of a drug. The mechanisms by which chemicals, certain drugs, and toxins produce injury are described in greater detail in Chapter 9 in the discussion of environmental diseases. Here the major pathways of chemically induced injury with selected examples are described.

Chemicals induce cell injury by one of two general mechanisms:


• Direct toxicity. Some chemicals can injure cells directly by combining with critical molecular components. For example, in mercuric chloride poisoning, mercury binds to the sulfhydryl groups of cell membrane proteins, causing increased membrane permeability and inhibition of ion transport. In such instances, the greatest damage is usually to the cells that use, absorb, excrete, or concentrate the chemicals—in the case of mercuric chloride, the cells of the gastrointestinal tract and kidney (Chapter 9). Cyanide poisons mitochondrial cytochrome oxidase and thus inhibits oxidative phosphorylation. Many antineoplastic chemotherapeutic agents and antibiotics also induce cell damage by direct cytotoxic effects.

• Conversion to toxic metabolites. Most toxic chemicals are not biologically active in their native form but must be converted to reactive toxic metabolites, which then act on target molecules. This modification is usually accomplished by the cytochrome P-450 mixed-function oxidases in the smooth ER of the liver and other organs. The toxic metabolites cause membrane damage and cell injury mainly by formation of free radicals and subsequent lipid peroxidation; direct covalent binding to membrane proteins and lipids may also contribute. For instance, CCl4, which was once widely used in the dry cleaning industry, is converted by cytochrome P-450 to the highly reactive free radical ˙CCl3, which causes lipid peroxidation and damages many cellular structures. Acetaminophen, an analgesic drug, is also converted to a toxic product during detoxification in the liver, leading to cell injury. These and other examples of chemical injury are described in Chapter 9.




[image: image] Key Concepts


Ischemic and Toxic Injury


▪ Mild Ischemia: Reduced oxidative phosphorylation →.reduced ATP generation → failure of Na pump → influx of sodium and water → organelle and cellular swelling (reversible)

▪ Severe/prolonged ischemia: severe swelling of mitochondria, calcium influx into mitochondria and into the cell with rupture of lysosomes and plasma membrane. Death by necrosis and apoptosis due the release of cytochrome c from mitochondria

▪ Reperfusions injury follows blood flow into ischemic area is caused by oxidative stress due to release of free radicals from leukocytes and endothelial cells. Blood brings calcium that overloads reversibly injured cells with consequent mitochondrial injury. Influx of leukocytes generates free radicals and cytokines. Local activation of complement by IgM antibodies deposited in ischemic tissues.

▪ Chemicals may cause injury directly or by conversion into toxic metabolites. The organs chiefly affected are those involved in absorption or excretion of chemicals or others such as liver where the chemicals are converted to toxic metabolites. Direct injury to critical organelles such as mitochondria or indirect injury from free radicals generated from the chemicals/toxins is involved.














Apoptosis

Apoptosis is a pathway of cell death that is induced by a tightly regulated suicide program in which cells destined to die activate intrinsic enzymes that degrade the cells' own nuclear DNA and nuclear and cytoplasmic proteins. Apoptotic cells break up into fragments, called apoptotic bodies, which contain portions of the cytoplasm and nucleus. The plasma membrane of the apoptotic cell and bodies remains intact, but its structure is altered in such a way that these become “tasty” targets for phagocytes. The dead cell and its fragments are rapidly devoured, before the contents have leaked out, and therefore cell death by this pathway does not elicit an inflammatory reaction in the host. The process was recognized in 1972 by the distinctive morphologic appearance of membrane-bound fragments derived from cells, and named after the Greek designation for “falling off.” It was quickly appreciated that apoptosis was a unique mechanism of cell death, distinct from necrosis, which is characterized by loss of membrane integrity, enzymatic digestion of cells, leakage of cellular contents, and frequently a host reaction (Fig. 2-8 and Table 2-2). Because it is genetically regulated, apoptosis is sometimes referred to as programmed cell death. As already alluded to, certain forms of necrosis, called necroptosis, are also genetically programmed, but by a distinct set of genes.


Causes of Apoptosis

Apoptosis occurs normally both during development and throughout adulthood, and serves to remove unwanted, aged, or potentially harmful cells. It is also a pathologic event when diseased cells become damaged beyond repair and are eliminated.


Apoptosis in Physiologic Situations

Death by apoptosis is a normal phenomenon that serves to eliminate cells that are no longer needed, and to maintain a steady number of various cell populations in tissues. It is important in the following physiologic situations:


• The destruction of cells during embryogenesis, including implantation, organogenesis, developmental involution, and metamorphosis. The term programmed cell death was originally coined to denote death of specific cell types that was precisely regulated and occurred at defined times during the development of multicellular organisms. Apoptosis is a generic term for this pattern of cell death, regardless of the context, but it is often used interchangeably with programmed cell death. However, it is best to avoid this term to denote apoptosis, since in some cases necrosis may also be a form of programmed cell death

• Involution of hormone-dependent tissues upon hormone withdrawal, such as endometrial cell breakdown during the menstrual cycle, ovarian follicular atresia in menopause, the regression of the lactating breast after weaning, and prostatic atrophy after castration.

• Cell loss in proliferating cell populations, such as immature lymphocytes in the bone marrow and thymus and B lymphocytes in germinal centers that fail to express useful antigen receptors (Chapter 6), and epithelial cells in intestinal crypts, so as to maintain a constant number (homeostasis).

• Elimination of potentially harmful self-reactive lymphocytes, either before or after they have completed their maturation, so as to prevent reactions against one's own tissues (Chapter 6).

• Death of host cells that have served their useful purpose, such as neutrophils in an acute inflammatory response, and lymphocytes at the end of an immune response. In these situations cells undergo apoptosis because they are deprived of necessary survival signals, such as growth factors.






Apoptosis in Pathologic Conditions

Apoptosis eliminates cells that are injured beyond repair without eliciting a host reaction, thus limiting collateral tissue damage. Death by apoptosis is responsible for loss of cells in a variety of pathologic states:


• DNA damage. Radiation, cytotoxic anticancer drugs, and hypoxia can damage DNA, either directly or via production of free radicals. If repair mechanisms cannot cope with the injury, the cell triggers intrinsic mechanisms that induce apoptosis. In these situations elimination of the cell may be a better alternative than risking mutations in the damaged DNA, which may result in malignant transformation.

• Accumulation of misfolded proteins. Improperly folded proteins may arise because of mutations in the genes encoding these proteins or because of extrinsic factors, such as damage caused by free radicals. Excessive accumulation of these proteins in the ER leads to a condition called ER stress, which culminates in apoptotic cell death. Apoptosis caused by the accumulation of misfolded proteins has been invoked as the basis of several degenerative diseases of the central nervous system and other organs.

• Cell death in certain infections, particularly viral infections, in which loss of infected cells is largely due to apoptosis that may be induced by the virus (as in adenovirus and HIV infections) or by the host immune response (as in viral hepatitis). An important host response to viruses consists of cytotoxic T lymphocytes specific for viral proteins, which induce apoptosis of infected cells in an attempt to eliminate reservoirs of infection. During this process there can be significant tissue damage. The same T-cell–mediated mechanism is responsible for cell death in tumors and cellular rejection of transplants.

• Pathologic atrophy in parenchymal organs after duct obstruction, such as occurs in the pancreas, parotid gland, and kidney.









Morphologic and Biochemical Changes in Apoptosis

Before discussing the mechanisms of apoptosis, the morphologic and biochemical characteristics of this process are described.


[image: image] Morphology

The following morphologic features, some best seen with the electron microscope, characterize cells undergoing apoptosis (Fig. 2-22, and see Fig. 2-8).
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Figure 2-22 Morphologic features of apoptosis. A, Apoptosis of an epidermal cell in an immune reaction. The cell is reduced in size and contains brightly eosinophilic cytoplasm and a condensed nucleus. B, This electron micrograph of cultured cells undergoing apoptosis shows some nuclei with peripheral crescents of compacted chromatin, and others that are uniformly dense or fragmented. C, These images of cultured cells undergoing apoptosis show blebbing and formation of apoptotic bodies (left panel, phase contrast micrograph), a stain for DNA showing nuclear fragmentation (middle panel), and activation of caspase-3 (right panel, immunofluorescence stain with an antibody specific for the active form of caspase-3, revealed as red color). (B, From Kerr JFR, Harmon BV: Definition and incidence of apoptosis: a historical perspective. In Tomei LD, Cope FO (eds): Apoptosis: The Molecular Basis of Cell Death. Cold Spring Harbor, NY, Cold Spring Harbor Laboratory Press, 1991, pp 5-29; C, Courtesy Dr. Zheng Dong, Medical College of Georgia, Augusta, Ga.)





Cell shrinkage. The cell is smaller in size, the cytoplasm is dense (Fig. 2-22A), and the organelles, although relatively normal, are more tightly packed. (Recall that in other forms of cell injury, an early feature is cell swelling, not shrinkage.)

Chromatin condensation. This is the most characteristic feature of apoptosis. The chromatin aggregates peripherally, under the nuclear membrane, into dense masses of various shapes and sizes (Fig. 2-22B). The nucleus itself may break up, producing two or more fragments.

Formation of cytoplasmic blebs and apoptotic bodies. The apoptotic cell first shows extensive surface blebbing, then undergoes fragmentation into membrane-bound apoptotic bodies composed of cytoplasm and tightly packed organelles, with or without nuclear fragments (Fig. 2-22C).

Phagocytosis of apoptotic cells or cell bodies, usually by macrophages. The apoptotic bodies are rapidly ingested by phagocytes and degraded by the phagocyte's lysosomal enzymes.

Plasma membranes are thought to remain intact during apoptosis, until the last stages, when they become permeable to normally retained solutes.

On histologic examination, in tissues stained with hematoxylin and eosin, the apoptotic cell appears as a round or oval mass of intensely eosinophilic cytoplasm with fragments of dense nuclear chromatin (Fig. 2-22A). Because the cell shrinkage and formation of apoptotic bodies are rapid and the pieces are quickly phagocytosed, considerable apoptosis may occur in tissues before it becomes apparent in histologic sections. In addition, apoptosis—in contrast to necrosis—does not elicit inflammation, making it more difficult to detect histologically.




Mechanisms of Apoptosis

Apoptosis results from the activation of enzymes called caspases (so named because they are cysteine proteases that cleave proteins after aspartic residues). Like many proteases, caspases exist as inactive proenzymes, or zymogens, and must undergo enzymatic cleavage to become active. The presence of cleaved, active caspases is a marker for cells undergoing apoptosis (Fig. 2-22C). The process of apoptosis may be divided into an initiation phase, during which some caspases become catalytically active, and an execution phase, during which other caspases trigger the degradation of critical cellular components. The activation of caspases depends on a finely tuned balance between production of pro-apoptotic and anti-apoptotic proteins.

Two distinct pathways converge on caspase activation: the mitochondrial pathway and the death receptor pathway (Fig 2-23). Although these pathways can intersect, they are generally induced under different conditions, involve different molecules, and serve distinct roles in physiology and disease.
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Figure 2-23 Mechanisms of apoptosis. The two pathways of apoptosis differ in their induction and regulation, and both culminate in the activation of caspases. In the mitochondrial pathway, proteins of the BCL2 family, which regulate mitochondrial permeability, become imbalanced and leakage of various substances from mitochondria leads to caspase activation. In death receptor pathway, signals from plasma membrane receptors lead to the assembly of adaptor proteins into a “death-including signaling complex,” which activates caspases, and the end result is the same.








The Intrinsic (Mitochondrial) Pathway of Apoptosis

The mitochondrial pathway is the major mechanism of apoptosis in all mammalian cells. It results from increased permeability of the mitochondrial outer membrane with consequent release of death-inducing (pro-apoptotic) molecules from the mitochondrial intermembrane space into the cytoplasm (Fig. 2-24). Mitochondria are remarkable organelles in that they contain proteins such as cytochrome c that are essential for life, but some of the same proteins, in particular cytochrome c, when released into the cytoplasm (an indication that the cell is not healthy), initiate the suicide program of apoptosis. The release of mitochondrial pro-apoptotic proteins is tightly controlled by the BCL2 family of proteins. This family is named after BCL2, which is frequently overexpressed due to chromosomal translocations and resulting rearrangements in certain B cell lymphomas (Chapter 13). There are more than 20 members of the BCL family, which can be divided into three groups based on their pro-apoptotic or anti-apoptotic function and the BCL2 homology (BH) domains they possess.


• Anti-apoptotic. BCL2, BCL-XL, and MCL1 are the principal members of this group; they possess four BH domains (called BH1-4). These proteins reside in the outer mitochondrial membranes as well as the cytosol and ER membranes. By keeping the mitochondrial outer membrane impermeable they prevent leakage of cytochrome c and other death-inducing proteins into the cytosol (Fig. 2-24A).

• Pro-apoptotic. BAX and BAK are the two prototypic members of this group. Like their anti-apoptotic cousins they also have four BH domains. Upon activation, BAX and BAK oligomerize within the outer mitochondrial protein and promote mitochondrial outer membrane permeability. The precise mechanism by which Bax-Bak permeabilize membranes is not settled. According to one model illustrated in Fig 2-24B, they form a channel in the outer mitochondrial membrane, allowing leakage of cytochrome c from the intermembranous space.

• Sensors. Members of this group, including BAD, BIM, BID, Puma, and Noxa, contain only one BH domain, the third of the four BH domains, and hence are sometimes called BH3-only proteins. BH3-only proteins act as sensors of cellular stress and damage, and regulate the balance between the other two groups, thus acting as arbiters of apoptosis.
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Figure 2-24 The intrinsic (mitochondrial) pathway of apoptosis. A, Cell viability is maintained by the induction of anti-apoptotic proteins such as BCL2 by survival signals. These proteins maintain the integrity of mitochondrial membranes and prevent leakage of mitochondrial proteins. B, Loss of survival signals, DNA damage, and other insults activate sensors that antagonize the anti-apoptotic proteins and activate the pro-apoptotic proteins BAX and BAK, which form channels in the mitochondrial membrane. The subsequent leakage of cytochrome c (and other proteins, not shown) leads to caspase activation and apoptosis.





Growth factors and other survival signals stimulate the production of anti-apoptotic proteins such as BCL2, thus preventing the leakage of death-inducing proteins from the outer mitochondrial membrane. When cells are deprived of survival signals or their DNA is damaged, or misfolded proteins induce ER stress, the BH3-only proteins “sense” such damage and are activated. These sensors in turn activate the two critical (pro-apoptotic) effectors, BAX and BAK, which form oligomers that insert into the mitochondrial membrane and allow proteins from the inner mitochondrial membrane to leak out into the cytoplasm. BH3-only proteins may also bind to and block the function of BCL2 and BCL-XL. At the same time, the synthesis of BCL2 and BCL-XL may decline because of the relative deficiency of survival signals. The net result of BAX-BAK activation coupled with loss of the protective functions of the anti-apoptotic BCL2 family members is the release into the cytoplasm of several mitochondrial proteins that can activate the caspase cascade (Fig. 2-24). As already mentioned, one of these proteins is cytochrome c, well known for its role in mitochondrial respiration.

Once released into the cytosol, cytochrome c binds to a protein called APAF-1 (apoptosis-activating factor-1), forming a multimeric structure called the apoptosome. This complex is able to bind caspase-9, the critical initiator caspase of the mitochondrial pathway, and the enzyme cleaves adjacent caspase-9 molecules, thus setting up an autoamplification process. Cleavage activates caspase-9, which triggers a cascade of caspase activation by cleaving and thereby activating other pro-caspases, and the active enzymes mediate the execution phase of apoptosis (discussed later). Other mitochondrial proteins, with arcane names like Smac/Diablo, enter the cytoplasm, where they bind to and neutralize cytoplasmic proteins that function as physiologic inhibitors of apoptosis (called IAPs). The normal function of the IAPs is to block the activation of caspases, including executioners like caspase-3, and keep cells alive. Thus, the neutralization of these IAPs permits the initiation of a caspase cascade.





The Extrinsic (Death Receptor-Initiated) Pathway of Apoptosis

This pathway is initiated by engagement of plasma membrane death receptors on a variety of cells. Death receptors are members of the TNF receptor family that contain a cytoplasmic domain involved in protein-protein interactions that is called the death domain because it is essential for delivering apoptotic signals. (Some TNF receptor family members do not contain cytoplasmic death domains; their function is to activate inflammatory cascades [Chapter 3], and their role in triggering apoptosis is much less established.) The best known death receptors are the type 1 TNF receptor (TNFR1) and a related protein called Fas (CD95), but several others have been described. The mechanism of apoptosis induced by these death receptors is well illustrated by Fas, a death receptor expressed on many cell types (Fig. 2-25). The ligand for Fas is called Fas ligand (FasL). FasL is expressed on T cells that recognize self antigens (and functions to eliminate self-reactive lymphocytes), and on some cytotoxic T lymphocytes (which kill virus-infected and tumor cells). When FasL binds to Fas, three or more molecules of Fas are brought together, and their cytoplasmic death domains form a binding site for an adaptor protein that also contains a death domain and is called FADD (Fas-associated death domain). FADD that is attached to the death receptors in turn binds an inactive form of caspase-8 (and, in humans, caspase-10), again via a death domain. Multiple pro-caspase-8 molecules are thus brought into proximity, and they cleave one another to generate active caspase-8. The subsequent events are the same as in the mitochondrial pathway, and culminate in the activation of multiple executioner caspases. This pathway of apoptosis can be inhibited by a protein called FLIP, which binds to pro-caspase-8 but cannot cleave and activate the caspase because it lacks a protease domain. Some viruses and normal cells produce FLIP and use this inhibitor to protect themselves from Fas-mediated apoptosis.
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Figure 2-25 The extrinsic (death receptor initiated) pathway of apoptosis, illustrated by the events following Fas engagement. FADD, Fas-associated death domain; FasL, Fas ligand.





The extrinsic and intrinsic pathways of apoptosis involve fundamentally different molecules for their initiation, but there may be interconnections between them. For instance, in hepatocytes and pancreatic β cells, caspase-8 produced by Fas signaling cleaves and activates the BH3-only protein BID, which then feeds into the mitochondrial pathway. The combined activation of both pathways delivers a fatal blow to the cells.




The Execution Phase of Apoptosis

The two initiating pathways converge to a cascade of caspase activation, which mediates the final phase of apoptosis. The mitochondrial pathway leads to activation of the initiator caspase-9, and the death receptor pathway to the initiator caspases-8 and -10. After an initiator caspase is cleaved to generate its active form, the enzymatic death program is set in motion by rapid and sequential activation of the executioner caspases. Executioner caspases, such as caspase-3 and -6, act on many cellular components. For instance, these caspases, once activated, cleave an inhibitor of a cytoplasmic DNase and thus make the DNase enzymatically active; this enzyme induces cleavage of DNA. Caspases also degrade structural components of the nuclear matrix and thus promote fragmentation of nuclei. Some of the steps in apoptosis are not fully defined. For instance, we do not know how the structure of the plasma membrane is changed in apoptotic cells, or how membrane blebs and apoptotic bodies are formed.




Removal of Dead Cells

The formation of apoptotic bodies breaks cells up into “bite-sized” fragments that are edible for phagocytes. Apoptotic cells and their fragments also undergo several changes in their membranes that actively promote their phagocytosis so they are most often cleared before they undergo secondary necrosis and release their cellular contents (which can result in injurious inflammation). In healthy cells, phosphatidylserine is present on the inner leaflet of the plasma membrane, but in apoptotic cells this phospholipid “flips” out and is expressed on the outer layer of the membrane, where it is recognized by several macrophage receptors. Cells that are dying by apoptosis secrete soluble factors that recruit phagocytes. Some apoptotic bodies are coated by thrombospondin, an adhesive glycoprotein that is recognized by phagocytes, and macrophages themselves may produce proteins that bind to apoptotic cells (but not to live cells) and thus target the dead cells for engulfment. Apoptotic bodies may also become coated with natural antibodies and proteins of the complement system, notably C1q, which are recognized by phagocytes. Thus, numerous receptors on phagocytes and ligands induced on apoptotic cells serve as “eat me” signals and are involved in the binding and engulfment of these cells. This process of phagocytosis of apoptotic cells is so efficient that dead cells disappear, often within minutes, without leaving a trace, and inflammation is absent even in the face of extensive apoptosis.







Clinicopathologic Correlations: Apoptosis in Health and Disease


Examples of Apoptosis

Cell death in many situations is known to be caused by apoptosis, and the selected examples listed illustrate the role of this death pathway in normal physiology and in disease.



Growth Factor Deprivation.

Hormone-sensitive cells deprived of the relevant hormone, lymphocytes that are not stimulated by antigens and cytokines, and neurons deprived of nerve growth factor die by apoptosis. In all these situations, apoptosis is triggered by the intrinsic (mitochondrial) pathway and is attributable to decreased synthesis of BCL2 and BCL-XL and activation of BIM and other pro-apoptotic members of the BCL2 family.




DNA Damage.

Exposure of cells to radiation or chemotherapeutic agents induces apoptosis by a mechanism that is initiated by DNA damage (genotoxic stress) and that involves the tumor-suppressor gene TP53. p53 protein accumulates in cells when DNA is damaged, and it arrests the cell cycle (at the G1 phase) to allow time for repair (Chapter 7). However, if the damage is too great to be repaired successfully, p53 triggers apoptosis. When TP53 is mutated or absent (as it is in many cancers), cells with damaged DNA fail to undergo p53-mediated apoptosis and instead survive. In such cells, the DNA damage may result in mutations of various types that lead to neoplastic transformation (Chapter 7). Thus, p53 serves as a critical “life or death” switch following genotoxic stress. The mechanism by which p53 triggers the distal death effector machinery—the caspases—is complex but seems to involve its function as a DNA-binding transcription factor. Among the proteins whose production is stimulated by p53 are several pro-apoptotic members of the BCL2 family, notably BAX, BAK and some BH3-only proteins, mentioned earlier.




Protein Misfolding.

Chaperones in the ER control the proper folding of newly synthesized proteins, and misfolded polypeptides are ubiquitinated and targeted for proteolysis in proteasomes (Chapter 1). If, however, unfolded or misfolded proteins accumulate in the ER because of inherited mutations or stresses, they trigger a number of cellular responses, collectively called the unfolded protein response. The unfolded protein response activates signaling pathways that increase the production of chaperones, enhance proteasomal degradation of abnormal proteins, and slow protein translation, thus reducing the load of misfolded proteins in the cell (Fig. 2-26). However, if this cytoprotective response is unable to cope with the accumulation of misfolded proteins, the cell activates caspases and induces apoptosis. This process is called ER stress. Intracellular accumulation of abnormally folded proteins, caused by genetic mutations, aging, or unknown envi­ronmental factors, is now recognized as a feature of a number of neurodegenerative diseases, including Alzheimer, Huntington, and Parkinson diseases (Chapter 28), and possibly type 2 diabetes. Deprivation of glucose and oxygen, and stress such as heat, also result in protein misfolding, culminating in cell injury and death. A list of diseases associated with protein misfolding is provided in Table 2-4.
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Figure 2-26 The unfolded protein response and endoplasmic reticulum (ER) stress. A, In healthy cells, newly synthesized proteins are folded with the help of chaperones and are then incorporated into the cell or secreted. B, Various external stresses or mutations induce a state called ER stress, in which the cell is unable to cope with the load of misfolded proteins. Accumulation of these proteins in the ER triggers the unfolded protein response, which tries to restore protein homeostasis; if this response is inadequate, the cell dies by apoptosis.






Table 2-4

Selected Examples of Diseases Caused by Misfolding of Proteins



	Disease
	Affected Protein
	Pathogenesis




	Cystic fibrosis
	Cystic fibrosis transmembrane conductance regulator (CFTR)
	Loss of CFTR leads to defects in chloride transport



	Familial hypercholesterolemia
	LDL receptor
	Loss of LDL receptor leading to hypercholesterolemia



	Tay-Sachs disease
	Hexosaminidase β subunit
	Lack of the lysosomal enzyme leads to storage of GM2 gangliosides in neurons



	Alpha-1-antitrypsin deficiency
	α1-antitrypsin
	Storage of nonfunctional protein in hepatocytes causes apoptosis; absence of enzymatic activity in lungs causes destruction of elastic tissue giving rise to emphysema



	Creutzfeldt-Jacob disease
	Prions
	Abnormal folding of PrPsc causes neuronal cell death



	Alzheimer disease
	Aβ peptide
	Abnormal folding of Aβ peptides causes aggregation within neurons and apoptosis










Apoptosis Induced by the TNF Receptor Family.

FasL on T cells binds to Fas on the same or neighboring lymphocytes. This interaction plays a role in the elimination of lymphocytes that recognize self antigens, and mutations affecting Fas or FasL result in autoimmune diseases in humans and mice (Chapter 6).




Cytotoxic T Lymphocyte-Mediated Apoptosis.

Cytotoxic T lymphocytes (CTLs) recognize foreign antigens presented on the surface of infected host cells (Chapter 6). Upon activation, CTLs secrete perforin, a transmembrane pore-forming molecule, which promotes entry of the CTL granule serine proteases called granzymes. Granzymes cleave proteins at aspartate residues and thus activate a variety of cellular caspases. In this way the CTL kills target cells by directly inducing the effector phase of apoptosis.







Disorders Associated with Dysregulated Apoptosis

Dysregulated apoptosis (“too little or too much”) has been postulated to explain aspects of a wide range of diseases.


• Disorders associated with defective apoptosis and increased cell survival. An inappropriately low rate of apoptosis may permit the survival of abnormal cells, which may have a variety of consequences. For instance, as discussed earlier, cells that carry mutations in TP53 are susceptible to the accumulation of mutations because of defective DNA repair, which in turn can give rise to cancer. The importance of apoptosis in preventing cancer development is emphasized by the fact that mutation of TP53 is the most common genetic abnormality found in human cancers (Chapter 7). In other situations, defective apoptosis results in failure to eliminate potentially harmful cells, such as lymphocytes that can react against self antigens, and failure to eliminate dead cells, a potential source of self antigens. Thus, defective apoptosis may be the basis of autoimmune disorders (Chapter 6).

• Disorders associated with increased apoptosis and excessive cell death. These diseases are characterized by a loss of cells and include (1) neurodegenerative diseases, manifested by loss of specific sets of neurons, in which apoptosis is caused by mutations and misfolded proteins (Chapter 28); (2) ischemic injury, as in myocardial infarction (Chapter 12) and stroke (Chapter 28); and (3) death of virus-infected cells in many viral infections (Chapter 8).
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Apoptosis


▪ Regulated mechanism of cell death that serves to eliminate unwanted and irreparably damaged cells, with the least possible host reaction

▪ Characterized by enzymatic degradation of proteins and DNA, initiated by caspases; and by recognition and removal of dead cells by phagocytes

▪ Initiated by two major pathways:

▪ Mitochondrial (intrinsic) pathway is triggered by loss of survival signals, DNA damage, and accumulation of misfolded proteins (ER stress); associated with leakage of pro-apoptotic proteins from mitochondrial membrane into the cytoplasm, where they activate caspases; inhibited by anti-apoptotic members of the BCL2 family, which are induced by survival signals including growth factors

▪ Death receptor (extrinsic) pathway is responsible for elimination of self-reactive lymphocytes and damage by cytotoxic T lymphocytes; is initiated by engagement of death receptors (members of the TNF receptor family) by ligands on adjacent cells.














Necroptosis

As the name indicates, this form of cell death is a hybrid that shares aspects of both necrosis and apoptosis. The following features characterize necroptosis:


• Morphologically, and to some extent biochemically, it resembles necrosis, both characterized by loss of ATP, swelling of the cell and organelles, generation of ROS, release of lysosomal enzymes and ultimately rupture of the plasma membrane as discussed earlier.

• Mechanistically, it is triggered by genetically programmed signal transduction events that culminate in cell death. In this respect it resembles programmed cell death, which is considered the hallmark of apoptosis. Because of the duality of these features, necroptosis is sometimes called programmed necrosis to distinguish it from the more usual forms of necrosis driven passively by toxic or anoxic injury to the cell. In sharp contrast to apoptosis, the genetic program that drives necroptosis does not result in caspase activation and hence it is also sometimes referred to as “caspase-independent” programmed cell death.

The process of necroptosis starts in a manner similar to that of the extrinsic form of apoptosis, that is, by ligation of a receptor by its ligand. While ligation of TNFR1 is the most widely studied model of necroptosis, many other signals, including ligation of Fas, and yet to be identified sensors of viral DNA and RNA, as well as genotoxic agents, can also trigger necroptosis. Since TNF can cause both apoptosis and necroptosis, the mechanisms underlying these effects of TNF are especially illustrative (Fig. 2-27).
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Figure 2-27 Molecular mechanism of TNF-mediated necroptosis. Cross-linking of TNFR1 by TNF causes recruitment of RIP1 and RIP3 along with caspase 8. Activation of the caspase leads to apoptosis as described in the text. Inhibition of caspase 8, as may occur in some viral infections, allows RIP1 and RIP3 to initiate signals that affect mitochondrial generation of ATP and ROS. This is followed by events typical of necrosis. (Adapted from Galluzi L, et al: Programmed necrosis from molecules to health and disease. Int Rev Cell Molec Biol 289:1, 2011.)






While the entire set of signaling molecules and their interactions is not known, necroptosis involves two unique kinases called receptor associated kinase 1 and 3 (RIP1 and RIP3). As indicated in Fig. 2-27, ligation of TNFR1 recruits RIP1 and RIP3 into a multiprotein complex that also contains caspase-8. While events downstream of RIP1 and RIP3 kinase activation are still murky, it is clear that unlike in apoptosis, caspases are not activated and as in necrosis the terminal events include permeabilization of lysosomal membranes, generation of ROS, damage to the mitochondria, and reduction of ATP levels. This explains the morphologic similarity of necrop­tosis with necrosis initiated by other injuries.
Necroptosis is being recognized as an important death pathway both in physiologic and pathologic conditions. For example, necroptosis occurs during the formation of the mammalian bone growth plate; it is associated with cell death in steatohepatitis, acute pancreatitis, reperfusion injury, and neurodegenerative diseases such as Parkinson disease. Necroptosis also acts as a backup mechanism in host defense against certain viruses that encode caspase inhibitors (e.g., cytomegalovirus).
Before closing this discussion, we should briefly mention another form of programmed cell death called pyroptosis, so called because it is accompanied by the release of fever inducing cytokine IL-1 and because it bears some biochemical similarities with apoptosis.
As is well known, microbial products that enter the cytoplasm of infected cells are recognized by cytoplasmic innate immune receptors and can activate the multiprotein complex called the inflammasome (Chapter 6). The function of the inflammasome is to activate caspase-1, (also known as interleukin-1β converting enzyme) which cleaves a precursor form of IL-1 and releases its biologically active form. IL-1 is a mediator of many aspects of inflammation, including leukocyte recruitment and fever (Chapter 3). Caspase-1 and, more importantly, the closely related caspase-11 also induce death of the cells. Unlike classical apoptosis, this pathway of cell death is characterized by swelling of cells, loss of plasma membrane integrity, and release of inflammatory mediators. Pyroptosis results in the death of some microbes that gain access to the cytosol and promotes the release of inflammasome-generated IL-1.
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Necroptosis and Pyroptosis


▪ Necroptosis resembles necrosis morphologically and apoptosis mechanistically as a form of programmed cell death.

▪ Necroptosis is triggered by ligation of TNFR1, and viral proteins of RNA and DNA viruses.

▪ Necroptosis is caspase-independent but dependent on signaling by the RIP1 and RIP3 complex.

▪ RIP1-RIP3 signaling reduces mitochondrial ATP generation, causes production of ROS, and permeabilizes lysosomal membranes, thereby causing cellular swelling and membrane damage as occurs in necrosis.

▪ Release of cellular contents evokes an inflammatory reaction as in necrosis.

▪ Pyroptosis occurs in cells infected by microbes.It involves activation of caspase-1 which cleaves the precursor form of IL-1 to generate biologically active IL-1. Caspase-1 along with closely related caspase-11 also cause death of the infected cell.














Autophagy

Autophagy is a process in which a cell eats its own contents (Greek: auto, self; phagy, eating). It involves the delivery of cytoplasmic materials to the lysosome for degradation. Depending on how the material is delivered, autophagy can be categorized into three types:


• Chaperone-mediated autophagy (direct translocation across the lysosomal membrane by chaperone proteins)

• Microautophagy (inward invagination of lysosomal membrane for delivery)

• Macroautophagy (hereafter referred to as autophagy), the major form of autophagy involving the sequestration and transportation of portions of cytosol in a double-membrane bound autophagic vacuole (autophagosome)



Autophagy is seen in single-celled organisms as well as mammalian cells. It is an evolutionarily conserved survival mechanism whereby, in states of nutrient deprivation, the starved cell lives by cannibalizing itself and recycling the digested contents. Autophagy is implicated in many physiologic states (e.g., aging and exercise) and pathologic processes. It proceeds through several steps (Fig. 2-28):


• Formation of an isolation membrane, also called phagophore, and its nucleation; the isolation membrane is believed to be derived from the ER

• Elongation of the vesicle

• Maturation of the autophagosome, its fusion with lysosomes, and eventual degradation of the contents
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Figure 2-28 Autophagy. Cellular stresses, such as nutrient deprivation, activate an autophagy pathway that proceeds through several phases (initiation, nucleation, and elongation of isolation membrane) and eventually creates double-membrane-bound vacuoles (autophagosome) in which cytoplasmic materials including organelles are sequestered and then degraded following fusion of the vesicles with lysosomes. In the final stage, the digested materials are released for recycling of metabolites. See text for details. (Modified from Choi, AMK, Ryter S, Levine B: Autophagy in human health and disease. N Engl J Med 368:651, 2013.)





In recent years, more than a dozen “autophagy-related genes” called Atgs have been identified whose products are required for the creation of the autophagosome. While the details of the process are still not fully understood, its outlines have been defined. In a simple model, environmental cues like starvation or depletion of growth factors activate an initiation complex of four proteins that stimulates the assembly of a nucleation complex. This in turn promotes the nucleation of the auto­phagosomal membrane. The autophagosomal membrane elongates further, surrounds and captures its cytosolic cargo, and closes to form the autophagosome. The elongation and closure of the auto­phagosomal membrane requires the coordinated action of several ubiquitin-like conjugation systems, including the microtubule-associated protein light chain 3 (LC3). The synthesis of LC3 is augmented during autophagy and it is therefore a useful marker for identifying cells in which autophagy is occurring. The newly formed autophagosome fuses with endosomes and then finally with lysosomes to form an autophagolysosome. In the terminal step, the inner membrane and enclosed cytosolic cargoes are degraded by lysosomal enzymes. There is some evidence that autophagy is not a random process that engulfs cytosolic contents indiscriminately. Instead, it appears that the loading of cargo into the autophagosome is “selective” and that one of the functions of the LC3 system is to “target” protein aggregates and effete organelles.

Autophagy functions as a survival mechanism under various stress conditions, maintaining the integrity of cells by recycling essential metabolites and clearing cellular debris. It is therefore prominent in atrophic cells, which are exposed to severe nutrient deprivation. Autophagy is also involved in the turnover of organelles like ER, mitochondria, and lysosomes and the clearance of intracellular aggregates that accumulate during aging, stress and various other diseases states. Autophagy can trigger cell death if it is inadequate to cope with the stress imposed on the cell. This pathway of cell death is distinct from necrosis and apoptosis, but the mechanism is unknown. Furthermore, it is not clear whether cell death is caused by autophagy or by the stress that triggered autophagy. Nevertheless, autophagic vacuolization often precedes or accompanies cell death.

There is increasing evidence that autophagy plays a role in human diseases. Some examples are listed:


• Cancer: This is an area of active investigation and as discussed in Chapter 7, autophagy can both promote cancer growth and act as a defense against cancers.

• Neurodegenerative disorders: Many neurodegenerative disorders are associated with dysregulation of autophagy. In Alzheimer disease, formation of autophagosomes is accelerated and in mouse models genetic defects in autophagy accelerate neurodegeneration. In Huntington disease, mutant huntingtin impairs autophagy.

• Infectious diseases: Many pathogens are degraded by autophagy; these include mycobacteria, Shigella spp., and HSV-1. This is one way by which microbial proteins are digested and delivered to antigen presentation pathways. Macrophage-specific deletion of Atg5 increases susceptibility to tuberculosis.

• Inflammatory bowel diseases: Genome-wide association studies have linked both Crohn disease and ulcerative colitis to SNPs in autophagy related genes.




[image: image] Key Concepts


Autophagy


▪ Autophagy involves sequestration of cellular organelles into cytoplasmic autophagic vacuoles (autophagosomes) that fuse with lysosomes and digest the enclosed material.

▪ Autophagy is an adaptive response that is enhanced during nutrient deprivation, allowing the cell to cannibalize itself to survive.

▪ Autophagosome formation is regulated by more than a dozen proteins that act in a coordinated and sequential manner.

▪ Dysregulation of autophagy occurs in many disease states including cancers, inflammatory bowel diseases, and neurodegenerative disorders. Autophagy plays a role in host defense against certain microbes.











Intracellular Accumulations

One of the manifestations of metabolic derangements in cells is the intracellular accumulation of abnormal amounts of various substances that may be harmless or associated with varying degrees of injury. The substance may be located in the cytoplasm, within organelles (typically lysosomes), or in the nucleus, and it may be synthesized by the affected cells or may be produced elsewhere.

There are four main pathways of abnormal intracellular accumulations (Fig. 2-29):


• Inadequate removal of a normal substance secondary to defects in mechanisms of packaging and transport, as in fatty change (steatosis) in the liver (Chapter 18)

• Accumulation of an abnormal endogenous substance as a result of genetic or acquired defects in its folding, packaging, transport, or secretion, as with certain mutated forms of α1-antitrypsin (Chapter 15)

• Failure to degrade a metabolite due to inherited enzyme deficiencies. The resulting disorders are called storage diseases (Chapter 5).

• Deposition and accumulation of an abnormal exogenous substance when the cell has neither the enzymatic machinery to degrade the substance nor the ability to transport it to other sites. Accumulation of carbon or silica particles is an example of this type of alteration (Chapter 15).
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Figure 2-29 Mechanisms of intracellular accumulations discussed in the text.





In many cases, if the overload can be controlled or stopped, the accumulation is reversible. In inherited storage diseases, accumulation is progressive, and the overload may cause cellular injury, leading in some instances to death of the tissue and the patient.


Lipids

All major classes of lipids can accumulate in cells: triglycerides, cholesterol/cholesterol esters, and phospholipids. Phospholipids are components of the myelin figures found in necrotic cells. In addition, abnormal complexes of lipids and carbohydrates accumulate in the lysosomal storage diseases (Chapter 5). Triglyceride and cholesterol accumulations are discussed here.


Steatosis (Fatty Change)

The terms steatosis and fatty change describe abnormal accumulations of triglycerides within parenchymal cells. Fatty change is often seen in the liver because it is the major organ involved in fat metabolism (Fig. 2-30), but it also occurs in heart, muscle, and kidney. The causes of steatosis include toxins, protein malnutrition, diabetes mellitus, obesity, and anoxia. In developed nations, the most common causes of significant fatty change in the liver (fatty liver) are alcohol abuse and nonalcoholic fatty liver disease, which is often associated with diabetes and obesity. Fatty liver is discussed in more detail in Chapter 18.
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Figure 2-30 Fatty liver. High-power detail of fatty change of the liver. In most cells the well-preserved nucleus is squeezed into the displaced rim of cytoplasm about the fat vacuole. (Courtesy Dr. James Crawford, Department of Pathology, University of Florida School of Medicine, Gainesville, Fla.)








Cholesterol and Cholesterol Esters

The cellular metabolism of cholesterol (Chapter 5) is tightly regulated such that most cells use cholesterol for the synthesis of cell membranes without intracellular accumulation of cholesterol or cholesterol esters. Accumulations manifested histologically by intracellular vacuoles are seen in several pathologic processes.


• Atherosclerosis. In atherosclerotic plaques, smooth muscle cells and macrophages within the intimal layer of the aorta and large arteries are filled with lipid vacuoles, most of which are made up of cholesterol and cholesterol esters. Such cells have a foamy appearance (foam cells), and aggregates of them in the intima produce the yellow cholesterol-laden atheromas characteristic of this serious disorder. Some of these fat-laden cells may rupture, releasing lipids into the extracellular space. The mechanisms of cholesterol accumulation in atherosclerosis are discussed in detail in Chapter 11. The extracellular cholesterol esters may crystallize in the shape of long needles, producing quite distinctive clefts in tissue sections.

• Xanthomas. Intracellular accumulation of cholesterol within macrophages is also characteristic of acquired and hereditary hyperlipidemic states. Clusters of foamy cells are found in the subepithelial connective tissue of the skin and in tendons, producing tumorous masses known as xanthomas.

• Cholesterolosis. This refers to the focal accumulations of cholesterol-laden macrophages in the lamina propria of the gallbladder (Fig. 2-31). The mechanism of accumulation is unknown.
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Figure 2-31 Cholesterolosis. Cholesterol-laden macrophages (foam cells, arrow) in a focus of gallbladder cholesterolosis. (Courtesy Dr. Matthew Yeh, Department of Pathology, University of Washington, Seattle, Wash.)





• Niemann-Pick disease, type C. This lysosomal storage disease is caused by mutations affecting an enzyme involved in cholesterol trafficking, resulting in cholesterol accumulation in multiple organs (Chapter 5).










Proteins

Intracellular accumulations of proteins usually appear as rounded, eosinophilic droplets, vacuoles, or aggregates in the cytoplasm. By electron microscopy they can be amorphous, fibrillar, or crystalline in appearance. In some disorders, such as certain forms of amyloidosis, abnormal proteins deposit primarily in extracellular spaces (Chapter 6).

Excesses of proteins within the cells sufficient to cause morphologically visible accumulation have diverse causes.


• Reabsorption droplets in proximal renal tubules are seen in renal diseases associated with protein loss in the urine (proteinuria). In the kidney small amounts of protein filtered through the glomerulus are normally reabsorbed by pinocytosis in the proximal tubule. In disorders with heavy protein leakage across the glomerular filter there is increased reabsorption of the protein into vesicles, and the protein appears as pink hyaline droplets within the cytoplasm of the tubular cell (Fig. 2-32). The process is reversible; if the proteinuria diminishes, the protein droplets are metabolized and disappear.
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Figure 2-32 Protein reabsorption droplets in the renal tubular epithelium. (Courtesy Dr. Helmut Rennke, Department of Pathology, Brigham and Women's Hospital, Boston, Mass.)





• The proteins that accumulate may be normal secreted proteins that are produced in excessive amounts, as occurs in certain plasma cells engaged in active synthesis of immunoglobulins. The ER becomes hugely distended, producing large, homogeneous eosinophilic inclusions called Russell bodies.

• Defective intracellular transport and secretion of critical proteins. In α1-antitrypsin deficiency, mutations in the protein significantly slow folding, resulting in the buildup of partially folded intermediates, which aggregate in the ER of the liver and are not secreted. The resultant deficiency of the circulating enzyme causes emphysema (Chapter 15). In many of these diseases the pathology results not only from loss of protein function but also ER stress caused by the misfolded proteins, culminating in apoptotic death of cells (discussed earlier).

• Accumulation of cytoskeletal proteins. There are several types of cytoskeletal proteins, including microtubules (20 to 25 nm in diameter), thin actin filaments (6 to 8 nm), thick myosin filaments (15 nm), and intermediate filaments (10 nm). Intermediate filaments, which provide a flexible intracellular scaffold that organizes the cytoplasm and resists forces applied to the cell, are divided into five classes: keratin filaments (characteristic of epithelial cells), neurofilaments (neurons), desmin filaments (muscle cells), vimentin filaments (connective tissue cells), and glial filaments (astrocytes). Accu­mulations of keratin filaments and neurofilaments are associated with certain types of cell injury. Alcoholic hyaline is an eosinophilic cytoplasmic inclusion in liver cells that is characteristic of alcoholic liver disease, and is composed predominantly of keratin intermediate filaments (Chapter 18). The neurofibrillary tangle found in the brain in Alzheimer disease contains neurofilaments and other proteins (Chapter 28).

• Aggregation of abnormal proteins. Abnormal or misfolded proteins may deposit in tissues and interfere with normal functions. The deposits can be intracellular, extracellular, or both, and the aggregates may either directly or indirectly cause the pathologic changes. Certain forms of amyloidosis (Chapter 6) fall in this category of diseases. These disorders are sometimes called proteinopathies or protein-aggregation diseases.






Hyaline Change

The term hyaline usually refers to an alteration within cells or in the extracellular space that gives a homogeneous, glassy, pink appearance in routine histologic sections stained with hematoxylin and eosin. It is widely used as a descriptive histologic term rather than a specific marker for cell injury. This morphologic change is produced by a variety of alterations and does not represent a specific pattern of accumulation. Intracellular accumulations of protein, described earlier (reabsorption droplets, Russell bodies, alcoholic hyaline), are examples of intracellular hyaline deposits.

Extracellular hyaline has been more difficult to analyze. Collagenous fibrous tissue in old scars may appear hyalinized, but the biochemical basis of this change is not clear. In long-standing hypertension and diabetes mellitus, the walls of arterioles, especially in the kidney, become hyalinized, resulting from extravasated plasma protein and deposition of basement membrane material.




Glycogen

Glycogen is a readily available energy source stored in the cytoplasm of healthy cells. Excessive intracellular deposits of glycogen are seen in patients with an abnormality in either glucose or glycogen metabolism. Whatever the clinical setting, the glycogen masses appear as clear vacuoles within the cytoplasm. Glycogen dissolves in aqueous fixatives; thus, it is most readily identified when tissues are fixed in absolute alcohol. Staining with Best carmine or the PAS reaction imparts a rose-to-violet color to the glycogen, and diastase digestion of a parallel section before staining serves as a further control by hydrolyzing the glycogen.

Diabetes mellitus is the prime example of a disorder of glucose metabolism. In this disease glycogen is found in renal tubular epithelial cells, as well as within liver cells, β cells of the islets of Langerhans, and heart muscle cells.

Glycogen accumulates within the cells in a group of related genetic disorders that are collectively referred to as the glycogen storage diseases, or glycogenoses (Chapter 5). In these diseases enzymatic defects in the synthesis or breakdown of glycogen result in massive accumulation, causing cell injury and cell death.




Pigments

Pigments are colored substances, some of which are normal constituents of cells (e.g., melanin), whereas others are abnormal and accumulate in cells only under special circumstances. Pigments can be exogenous, coming from outside the body, or endogenous, synthesized within the body itself.


Exogenous Pigments

The most common exogenous pigment is carbon (coal dust), a ubiquitous air pollutant in urban areas. When inhaled it is picked up by macrophages within the alveoli and is then transported through lymphatic channels to the regional lymph nodes in the tracheobronchial region. Accumulations of this pigment blacken the tissues of the lungs (anthracosis) and the involved lymph nodes. In coal miners the aggregates of carbon dust may induce a fibroblastic reaction or even emphysema and thus cause a serious lung disease known as coal worker's pneumoconiosis (Chapter 15). Tattooing is a form of localized, exogenous pigmentation of the skin. The pigments inoculated are phagocytosed by dermal macrophages, in which they reside for the remainder of the life of the embellished (sometimes with embarrassing consequences for the bearer of the tattoo when proposing to Mary while the tattoo says Valerie!). The pigments do not usually evoke any inflammatory response.




Endogenous Pigments

Lipofuscin is an insoluble pigment, also known as lipochrome or wear-and-tear pigment. Lipofuscin is composed of polymers of lipids and phospholipids in complex with protein, suggesting that it is derived through lipid peroxidation of polyunsaturated lipids of subcellular membranes. Lipofuscin is not injurious to the cell or its functions. Its importance lies in its being a telltale sign of free radical injury and lipid peroxidation. The term is derived from the Latin (fuscus, brown), referring to brown lipid. In tissue sections it appears as a yellow-brown, finely granular cytoplasmic, often perinuclear, pigment (Fig. 2-33). It is seen in cells undergoing slow, regressive changes and is particularly prominent in the liver and heart of aging patients or patients with severe malnutrition and cancer cachexia.
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Figure 2-33 Lipofuscin granules in a cardiac myocyte shown by (A) light microscopy (deposits indicated by arrows), and (B) electron microscopy (note the perinuclear, intralysosomal location).





Melanin, derived from the Greek (melas, black), is an endogenous, brown-black, pig­ment formed when the enzyme tyrosinase catalyzes the oxidation of tyrosine to dihydroxyphenylalanine in melanocytes. It is discussed further in Chapter 25. For practical purposes melanin is the only endogenous brown-black pigment. The only other that could be considered in this category is homogentisic acid, a black pigment that occurs in patients with alkaptonuria, a rare metabolic disease. Here the pigment is deposited in the skin, connective tissue, and cartilage, and the pigmentation is known as ochronosis.

Hemosiderin, a hemoglobin-derived, golden yellow-to-brown, granular or crystalline pigment is one of the major storage forms of iron. Iron metabolism and hemosiderin are considered in detail in Chapters 14 and 18. Iron is normally carried by specific transport protein called transferrin. In cells, it is stored in association with a protein, apoferritin, to form ferritin micelles. Ferritin is a constituent of most cell types. When there is a local or systemic excess of iron, ferritin forms hemosiderin granules, which are easily seen with the light microscope. Hemosiderin pigment represents aggregates of ferritin micelles. Under normal conditions small amounts of hemosiderin can be seen in the mononuclear phagocytes of the bone marrow, spleen, and liver, which are actively engaged in red cell breakdown.

Local or systemic excesses of iron cause hemosiderin to accumulate within cells. Local excesses result from hemorrhages in tissues. The best example of localized hemosiderosis is the common bruise. Extravasated red cells at the site of injury are phagocytosed over several days by macrophages, which break down the hemoglobin and recover the iron. After removal of iron, the heme moiety is converted first to biliverdin (“green bile”) and then to bilirubin (“red bile”). In parallel, the iron released from heme is incorporated into ferritin and eventually hemosiderin. These conversions account for the often dramatic play of colors seen in a healing bruise, which typically changes from red-blue to green-blue to golden-yellow before it is resolved.

When there is systemic overload of iron hemosiderin may be deposited in many organs and tissues, a condition called hemosiderosis. The main causes of hemosiderosis are (1) increased absorption of dietary iron due to an inborn error of metabolism called hemochromatosis, (2) hemolytic anemias, in which premature lysis of red cells leads to release of abnormal quantities of iron, and (3) repeated blood transfusions, because transfused red cells constitute an exogenous load of iron. These conditions are discussed in Chapters 14 and 18.










Pathologic Calcification

Pathologic calcification is the abnormal tissue deposition of calcium salts, together with smaller amounts of iron, magnesium, and other mineral salts. There are two forms of pathologic calcification. When the deposition occurs locally in dying tissues it is known as dystrophic calcification; it occurs despite normal serum levels of calcium and in the absence of derangements in calcium metabolism. In contrast, the deposition of calcium salts in otherwise normal tissues is known as metastatic calcification, and it almost always results from hypercalcemia secondary to some disturbance in calcium metabolism.


Dystrophic Calcification

Dystrophic calcification is encountered in areas of necrosis, whether they are of coagulative, caseous, or liquefactive type, and in foci of enzymatic necrosis of fat. Calcification is almost always present in the atheromas of advanced atherosclerosis. It also commonly develops in aging or damaged heart valves, further hampering their function (Fig. 2-34). Whatever the site of deposition, the calcium salts appear macroscopically as fine, white granules or clumps, often felt as gritty deposits. Sometimes a tuberculous lymph node is virtually converted to stone.


[image: image] Morphology

Histologically, with the usual hematoxylin and eosin stain, calcium salts have a basophilic, amorphous granular, sometimes clumped appearance. They can be intracellular, extracellular, or in both locations. In the course of time, heterotopic bone may be formed in the focus of calcification. On occasion single necrotic cells may constitute seed crystals that become encrusted by the mineral deposits. The progressive acquisition of outer layers may create lamellated configurations, called psammoma bodies because of their resemblance to grains of sand. Some types of papillary cancers (e.g., thyroid) are apt to develop psammoma bodies. In asbestosis, calcium and iron salts gather about long slender spicules of asbestos in the lung, creating exotic, beaded dumbbell forms (Chapter 15).
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Figure 2-34 Dystrophic calcification of the aortic valve. View looking down onto the unopened aortic valve in a heart with calcific aortic stenosis. It is markedly narrowed (stenosis). The semilunar cusps are thickened and fibrotic, and behind each cusp are irregular masses of piled-up dystrophic calcification.





Although dystrophic calcification may simply be a telltale sign of previous cell injury, it is often a cause of organ dysfunction. Such is the case in calcific valvular disease and atherosclerosis, as will become clear in further discussion of these diseases. Serum calcium is normal in dystrophic calcification.




Metastatic Calcification

Metastatic calcification may occur in normal tissues whenever there is hypercalcemia. Hypercalcemia also accentuates dystrophic calcification. There are four principal causes of hypercalcemia: (1) increased secretion of parathyroid hormone (PTH) with subsequent bone resorption, as in hyperparathyroidism due to parathyroid tumors, and ectopic secretion of PTH-related protein by malignant tumors (Chapter 7); (2) resorption of bone tissue, secondary to primary tumors of bone marrow (e.g., multiple myeloma, leukemia) or diffuse skeletal metastasis (e.g., breast cancer), accelerated bone turnover (e.g., Paget disease), or immobilization; (3) vitamin D–related disorders, including vitamin D intoxication, sarcoidosis (in which macrophages activate a vitamin D precursor), and idiopathic hypercalcemia of infancy (Williams syndrome), characterized by abnormal sensitivity to vitamin D; and (4) renal failure, which causes retention of phosphate, leading to secondary hyperparathyroidism. Less common causes include aluminum intoxication, which occurs in patients on chronic renal dialysis, and milk-alkali syndrome, which is due to excessive ingestion of calcium and absorbable antacids such as milk or calcium carbonate.

Metastatic calcification may occur widely throughout the body but principally affects the interstitial tissues of the gastric mucosa, kidneys, lungs, systemic arteries, and pulmonary veins. Although quite different in location, all of these tissues excrete acid and therefore have an internal alkaline compartment that predisposes them to metastatic calcification. In all these sites, the calcium salts morphologically resemble those described in dystrophic calcification. Thus, they may occur as noncrystalline amorphous deposits or, at other times, as hydroxyapatite crystals.

Usually the mineral salts cause no clinical dysfunction, but on occasion massive involvement of the lungs produces remarkable x-ray images and respiratory compromise. Massive deposits in the kidney (nephrocalcinosis) may in time cause renal damage (Chapter 20).
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Abnormal Intracellular Depositions and Calcifications

Abnormal deposits of materials in cells and tissues are the result of excessive intake or defective transport or catabolism.


▪ Deposition of lipids

▪ Fatty change: Accumulation of free triglycerides in cells, resulting from excessive intake or defective transport (often because of defects in synthesis of transport proteins); manifestation of reversible cell injury

▪ Cholesterol deposition: Result of defective catabolism and excessive intake; in macrophages and smooth muscle cells of vessel walls in atherosclerosis

▪ Deposition of proteins: Reabsorbed proteins in kidney tubules; immunoglobulins in plasma cells

▪ Deposition of glycogen: In macrophages of patients with defects in lysosomal enzymes that break down glycogen (glycogen storage diseases)

▪ Deposition of pigments: Typically indigestible pigments, such as carbon, lipofuscin (breakdown product of lipid peroxidation), or iron (usually due to overload, as in hemosiderosis)

▪ Pathologic calcifications

▪ Dystrophic calcification: Deposition of calcium at sites of cell injury and necrosis

▪ Metastatic calcification: Deposition of calcium in normal tissues, caused by hypercalcemia (usually a consequence of parathyroid hormone excess)














Cellular Aging

Mankind has pursued immortality from time immemorial. Toth and Hermes, two Egyptian and Greek deities, are said to have discovered the elixir of youth and become immortal. Sadly, despite intense search, that elixir is nowhere to be found. Shakespeare probably characterized aging best in his elegant description of the seven ages of man. It begins at the moment of conception, involves the differentiation and maturation of the organism and its cells, at some variable point in time leads to the progressive loss of functional capacity characteristic of senescence, and ends in death.

Individuals age because their cells age. Although public attention on the aging process has traditionally focused on its cosmetic manifestations, aging has important health consequences, because age is one of the strongest independent risk factors for many chronic diseases, such as cancer, Alzheimer disease, and ischemic heart disease. Perhaps one of the most striking discoveries about cellular aging is that it is not simply a consequence of cells “running out of steam,” but in fact is regulated by genes that are evolutionarily conserved from yeast to worms to mammals.

Cellular aging is the result of a progressive decline in cellular function and viability caused by genetic abnormalities and the accumulation of cellular and molecular damage due to the effects of exposure to exogenous influences (Fig. 2-35). Studies in model systems have clearly established that aging is influenced by a limited number of genes, and genetic anomalies underlie syndromes resembling premature aging in humans as well. Such findings suggest that aging is associated with definable mechanistic alterations. Several mechanisms, some cell intrinsic and others environmentally induced, are believed to play a role in aging.
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Figure 2-35 Mechanisms that cause and counteract cellular aging. DNA damage, replicative senescence, and decreased and misfolded proteins are among the best described mechanisms of cellular aging. Nutrient sensing exemplified by calorie restriction, counteracts aging by activating various signaling pathways and transcription factors. IG, Insulin-like growth factor; TOR, target of rapamycin.







DNA Damage.

A variety of exogenous (physical, chemical, and biologic) agents and endogenous factors such as ROS threaten the integrity of nuclear and mitochondrial DNA. Although most DNA damage is repaired by DNA repair enzymes, some persists and accumulates as cells age. Several lines of evidence point to the importance of DNA repair in the aging process. Next generation DNA sequencing studies have shown that the average hematopoieitic stem cell suffers 14 new mutations per year, and it is likely that this accumulating damage explains why, like most cancers, the most common hematologic malignancies are diseases of the aged. Patients with Werner syndrome show premature aging, and the defective gene product is a DNA helicase, a protein involved in DNA replication and repair and other functions requiring DNA unwinding. A defect in this enzyme causes rapid accumulation of chromosomal damage that may mimic the injury that normally accumulates during cellular aging. Genetic instability in somatic cells is also characteristic of other disorders in which patients display some of the manifestations of aging at an increased rate, such as Bloom syndrome and ataxia-telangiectasia, in which the mutated genes encode a proteins involved in repairing double-strand breaks in DNA (Chapter 7).




Cellular Senescence.

All normal cells have a limited capacity for replication, and after a fixed number of divisions cells become arrested in a terminally nondividing state, known as replicative senescence. Aging is associated with progressive replicative senescence of cells. Cells from children have the capacity to undergo more rounds of replication than do cells from older people. Two mechanisms are believed to underlie cellular senescence:


• Telomere attrition. One mechanism of replicative senescence involves progressive shortening of telomeres, which ultimately results in cell cycle arrest. Telomeres are short repeated sequences of DNA present at the ends of linear chromosomes that are important for ensuring the complete replication of chromosome ends and for protecting the ends from fusion and degradation. When somatic cells replicate, a small section of the telomere is not duplicated and telomeres become progressively shortened. As the telomeres become shorter, the ends of chromosomes cannot be protected and are seen as broken DNA, which signals cell cycle arrest. Telomere length is maintained by nucleotide addition mediated by an enzyme called telomerase. Telomerase is a specialized RNA-protein complex that uses its own RNA as a template for adding nucleotides to the ends of chromosomes. Telomerase activity is expressed in germ cells and is present at low levels in stem cells, but it is absent in most somatic tissues (Fig. 2-36) Therefore, as most somatic cells age, their telomeres become shorter and they exit the cell cycle, resulting in an inability to generate new cells to replace damaged ones. Conversely, in immortalized cancer cells, telomerase is usually reactivated and telomere length is stabilized, allowing the cells to proliferate indefinitely. This is discussed more fully in Chapter 7. The causal links between telomere length and cellular senescence have been established in mouse models. Genetically engineered mice with shortened telomeres exhibit reduced life spans that can be restored to normal by telomere activation. As discussed in other chapters, telomere shortening has also been associated with premature development of diseases, such as pulmonary fibrosis (Chapter 15) and aplastic anemia (Chapter 14).
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Figure 2-36 The role of telomeres and telomerase in replicative senescence of cells. Telomere length is plotted against the number of cell divisions. In most somatic cells there is no telomerase activity and telomeres progressively shorten with increasing cell divisions until growth arrest or until senescence occurs. Germ cells and stem cells both contain telomerase, but only germ cells have sufficient levels of the enzyme to stabilize telomere length completely. In cancer cells, telomerase is often reactivated. (Data from Holt SE, et al: Refining the telomere-telomerase hypothesis of aging and cancer. Nat Biotechnol 14:836, 1996, MacMillan Publishers Ltd.)





• Activation of tumor suppressor genes. In addition to telomere attrition, activation of certain tumor suppressor genes, particularly those encoded by the CDKN2A locus, also seems to be involved in controlling repli­cative senescence. The CDKN2A locus encodes two tumor suppressor proteins, expression of one of which, known as p16 or INK4a, is correlated with chronologic age in virtually all human and mouse tissues examined. By controlling G1 to S phase progression during the cell cycle (Chapter 1), p16 protects the cells from uncontrolled mitogenic signals and pushes cells along the senescence pathway. This is discussed further in Chapter 7.






Defective Protein Homeostasis.

Protein homeostasis involves two mechanisms: those that maintain proteins in there correctly folded conformations (mediated by chaperones) and others that degrade misfolded proteins by the autophagy-lysosome system and ubiquitin-proteasome system. There is evidence that both normal folding and degradation of misfolded proteins are impaired with aging. Mutant mice deficient in chaperones of the heat shock protein family age rapidly, and conversely, those that overexpress such chaperones are long-lived. Similar data exist for the role of autophagy and proteasomal degradation of proteins. Of interest, administration of rapamycin, which inhibits the mTOR pathway, increases the life span of middle aged mice. Rapamycin has multiple effects including promotion of autophagy. Abnormal protein homeostasis can have many effects on cell survival, replication, and functions. In addition, it may lead to accumulation of misfolded proteins, which can trigger pathways of apoptosis.




Deregulated Nutrient Sensing.

Paradoxical though it may seem, eating less increases longevity. Caloric restriction increases life span in all eukaryotic species in which it has been tested, with encouraging results even in nonhuman primates and a few usually disciplined people who are the envy of others! Because of these observations, there has been much interest in deciphering the role of nutrient sensing in aging. The following paragraphs review two major neurohormonal circuits that regulate metabolism.


• Insulin and insulin-like growth factor 1 (IGF-1) signaling pathway. IGF-1 is produced in many cell types in response to growth hormone secretion by the pituitary. IGF-1, as indicated by its name, mimics intracellular signaling by insulin and thereby informs the cells of the availability of glucose, promoting an anabolic state as well as cell growth and replication. IGF-1 signaling has multiple downstream targets; relevant to this discussion are two kinases: AKT and its downstream target, mTOR (mammalian target of rapamycin), which, as the name implies, is inhibited by rapamycin.

• Sirtuins. Sirtuins are a family of NAD-dependent protein deacetylases. There are at least seven types of sirtuins that are distributed in different cellular compartments and have nonredundant functions designed to adapt bodily functions to various environmental stresses, including food deprivation and DNA damage. Sirtuins are thought to promote the expression of several genes whose products increase longevity. These include proteins that inhibit metabolic activity, reduce apoptosis, stimulate protein folding, and inhibit the harmful effects of oxygen free radicals. Sirtuins also increase insulin sensitivity and glucose metabolism, and may be targets for the treatment of diabetes.



It is thought that caloric restriction increases longevity both by reducing the signaling intensity of the IGF-1 pathway and by increasing sirtuins. Attenuation of IGF-1 signaling leads to lower rates of cell growth and metabolism and possibly reduced cellular damage. This effect can be mimicked by rapamycin. An increase in sirtuins, particularly sirtuin-6, serves dual functions: the sirtuins (1) contribute to metabolic adaptations of caloric restriction and (2) promote genomic integrity by activating DNA repair enzymes through deacylation. Although the antiaging effects of sirtuins have been widely publicized, much remains to be known before sirtuin-activating pills will be available to increase longevity. Nevertheless, optimistic wine-lovers have been delighted to hear that a constituent of red wine may activate sirtuins and thus increase life span!

The various forms of cellular derangements and adaptations described in this chapter cover a wide spectrum, ranging from adaptations in cell size, growth, and function; to the reversible and irreversible forms of acute cell injury; to the regulated type of cell death represented by apoptosis; to the pathologic alterations in cell organelles; to the less ominous forms of intracellular accumulations, including pigmentations. Reference is made to all these alterations throughout this book, because all organ injury and ultimately all clinical disease arise from derangements in cell structure and function.


[image: image] Key Concepts


Cellular Aging


▪ Cellular aging results from a combination of accumulating cellular damage (e.g., by free radicals), reduced capacity to divide (replicative senescence), reduced ability to repair damaged DNA, and defective protein homeostasis

▪ Accumulation of DNA damage: Defective DNA repair mechanisms; conversely, caloric restriction activates DNA repair and is known to prolong aging in model organisms

▪ Replicative senescence: Reduced capacity of cells to divide secondary to progressive shortening of chromosomal ends (telomeres)

▪ Defective protein homeostasis: Resulting from impaired chaperone and proteasome functions.

▪ Nutrient sensing system: Caloric restriction increases longevity. Mediators may be reduced IGF-1 signaling and increases in sirtuins.
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Overview of Inflammation: Definitions and General Features

Inflammation is a response of vascularized tissues to infections and damaged tissues that brings cells and molecules of host defense from the circulation to the sites where they are needed, in order to eliminate the offending agents. Although in common medical and lay parlance, inflammation suggests a harmful reaction, it is actually a protective response that is essential for survival. It serves to rid the host of both the initial cause of cell injury (e.g., microbes, toxins) and the consequences of such injury (e.g., necrotic cells and tissues). The mediators of defense include phagocytic leukocytes, antibodies, and complement proteins. Most of these normally circulate in the blood, from which they can be rapidly recruited to any site in the body; some of the cells also reside in tissues. The process of inflammation delivers these cells and proteins to damaged or necrotic tissues and foreign invaders, such as microbes, and activates the recruited cells and molecules, which then function to get rid of the harmful or unwanted substances. With­out inflammation, infections would go unchecked, wounds would never heal, and injured tissues might remain permanent festering sores. In addition to inflammatory cells, components of innate immunity include other cells, such as natural killer cells, dendritic cells, and epithelial cells, as well as soluble factors such as the proteins of the complement system. Together, these components of innate immunity serve as the first responders to infection. They also function to eliminate damaged cells and foreign bodies.

The typical inflammatory reaction develops through a series of sequential steps: 


• The offending agent, which is located in extravascular tissues, is recognized by host cells and molecules.

• Leukocytes and plasma proteins are recruited from the circulation to the site where the offending agent is located.

• The leukocytes and proteins are activated and work together to destroy and eliminate the offending substance.

• The reaction is controlled and terminated.

• The damaged tissue is repaired.



Before discussing the mechanisms, functions, and pa­thology of the inflammatory response, it is useful to review some of its fundamental properties.


• Components of the inflammatory response. The major participants in the inflammatory reaction in tissues are blood vessels and leukocytes (Fig. 3-1). As will be discussed in more detail later, blood vessels dilate to slow down blood flow, and by increasing their permeability, they enable selected circulating proteins to enter the site of infection or tissue damage. Characteristics of the endothelium lining blood vessels also change, such that circulating leukocytes first come to a halt and then migrate into the tissues. Leukocytes, once recruited, are activated and acquire the ability to ingest and destroy microbes and dead cells, as well as foreign bodies and other unwanted materials in the tissues.

[image: image]
Figure 3-1 Sequence of events in an inflammatory reaction. Macrophages and other cells in tissues recognize microbes and damaged cells and liberate mediators, which trigger the vascular and cellular reactions of inflammation.





• Harmful consequences of inflammation. Protective inflammatory reactions to infections are often accompanied by local tissue damage and its associated signs and symptoms (e.g., pain and functional impairment). Typically, however, these harmful consequences are self-limited and resolve as the inflammation abates, leaving little or no permanent damage. In contrast, there are many diseases in which the inflammatory reaction is misdirected (e.g., against self tissues in autoimmune diseases), occurs against normally harmless environmental substances (e.g., in allergies), or is inadequately controlled. In these cases, the normally protective inflammatory reaction becomes the cause of the disease, and the damage it causes is the dominant feature. In clinical medicine, great attention is given to the injurious consequences of inflammation (Table 3-1). Inflammatory reactions underlie common chronic diseases, such as rheumatoid arthritis, atherosclerosis, and lung fibrosis, as well as life-threatening hypersensitivity reactions to insect bites, drugs, and toxins. For this reason our pharmacies abound with antiinflammatory drugs, which ideally would control the harmful sequelae of inflammation yet not interfere with its beneficial effects. In fact, inflammation may contribute to a variety of diseases that are thought to be primarily metabolic, degenerative, or genetic disorders, such as type 2 diabetes, Alzheimer disease, and cancer. In recognition of the wide-ranging harmful consequences of inflammation, the lay press has rather melodramatically referred to it as “the silent killer.”


Table 3-1

Diseases Caused by Inflammatory Reactions



	Disorders
	Cells and Molecules Involved in Injury




	Acute
	



	Acute respiratory distress syndrome
	Neutrophils



	Asthma
	Eosinophils; IgE antibodies



	Glomerulonephritis
	Antibodies and complement; neutrophils, monocytes



	Septic shock
	Cytokines



	Chronic
	



	Arthritis
	Lymphocytes, macrophages; antibodies?



	Asthma
	Eosinophils; IgE antibodies



	Atherosclerosis
	Macrophages; lymphocytes



	Pulmonary fibrosis
	Macrophages; fibroblasts





Listed are selected examples of diseases in which the inflammatory response plays a significant role in tissue injury. Some, such as asthma, can present with acute inflammation or a chronic illness with repeated bouts of acute exacerbation. These diseases and their pathogenesis are discussed in relevant chapters.




• Local and systemic inflammation. Much of this discussion of inflammation focuses on the tissue reaction that is a local response to an infection or to localized damage. Although even such local reactions can have some systemic manifestations (e.g., fever in the setting of bacterial or viral pharyngitis), the reaction is largely confined to the site of infection or damage. In rare situations, such as some disseminated bacterial infections, the inflammatory reaction is systemic and causes widespread pathologic abnormalities. This reaction has been called sepsis, which is one form of the systemic inflammatory response syndrome. This serious disorder is discussed in Chapter 4.

• Mediators of inflammation. The vascular and cellular reactions of inflammation are triggered by soluble factors that are produced by various cells or derived from plasma proteins and are generated or activated in response to the inflammatory stimulus. Microbes, necrotic cells (whatever the cause of cell death), and even hypoxia can trigger the elaboration of inflammatory mediators and thus elicit inflammation. Such mediators initiate and amplify the inflammatory response and determine its pattern, severity, and clinical and pathologic manifestations.

• Acute and chronic inflammation (Table 3-2). The initial, rapid response to infections and tissue damage is called acute inflammation. It typically develops within minutes or hours and is of short duration, lasting for several hours or a few days; its main characteristics are the exudation of fluid and plasma proteins (edema) and the emigration of leukocytes, predominantly neutrophils (also called polymorphonuclear leukocytes). When acute inflammation achieves its desired goal of elimi­nating the offenders, the reaction subsides, but if the response fails to clear the stimulus, the reaction can progress to a protracted phase that is called chronic inflammation. Chronic inflammation is of longer duration and is associated with more tissue destruction, the presence of lymphocytes and macrophages, the proliferation of blood vessels, and the deposition of connective tissue. Chronic inflammation is discussed later in this chapter. Acute inflammation is one of the reactions of the type of host defense known as innate immunity, and chronic inflammation is more prominent in the reactions of adaptive immunity (Chapter 6).


Table 3-2

Features of Acute and Chronic Inflammation



	Feature
	Acute
	Chronic




	Onset
	Fast: minutes or hours
	Slow: days



	Cellular infiltrate
	Mainly neutrophils
	Monocytes/macrophages and lymphocytes



	Tissue injury, fibrosis
	Usually mild and self-limited
	Often severe and progressive



	Local and systemic signs
	Prominent
	Less







• Termination of inflammation and initiation of tissue repair. Inflammation is terminated when the offending agent is eliminated. The reaction resolves because mediators are broken down and dissipated, and leukocytes have short life spans in tissues. In addition, antiinflammatory mechanisms are activated, serving to control the response and prevent it from causing excessive damage to the host. Once inflammation has achieved its goal of eliminating the offending agents, it also sets into motion the process of tissue repair. Repair consists of a series of events that heal damaged tissue. In this process, the injured tissue is replaced through regeneration of surviving cells and filling of residual defects with connective tissue (scarring).



This chapter describes the causes (etiology) of and stimuli for inflammation, and then the sequence of events, mediators, and morphologic patterns of acute inflammation. This is followed by a discussion of chronic inflammation, and then the process of tissue repair. The study of inflammation has a rich history, and we first touch on past work that paved the way for our current understanding of this fascinating process.


Historical Highlights

Although clinical features of inflammation were described in an Egyptian papyrus dated around 3000 BC, Celsus, a Roman writer of the first century AD, first listed the four cardinal signs of inflammation: rubor (redness), tumor (swelling), calor (heat), and dolor (pain). These signs are hallmarks of acute inflammation. A fifth clinical sign, loss of function (functio laesa), was added by Rudolf Virchow in the 19th century. In 1793, the Scottish surgeon John Hunter noted what is now considered an obvious fact: inflammation is not a disease but a stereotypic response that has a salu­tary effect on its host. In the 1880s, Russian biologist Elie Metchnikoff discovered the process of phagocytosis by observing the ingestion of rose thorns by amebocytes of starfish larvae and of bacteria by mammalian leukocytes. He concluded that the purpose of inflammation was to bring phagocytic cells to the injured area to engulf invading bacteria. This concept was satirized by George Bernard Shaw in his play “The Doctor's Dilemma,” in which one physician's cure-all is to “stimulate the phagocytes!” Sir Thomas Lewis, studying the inflammatory response in skin, established the concept that chemical substances, such as histamine (produced locally in response to injury), mediate the vascular changes of inflammation. This fundamental concept underlies the important discoveries of chemical mediators of inflammation and the use of antiinflammatory drugs in clinical medicine.




Causes of Inflammation

Inflammatory reactions may be triggered by a variety of stimuli:


• Infections (bacterial, viral, fungal, parasitic) and microbial toxins are among the most common and medically important causes of inflammation. Different infectious pathogens elicit varied inflammatory responses, from mild acute inflammation that causes little or no lasting damage and successfully eradicates the infection, to severe systemic reactions that can be fatal, to prolonged chronic reactions that cause extensive tissue injury. The outcomes are determined largely by the type of pathogen and, to some extent, by characteristics of the host that remain poorly defined.

• Tissue necrosis elicits inflammation regardless of the cause of cell death, which may include ischemia (reduced blood flow, the cause of myocardial infarction), trauma, and physical and chemical injury (e.g., thermal injury, as in burns or frostbite; irradiation; exposure to some environmental chemicals). Several molecules released from necrotic cells are known to trigger inflammation; some of these are described below.

• Foreign bodies (splinters, dirt, sutures) may elicit inflammation by themselves or because they cause traumatic tissue injury or carry microbes. Even some endogenous substances can be considered potentially harmful if large amounts are deposited in tissues; such substances include urate crystals (in the disease gout), cholesterol crystals (in atherosclerosis), and lipids (in obesity-associated metabolic syndrome).

• Immune reactions (also called hypersensitivity) are reactions in which the normally protective immune system damages the individual's own tissues. The injurious immune responses may be directed against self antigens, causing autoimmune diseases, or may be inappropriate reactions against environmental substances, as in allergies, or against microbes. Inflammation is a major cause of tissue injury in these diseases (Chapter 6). Because the stimuli for the inflammatory responses (e.g., self and environmental antigens) cannot be eliminated, autoimmune and allergic reactions tend to be persistent and difficult to cure, are often associated with chronic inflammation, and are important causes of morbidity and mortality. The inflammation is induced by cytokines produced by T lymphocytes and other cells of the immune system (Chapter 6).






Recognition of Microbes and Damaged Cells

Recognition of offending agents is the first step in all inflammatory reactions. The cells and receptors that perform this function of recognizing invaders evolved as adaptation of multicellular organisms to the presence of microbes in the environment, and the responses they trigger are critical for the survival of the organisms. Several cellular receptors and circulating proteins are capable of recognizing microbes and products of cell damage and triggering inflammation.


• Cellular receptors for microbes. Cells express receptors in the plasma membrane (for extracellular microbes), the endosomes (for ingested microbes), and the cytosol (for intracellular microbes) that enable the cells to sense the presence of foreign invaders in any cellular com­partment. The best defined of these receptors belong to the family of Toll-like receptors (TLRs); these and other cellular receptors of innate immunity are described in Chapter 6. The receptors are expressed on many cell types, including epithelial cells (through which micro­bes enter from the external environment), dendritic cells, macrophages, and other leukocytes (which may encounter microbes in vari­ous tissues). Engagement of these receptors triggers production of molecules involved in inflammation, including adhesion molecules on endothelial cells, cytokines, and other mediators.

• Sensors of cell damage. All cells have cytosolic receptors that recognize a diverse set of molecules that are liberated or altered as a consequence of cell damage. These molecules include uric acid (a product of DNA breakdown), ATP (released from damaged mitochondria), reduced intracellular K+ concentrations (reflecting loss of ions because of plasma membrane injury), even DNA when it is released into the cytoplasm and not sequestered in nuclei, as it should be normally, and many others. These receptors activate a multiprotein cytosolic complex called the inflammasome (Chapter 6), which induces the production of the cytokine interleukin-1 (IL-1). IL-1 recruits leukocytes and thus induces inflammation (see later). Gain-of-function mutations in the sensor are the cause of rare diseases known as autoinflammatory syndromes that are characterized by spontaneous inflammation; IL-1 antagonists are effective treatments for these disorders. The inflammasome has also been implicated in inflammatory reactions to urate crystals (the cause of gout), lipids (in metabolic syndrome), cholesterol crystals (in atherosclerosis), and even amyloid deposits in the brain (in Alzheimer disease). These disorders are discussed later in this and other chapters.

• Other cellular receptors involved in inflammation. In addition to directly recognizing microbes, many leukocytes express receptors for the Fc tails of antibodies and for complement proteins. These receptors recognize microbes coated with antibodies and complement (the coating process is called opsonization) and promote ingestion and destruction of the microbes as well as inflammation.

• Circulating proteins. The complement system reacts against microbes and produces mediators of inflam­mation (discussed later). A circulating protein called mannose-binding lectin recognizes microbial sugars and promotes ingestion of the microbes and the activation of the complement system. Other proteins called collectins also bind to and combat microbes.
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General Features and Causes of Inflammation


▪ Inflammation is a beneficial host response to foreign invaders and necrotic tissue, but it may also cause tissue damage.

▪ The main components of inflammation are a vascular reaction and a cellular response; both are activated by mediators that are derived from plasma proteins and various cells.

▪ The steps of the inflammatory response can be remembered as the five Rs: (1) recognition of the injurious agent, (2) recruitment of leukocytes, (3) removal of the agent, (4) regulation (control) of the response, and (5) resolution (repair).

▪ The causes of inflammation include infections, tissue necrosis, foreign bodies, trauma, and immune responses.

▪ Epithelial cells, tissue macrophages and dendritic cells, leukocytes, and other cell types express receptors that sense the presence of microbes and damage. Circulating proteins recognize microbes that have entered the blood.

▪ The outcome of acute inflammation is either elimination of the noxious stimulus followed by decline of the reaction and repair of the damaged tissue, or persistent injury resulting in chronic inflammation.














Acute Inflammation

Acute inflammation has three major components: (1) dilation of small vessels leading to an increase in blood flow, (2) increased permeability of the microvasculature enabling plasma proteins and leukocytes to leave the circulation, and (3) emigration of the leukocytes from the microcirculation, their accumulation in the focus of injury, and their activation to eliminate the offending agent (Fig. 3-1). When an individual encounters an injurious agent, such as an infectious microbe or dead cells, phagocytes that reside in all tissues try to eliminate these agents. At the same time, phagocytes and other sentinel cells in the tissues recognize the presence of the foreign or abnormal substance and react by liberating cytokines, lipid messengers, and other mediators of inflammation. Some of these mediators act on small blood vessels in the vicinity and promote the efflux of plasma and the recruitment of circulating leukocytes to the site where the offending agent is located.


Reactions of Blood Vessels in Acute Inflammation

The vascular reactions of acute inflammation consist of changes in the flow of blood and the permeability of vessels, both designed to maximize the movement of plasma proteins and leukocytes out of the circulation and into the site of infection or injury. The escape of fluid, proteins, and blood cells from the vascular system into the interstitial tissue or body cavities is known as exudation (Fig. 3-2). An exudate is an extravascular fluid that has a high protein concentration and contains cellular debris. Its presence implies that there is an increase in the permeability of small blood vessels triggered by some sort of tissue injury and an ongoing inflammatory reaction. In contrast, a transudate is a fluid with low protein content (most of which is albumin), little or no cellular material, and low specific gravity. It is essentially an ultrafiltrate of blood plasma that is produced as a result of osmotic or hydrostatic imbalance across the vessel wall without an increase in vascular permeability (Chapter 4). Edema denotes an excess of fluid in the interstitial tissue or serous cavities; it can be either an exudate or a transudate. Pus, a purulent exudate, is an inflammatory exudate rich in leukocytes (mostly neutrophils), the debris of dead cells and, in many cases, microbes.
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Figure 3-2 Formation of exudates and transudates. A, Normal hydrostatic pressure (blue arrow) is about 32 mm Hg at the arterial end of a capillary bed and 12 mm Hg at the venous end; the mean colloid osmotic pressure of tissues is approximately 25 mm Hg (green arrow), which is equal to the mean capillary pressure. Therefore, the net flow of fluid across the vascular bed is almost nil. B, An exudate is formed in inflammation, because vascular permeability increases as a result of increased interendothelial spaces. C, A transudate is formed when fluid leaks out because of increased hydrostatic pressure or decreased osmotic pressure.






Changes in Vascular Flow and Caliber

Changes in vascular flow and caliber begin early after injury and consist of the following.


• Vasodilation is induced by the action of several mediators, notably histamine, on vascular smooth muscle. It is one of the earliest manifestations of acute inflammation. Vasodilation first involves the arterioles and then leads to opening of new capillary beds in the area. The result is increased blood flow, which is the cause of heat and redness (erythema) at the site of inflammation.

• Vasodilation is quickly followed by increased permeability of the microvasculature, with the outpouring of protein-rich fluid into the extravascular tissues; this process is described in detail below.

• The loss of fluid and increased vessel diameter lead to slower blood flow, concentration of red cells in small vessels, and increased viscosity of the blood. These changes result in engorgement of small vessels with slowly moving red cells, a condition termed stasis, which is seen as vascular congestion and localized redness of the involved tissue.

• As stasis develops, blood leukocytes, principally neutrophils, accumulate along the vascular endothelium. At the same time endothelial cells are activated by mediators produced at sites of infection and tissue damage, and express increased levels of adhesion molecules. Leukocytes then adhere to the endothelium, and soon afterward they migrate through the vascular wall into the interstitial tissue, in a sequence that is described later.






Increased Vascular Permeability (Vascular Leakage)

Several mechanisms are responsible for the increased permeability of postcapillary venules, a hallmark of acute inflammation (Fig. 3-3):


• Contraction of endothelial cells resulting in increased interendothelial spaces is the most common mechanism of vascular leakage. It is elicited by histamine, bradykinin, leukotrienes, and other chemical mediators. It is called the immediate transient response because it occurs rapidly after exposure to the mediator and is usually short-lived (15 to 30 minutes). In some forms of mild injury (e.g., after burns, irradiation or ultraviolet radiation, and exposure to certain bacterial toxins), vascular leakage begins after a delay of 2 to 12 hours and lasts for several hours or even days; this delayed prolonged leakage may be caused by contraction of endothelial cells or mild endothelial damage. Late-appearing sunburn is a good example of this type of leakage.

• Endothelial injury, resulting in endothelial cell necrosis and detachment. Direct damage to the endothelium is encountered in severe injuries, for example, in burns, or is induced by the actions of microbes and microbial toxins that target endothelial cells. Neutrophils that adhere to the endothelium during inflammation may also injure the endothelial cells and thus amplify the reaction. In most instances leakage starts immediately after injury and is sustained for several hours until the damaged vessels are thrombosed or repaired.

• Increased transport of fluids and proteins, called transcytosis, through the endothelial cell. This process may involve intracellular channels that may be stimulated by certain factors, such as vascular endothelial growth factor (VEGF), that promote vascular leakage. However, the contribution of this process to the vascular permeability of acute inflammation is uncertain.
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Figure 3-3 Principal mechanisms of increased vascular permeability in inflammation and their features and underlying causes.





Although these mechanisms of increased vascular permeability are described separately, all probably contribute in varying degrees in responses to most stimuli. For example, at different stages of a thermal burn, leakage results from chemically mediated endothelial contraction and direct and leukocyte-dependent endothelial injury. The vascular leakage induced by these mechanisms can cause life-threatening loss of fluid in severely burned patients.




Responses of Lymphatic Vessels and Lymph Nodes

In addition to blood vessels, lymphatic vessels also participate in acute inflammation. The system of lymphatics and lymph nodes filters and polices the extravascular fluids. Lymphatics normally drain the small amount of extravascular fluid that has seeped out of capillaries. In inflammation, lymph flow is increased and helps drain edema fluid that accumulates because of increased vascular permeability. In addition to fluid, leukocytes and cell debris, as well as microbes, may find their way into lymph. Lymphatic vessels, like blood vessels, proliferate during inflammatory reactions to handle the increased load. The lymphatics may become secondarily inflamed (lymphangitis), as may the draining lymph nodes (lymphadenitis). Inflamed lymph nodes are often enlarged because of hyperplasia of the lymphoid follicles and increased numbers of lymphocytes and macrophages. This constellation of pathologic changes is termed reactive, or inflammatory, lymphadenitis (Chapter 13). For clinicians the presence of red streaks near a skin wound is a telltale sign of an infection in the wound. This streaking follows the course of the lymphatic channels and is diagnostic of lymphangitis; it may be accompanied by painful enlargement of the draining lymph nodes, indicating lymphadenitis.


[image: image] Key Concepts


Vascular Reactions in Acute Inflammation


▪ Vasodilation is induced by chemical mediators such as histamine (described later), and is the cause of erythema and stasis of blood flow.

▪ Increased vascular permeability is induced by histamine, kinins, and other mediators that produce gaps between endothelial cells, by direct or leukocyte-induced endothelial injury, and by increased passage of fluids through the endothelium.

▪ Increased vascular permeability allows plasma proteins and leukocytes, the mediators of host defense, to enter sites of infection or tissue damage. Fluid leak from blood vessels results in edema.

▪ Lymphatic vessels and lymph nodes are also involved in inflammation, and often show redness and swelling.














Leukocyte Recruitment to Sites of Inflammation

The changes in blood flow and vascular permeability are quickly followed by an influx of leukocytes into the tissue. These leukocytes perform the key function of eliminating the offending agents. The most important leukocytes in typical inflammatory reactions are the ones capable of phagocytosis, namely neutrophils and macrophages. These leukocytes ingest and destroy bacteria and other microbes, as well as necrotic tissue and foreign substances. Leukocytes also produce growth factors that aid in repair. A price that is paid for the defensive potency of leukocytes is that, when strongly activated, they may induce tissue damage and prolong inflammation, because the leukocyte products that destroy microbes and help “clean up” necrotic tissues can also injure normal bystander host tissues.

The journey of leukocytes from the vessel lumen to the tissue is a multistep process that is mediated and controlled by adhesion molecules and cytokines called chemokines. This process can be divided into sequential phases (Fig. 3-4):


1. In the lumen: margination, rolling, and adhesion to endothelium. Vascular endothelium in its normal, unactivated state does not bind circulating cells or impede their passage. In inflammation, the endothelium is activated and can bind leukocytes as a prelude to their exit from the blood vessels.

2. Migration across the endothelium and vessel wall

3. Migration in the tissues toward a chemotactic stimulus
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Figure 3-4 The multistep process of leukocyte migration through blood vessels, shown here for neutrophils. The leukocytes first roll, then become activated and adhere to endothelium, then transmigrate across the endothelium, pierce the basement membrane, and migrate toward chemoattractants emanating from the source of injury. Different molecules play predominant roles in different steps of this process: selectins in rolling; chemokines (usually displayed bound to proteoglycans) in activating the neutrophils to increase avidity of integrins; integrins in firm adhesion; and CD31 (PECAM-1) in transmigration. ICAM-1, Intercellular adhesion molecule 1; PECAM-1 (CD31), platelet endothelial cell adhesion molecule-1; TNF, tumor necrosis factor.






Leukocyte Adhesion to Endothelium

In normally flowing blood in venules, red cells are confined to a central axial column, displacing the leukocytes toward the wall of the vessel. Because blood flow slows early in inflammation (stasis), hemodynamic conditions change (wall shear stress decreases), and more white cells assume a peripheral position along the endothelial surface. This process of leukocyte redistribution is called margination. Subsequently, leukocytes adhere transiently to the endothelium, detach and bind again, thus rolling on the vessel wall. The cells finally come to rest at some point where they adhere firmly (resembling pebbles over which a stream runs without disturbing them).

The attachment of leukocytes to endothelial cells is mediated by complementary adhesion molecules on the two cell types whose expression is enhanced by cytokines. Cytokines are secreted by sentinel cells in tissues in response to microbes and other injurious agents, thus ensuring that leukocytes are recruited to the tissues where these stimuli are present.

The two major families of molecules involved in leukocyte adhesion and migration are the selectins and integrins, and their ligands. They are expressed on leukocytes and endothelial cells.


• The initial rolling interactions are mediated by a family of proteins called selectins (Table 3-3). There are three types of selectins: one expressed on leukocytes (L-selectin), one on endothelium (E-selectin), and one in platelets and on endothelium (P-selectin). The ligands for selectins are sialylated oligosaccharides bound to mucin-like glycoprotein backbones. The expression of selectins and their ligands is regulated by cytokines produced in response to infection and injury. Tissue macrophages, mast cells, and endothelial cells that encounter microbes and dead tissues respond by secreting several cytokines, including tumor necrosis factor (TNF), IL-1, and chemokines (chemoattractant cytokines). (Cytokines are described in more detail later and in Chapter 6.) TNF and IL-1 act on the endothelial cells of postcapillary venules adjacent to the infection and induce the coordinate expression of numerous adhesion molecules. Within 1 to 2 hours the endothelial cells begin to express E-selectin and the ligands for L-selectin. Other mediators such as histamine and thrombin, described later, stimulate the redistribution of P-selectin from its normal intracellular stores in endothelial cell granules (called Weibel-Palade bodies) to the cell surface. Leukocytes express L-selectin at the tips of their microvilli and also express ligands for E- and P-selectins, all of which bind to the complementary molecules on the endothelial cells. These are low-affinity interactions with a fast off-rate, and they are easily disrupted by the flowing blood. As a result, the bound leukocytes bind, detach, and bind again, and thus begin to roll along the endothelial surface.


Table 3-3

Endothelial and Leukocyte Adhesion Molecules



	Family
	Molecule
	Distribution
	Ligand




	Selectin
	L-selectin (CD62L)
	
Neutrophils, monocytes

T cells (naïve and central memory)

B cells (naïve)


	Sialyl-Lewis X/PNAd on GlyCAM-1, CD34, MAdCAM-1, others; expressed on endothelium (HEV)



	E-selectin (CD62E)
	Endothelium activated by cytokines (TNF, IL-1)
	Sialyl-Lewis X (e.g., CLA) on glycoproteins; expressed on neutrophils, monocytes, T cells (effector, memory)



	P-selectin (CD62P)
	Endothelium activated by cytokines (TNF, IL-1), histamine, or thrombin
	Sialyl-Lewis X on PSGL-1 and other glycoproteins; expressed on neutrophils, monocytes, T cells (effector, memory)



	Integrin
	LFA-1 (CD11aCD18)
	Neutrophils, monocytes, T cells (naïve, effector, memory)
	ICAM-1 (CD54), ICAM-2 (CD102); expressed on endothelium (upregulated on activated endothelium)



	MAC-1 (CD11bCD18)
	Monocytes, DCs
	ICAM-1 (CD54), ICAM-2 (CD102); expressed on endothelium (upregulated on activated endothelium)



	VLA-4 (CD49aCD29)
	
Monocytes

T cells (naïve, effector, memory)


	VCAM-1 (CD106); expressed on endothelium (upregulated on activated endothelium)



	α4β7 (CD49dCD29)
	
Monocytes

T cells (gut homing naïve effector, memory)


	VCAM-1 (CD106), MAdCAM-1; expressed on endothelium in gut and gut-associated lymphoid tissues



	Ig
	CD31
	Endothelial cells, leukocytes
	CD31 (homotypic interaction)
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CLA, Cutaneous lymphocyte antigen-1; GlyCAM-1, glycan-bearing cell adhesion molecule-1; HEV, high endothelial venule; Ig, immunoglobulin; IL-1, interleukin-1; ICAM, intercellular adhesion molecule; MAdCAM-1, mucosal adhesion cell adhesion molecule-1; PSGL-1, P-selectin glycoprotein ligand-1; TNF, tumor necrosis factor; VCAM, vascular cell adhesion molecule.




• These weak rolling interactions slow down the leukocytes and give them the opportunity to bind more firmly to the endothelium. Firm adhesion is mediated by a family of heterodimeric leukocyte surface proteins called integrins (Table 3-3). TNF and IL-1 induce endothelial expression of ligands for integrins, mainly vascular cell adhesion molecule 1 (VCAM-1, the ligand for the β1 integrin VLA-4) and intercellular adhesion molecule-1 (ICAM-1, the ligand for the β2 integrins LFA-1 and Mac-1). Leukocytes normally express integrins in a low-affinity state. Chemokines that were produced at the site of injury bind to endothelial cell proteoglycans, and are displayed at high concentrations on the endothelial surface. These chemokines bind to and activate the rolling leukocytes. One of the consequences of activation is the conversion of VLA-4 and LFA-1 integrins on the leukocytes to a high-affinity state. The combination of cytokine-induced expression of integrin ligands on the endothelium and increased integrin affinity on the leukocytes results in firm integrin-mediated binding of the leukocytes to the endothelium at the site of inflammation. The leukocytes stop rolling, their cytoskeleton is reorganized, and they spread out on the endothelial surface.






Leukocyte Migration Through Endothelium

The next step in the process of leukocyte recruitment is migration of the leukocytes through the endothelium, called transmigration or diapedesis. Transmigration of leukocytes occurs mainly in postcapillary venules. Chemokines act on the adherent leukocytes and stimulate the cells to migrate through interendothelial spaces toward the chemical concentration gradient, that is, toward the site of injury or infection where the chemokines are being produced. Several adhesion molecules present in the intercellular junctions between endothelial cells are involved in the migration of leukocytes. These molecules include a member of the immunoglobulin superfamily called CD31 or PECAM-1 (platelet endothelial cell adhesion molecule). After traversing the endothelium, leukocytes pierce the basement membrane, probably by secreting collagenases, and enter the extravascular tissue. The cells then migrate toward the chemotactic gradient created by chemokines and other chemoattractants and accumulate in the extravascular site.

The most telling proof of the importance of leukocyte adhesion molecules is the existence of genetic deficiencies in these molecules that result in recurrent bacterial infections as a consequence of impaired leukocyte adhesion and defective inflammation. These leukocyte adhesion deficiencies are described in Chapter 6.




Chemotaxis of Leukocytes

After exiting the circulation, leukocytes move in the tissues toward the site of injury by a process called chemotaxis, which is defined as locomotion along a chemical gradient. Both exogenous and endogenous substances can act as chemoattractants. The most common exogenous agents are bacterial products, including peptides that possess an N-formylmethionine terminal amino acid and some lipids. Endogenous chemoattractants include several chemical mediators (described later): (1) cytokines, particularly those of the chemokine family (e.g., IL-8); (2) com­ponents of the complement system, particularly C5a; and (3) arachidonic acid (AA) metabolites, mainly leukotriene B4 (LTB4). All these chemotactic agents bind to specific seven-transmembrane G protein-coupled receptors on the surface of leukocytes. Signals initiated from these receptors result in activation of second messengers that increase cytosolic calcium and activate small guanosine triphosphatases of the Rac/Rho/cdc42 family as well as numerous kinases. These signals induce polymerization of actin, resulting in increased amounts of polymerized actin at the leading edge of the cell and localization of myosin filaments at the back. The leukocyte moves by extending filopodia that pull the back of the cell in the direction of extension, much as an automobile with front-wheel drive is pulled by the wheels in front (Fig. 3-5). The net result is that leukocytes migrate toward the inflammatory stimulus in the direction of the locally produced chemoattractants.

[image: image]
Figure 3-5 Scanning electron micrograph of a moving leukocyte in culture showing a filopodium (upper left) and a trailing tail. (Courtesy Dr. Morris J. Karnovsky, Harvard Medical School, Boston, Mass.)





The nature of the leukocyte infiltrate varies with the age of the inflammatory response and the type of stimulus. In most forms of acute inflammation neutrophils predominate in the inflammatory infiltrate during the first 6 to 24 hours and are replaced by monocytes in 24 to 48 hours (Fig. 3-6). There are several reasons for the early preponderance of neutrophils: they are more numerous in the blood than other leukocytes, they respond more rapidly to chemokines, and they may attach more firmly to the adhesion molecules that are rapidly induced on endothelial cells, such as P- and E-selectins. After entering tissues, neutrophils are short-lived; they undergo apoptosis and disappear within 24 to 48 hours. Monocytes not only survive longer but may also proliferate in the tissues, and thus they become the dominant population in prolonged inflammatory reactions. There are, however, exceptions to this stereotypic pattern of cellular infiltration. In certain infections—for example, those produced by Pseudomonas bacteria—the cellular infiltrate is dominated by continuously recruited neutrophils for several days; in viral infections, lymphocytes may be the first cells to arrive; some hypersensitivity reactions are dominated by activated lymphocytes, macrophages, and plasma cells (reflecting the immune response); and in allergic reactions, eosinophils may be the main cell type.
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Figure 3-6 Nature of leukocyte infiltrates in inflammatory reactions. The photomicrographs show an inflammatory reaction in the myocardium after ischemic necrosis (infarction). A, Early (neutrophilic) infiltrates and congested blood vessels. B, Later (mononuclear) cellular infiltrates. C, The approximate kinetics of edema and cellular infiltration. For simplicity, edema is shown as an acute transient response, although secondary waves of delayed edema and neutrophil infiltration can also occur.





The molecular understanding of leukocyte recruitment and migration has provided a large number of potential therapeutic targets for controlling harmful inflammation. Agents that block TNF, one of the major cytokines in leukocyte recruitment, are among the most successful therapeutics ever developed for chronic inflammatory diseases, and antagonists of leukocyte integrins are approved for inflammatory diseases or are being tested in clinical trials. Predictably, these antagonists not only have the desired effect of controlling the inflammation but can also compromise the ability of treated patients to defend themselves against microbes, which, of course, is the physiologic function of the inflammatory response.


[image: image] Key Concepts


Leukocyte Recruitment to Sites of Inflammation


▪ Leukocytes are recruited from the blood into the extravascular tissue where infectious pathogens or damaged tissues may be located, migrate to the site of infection or tissue injury, and are activated to perform their functions.

▪ Leukocyte recruitment is a multistep process consisting of loose attachment to and rolling on endothelium (mediated by selectins); firm attachment to endothelium (mediated by integrins); and migration through interendothelial spaces.

▪ Various cytokines promote expression of selectins and integrin ligands on endothelium (TNF, IL-1), increase the avidity of integrins for their ligands (chemokines), and promote directional migration of leukocytes (also chemokines); many of these cytokines are produced by tissue macrophages and other cells responding to the pathogens or damaged tissues.

▪ Neutrophils predominate in the early inflammatory infiltrate and are later replaced by monocytes and macrophages.








Once leukocytes (particularly neutrophils and monocytes) have been recruited to a site of infection or cell death, they must be activated to perform their functions. The responses of these leukocytes consist of (1) recognition of the offending agents by TLRs and other receptors, described earlier, which deliver signals that (2) activate the leukocytes to phagocytose and destroy the offending agents.







Phagocytosis and Clearance of the Offending Agent

Recognition of microbes or dead cells induces several responses in leukocytes that are collectively called leukocyte activation (Fig. 3-7). Activation results from signaling pathways that are triggered in leukocytes, resulting in increases in cytosolic Ca2+ and activation of enzymes such as protein kinase C and phospholipase A2. The functional responses that are most important for destruction of microbes and other offenders are phagocytosis and intracellular killing. Several other responses aid in the defensive functions of inflammation and may contribute to its injurious consequences.
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Figure 3-7 Leukocyte activation. Different classes of cell surface receptors of leukocytes recognize different stimuli. The receptors initiate responses that mediate the functions of the leukocytes. Only some receptors are depicted (see text for details). LPS first binds to a circulating LPS-binding protein (not shown). IFN-γ, Interferon-γ; LPS, lipopolysaccharide.






Phagocytosis

Phagocytosis involves three sequential steps (Fig. 3-8): (1) recognition and attachment of the particle to be ingested by the leukocyte; (2) engulfment, with subsequent formation of a phagocytic vacuole; and (3) killing or degradation of the ingested material.
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Figure 3-8 Phagocytosis and intracellular destruction of microbes. Phagocytosis of a particle (e.g., a bacterium) involves binding to receptors on the leukocyte membrane, engulfment, and fusion of the phagocytic vacuoles with lysosomes. This is followed by destruction of ingested particles within the phagolysosomes by lysosomal enzymes and by reactive oxygen and nitrogen species. The microbicidal products generated from superoxide ([image: image]) are hypochlorite (HOCl−) and hydroxyl radical (−OH), and from nitric oxide (NO) it is peroxynitrite (OONO−). During phagocytosis, granule contents may be released into extracellular tissues (not shown). MPO, Myeloperoxidase; iNOS, inducible NO synthase; ROS, reactive oxygen species.







Phagocytic Receptors.

Mannose receptors, scavenger receptors, and receptors for various opsonins bind and ingest microbes. The macrophage mannose receptor is a lectin that binds terminal mannose and fucose residues of glycoproteins and glycolipids. These sugars are typically part of molecules found on microbial cell walls, whereas mammalian glycoproteins and glycolipids contain terminal sialic acid or N-acetylgalactosamine. Therefore, the mannose receptor recognizes microbes and not host cells. Scavenger receptors were originally defined as molecules that bind and mediate endocytosis of oxidized or acetylated low-density lipoprotein (LDL) particles that can no longer interact with the conventional LDL receptor. Macrophage scavenger receptors bind a variety of microbes in addition to modified LDL particles. Macrophage integrins, notably Mac-1 (CD11b/CD18), may also bind microbes for phagocytosis. The efficiency of phagocytosis is greatly enhanced when microbes are opsonized by specific proteins (opsonins) for which the phagocytes express high-affinity receptors. The major opsonins are IgG antibodies, the C3b breakdown product of complement, and certain plasma lectins, notably mannose-binding lectin, all of which are recognized by specific receptors on leukocytes.




Engulfment.

After a particle is bound to phagocyte receptors, extensions of the cytoplasm (pseudopods) flow around it, and the plasma membrane pinches off to form a vesicle (phagosome) that encloses the particle. The phagosome then fuses with a lysosomal granule, resulting in discharge of the granule's contents into the phagolysosome (Fig. 3-8). During this process the phagocyte may also release granule contents into the extracellular space.

The process of phagocytosis is complex and involves the integration of many receptor-initiated signals that lead to membrane remodeling and cytoskeletal changes. Phago­cytosis is dependent on polymerization of actin filaments; it is, therefore, not surprising that the signals that trigger phagocytosis are many of the same that are involved in chemotaxis.










Intracellular Destruction of Microbes and Debris

Killing of microbes is accomplished by reactive oxygen species (ROS, also called reactive oxygen intermediates) and reactive nitrogen species, mainly derived from nitric oxide (NO), and these as well as lysosomal enzymes destroy phagocytosed debris (Fig. 3-8). This is the final step in the elimination of infectious agents and necrotic cells. The killing and degradation of microbes and dead cell debris within neutrophils and macrophages occur most efficiently after activation of the phagocytes. All these killing mechanisms are normally sequestered in lysosomes, to which phagocytosed materials are brought. Thus, potentially harmful substances are segregated from the cell's cytoplasm and nucleus to avoid damage to the phagocyte while it is performing its normal function.



Reactive Oxygen Species.

ROS are produced by the rapid assembly and activation of a multicomponent oxidase, NADPH oxidase (also called phagocyte oxidase), which oxidizes NADPH (reduced nicotinamide-adenine dinucleotide phosphate) and, in the process, reduces oxygen to superoxide anion ([image: image]). In neutrophils, this oxidative reaction is triggered by activating signals and accompanies phagocytosis, and is called the respiratory burst. Phagocyte oxidase is an enzyme complex consisting of at least seven proteins. In resting neutrophils, different components of the enzyme are located in the plasma membrane and the cytoplasm. In response to activating stimuli, the cytosolic protein components translocate to the phagosomal membrane, where they assemble and form the functional enzyme complex. Thus, the ROS are produced within the lysosome and phagolysosome, where they can act on ingested particles without damaging the host cell. [image: image] is then converted into hydrogen peroxide (H2O2), mostly by spontaneous dismutation. H2O2 is not able to efficiently kill microbes by itself. However, the azurophilic granules of neutrophils contain the enzyme myeloperoxidase (MPO), which, in the presence of a halide such as Cl−, converts H2O2 to hypochlorite ([image: image], the active ingredient in household bleach). The latter is a potent antimicrobial agent that destroys microbes by halogenation (in which the halide is bound covalently to cellular constituents) or by oxidation of proteins and lipids (lipid peroxidation). The H2O2-MPO-halide system is the most efficient bactericidal system of neutrophils. Nevertheless, inherited deficiency of MPO by itself leads to minimal increase in susceptibility to infection, emphasizing the redundancy of microbicidal mechanisms in leukocytes. H2O2 is also converted to hydroxyl radical (−OH), another powerful destructive agent. As discussed in Chapter 2, these oxygen-derived free radicals bind to and modify cellular lipids, proteins, and nucleic acids, and thus destroy cells such as microbes.

Oxygen-derived radicals may be released extracellularly from leukocytes after exposure to microbes, chemokines, and antigen-antibody complexes, or following a phagocytic challenge. These ROS are implicated in tissue damage accompanying inflammation.

Serum, tissue fluids, and host cells possess antioxidant mechanisms that protect against these potentially harmful oxygen-derived radicals. These antioxidants are discussed in Chapter 2; they include (1) the enzyme superoxide dismutase, which is found in or can be activated in a variety of cell types; (2) the enzyme catalase, which detoxifies H2O2; (3) glutathione peroxidase, another powerful H2O2 detoxifier; (4) the copper-containing serum protein ceruloplasmin; and (5) the iron-free fraction of serum transferrin. Thus, the influence of oxygen-derived free radicals in any given inflammatory reaction depends on the balance between production and inactivation of these metabolites by cells and tissues.




Nitric Oxide.

NO, a soluble gas produced from arginine by the action of nitric oxide synthase (NOS), also participates in microbial killing. There are three different types of NOS: endothelial (eNOS), neuronal (nNOS), and inducible (iNOS). eNOS and nNOS are constitutively expressed at low levels and the NO they generate functions to maintain vascular tone and as a neurotransmitter, respectively. iNOS, the type that is involved in microbial killing, is induced when macrophages and neutrophils are activated by cytokines (e.g., IFN-γ) or microbial products. In macrophages, NO reacts with superoxide ([image: image]) to generate the highly reactive free radical peroxynitrite (ONOO−). These nitrogen-derived free radicals, similar to ROS, attack and damage the lipids, proteins, and nucleic acids of microbes and host cells (Chapter 2). Reactive oxygen and nitrogen species have overlapping actions, as shown by the observation that knockout mice lacking either phagocyte oxidase or iNOS are only mildly susceptible to infections but mice lacking both succumb rapidly to disseminated infections by normally harmless commensal bacteria.

In addition to its role as a microbicidal substance, NO relaxes vascular smooth muscle and promotes vasodilation. It is not clear if this action of NO plays an important role in the vascular reactions of acute inflammation.




Lysosomal Enzymes and Other Lysosomal Proteins.

Neutrophils and monocytes contain lysosomal granules that contribute to microbial killing and, when released, may contribute to tissue damage. Neutrophils have two main types of granules. The smaller specific (or secondary) granules contain lysozyme, collagenase, gelatinase, lactoferrin, plasminogen activator, histaminase, and alkaline phosphatase. The larger azurophil (or primary) granules contain myeloperoxidase, bactericidal factors (lysozyme, defensins), acid hydrolases, and a variety of neutral proteases (elastase, cathepsin G, nonspecific collagenases, proteinase 3). Both types of granules can fuse with phagocytic vacuoles containing engulfed material, or the granule contents can be released into the extracellular space.

Different granule enzymes serve different functions. Acid proteases degrade bacteria and debris within the phagolysosomes, which are acidified by membrane-bound proton pumps. Neutral proteases are capable of degrading various extracellular components, such as collagen, basement membrane, fibrin, elastin, and cartilage, resulting in the tissue destruction that accompanies inflammatory processes. Neutral proteases can also cleave C3 and C5 complement proteins directly, yielding anaphylatoxins, and release a kinin-like peptide from kininogen. Neutrophil elastase has been shown to degrade virulence factors of bacteria and thus combat bacterial infections. Macrophages also contain acid hydrolases, collagenase, elastase, phospholipase, and plasminogen activator.

Because of the destructive effects of lysosomal enzymes, the initial leukocytic infiltration, if unchecked, can potentiate further inflammation by damaging tissues. These harmful proteases, however, are normally controlled by a system of antiproteases in the serum and tissue fluids. Foremost among these is α1-antitrypsin, which is the major inhibitor of neutrophil elastase. A deficiency of these inhibitors may lead to sustained action of leukocyte proteases, as is the case in patients with α1-antitrypsin deficiency (Chapter 15). α2-Macroglobulin is another antiprotease found in serum and various secretions.

Other microbicidal granule contents include defensins, cationic arginine-rich granule peptides that are toxic to microbes; cathelicidins, antimicrobial proteins found in neutrophils and other cells; lysozyme, which hydrolyzes the muramic acid-N-acetylglucosamine bond, found in the glycopeptide coat of all bacteria; lactoferrin, an iron-binding protein present in specific granules; and major basic protein, a cationic protein of eosinophils, which has limited bactericidal activity but is cytotoxic to many parasites.










Neutrophil Extracellular Traps

Neutrophil extracellular traps (NETs) are extracellular fibrillar networks that provide a high concentration of antimicrobial substances at sites of infection and prevent the spread of the microbes by trapping them in the fibrils. They are produced by neutrophils in response to infectious pathogens (mainly bacteria and fungi) and inflammatory mediators (e.g., chemokines, cytokines [mainly interferons], complement proteins, and ROS). The extracellular traps consist of a viscous meshwork of nuclear chromatin that binds and concentrates granule proteins such as antimicrobial peptides and enzymes (Fig. 3-9). In the process of NET formation, the nuclei of the neutrophils are lost, leading to death of the cells. NETs have also been detected in the blood during sepsis, and it is believed that their formation in the circulation is dependent on platelet activation. The nuclear chromatin in the NETs, which includes histones and associated DNA, has been postulated to be a source of nuclear antigens in systemic autoimmune diseases, particularly lupus, in which individuals react against their own DNA and nucleoproteins (Chapter 6).
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Figure 3-9 Neutrophil extracellular traps (NETs). A, Healthy neutrophils with nuclei stained red and cytoplasm green. B, Release of nuclear material from neutrophils (note that two have lost their nuclei), forming extracellular traps. C, An electron micrograph of bacteria (staphylococci) trapped in NETs. (From Brinkmann V, Zychlinsky A. Beneficial suicide: why neutrophils die to make NETs. Nat Rev Microbiol 2007;5:577, with permission.)








Leukocyte-Mediated Tissue Injury

Leukocytes are important causes of injury to normal cells and tissues under several circumstances:


• As part of a normal defense reaction against infectious microbes, when adjacent tissues suffer collateral damage. In some infections that are difficult to eradicate, such as tuberculosis and certain viral diseases, the prolonged host response contributes more to the pathology than does the microbe itself.

• When the inflammatory response is inappropriately directed against host tissues, as in certain autoimmune diseases.

• When the host reacts excessively against usually harmless environmental substances, as in allergic diseases, including asthma.



In all these situations, the mechanisms by which leukocytes damage normal tissues are the same as the mechanisms involved in antimicrobial defense, because once the leukocytes are activated, their effector mechanisms do not distinguish between offender and host. During activation and phagocytosis, neutrophils and macrophages produce microbicidal substances (ROS, NO, and lysosomal enzymes) within the phagolysosome; these substances are also released into the extracellular space. These released substances are capable of damaging normal cells and vascular endothelium, and may thus amplify the effects of the initial injurious agent. If unchecked or inappropriately directed against host tissues, the leukocyte infiltrate itself becomes the offender, and indeed leukocyte-dependent tissue injury underlies many acute and chronic human diseases (Table 3-1). This fact becomes evident in the discussion of specific disorders throughout the book.

The contents of lysosomal granules are secreted by leukocytes into the extracellular milieu by several mechanisms. Controlled secretion of granule contents is a normal response of activated leukocytes. If phagocytes encounter materials that cannot be easily ingested, such as immune complexes deposited on immovable flat surfaces (e.g., glomerular basement membrane), the inability of the leukocytes to surround and ingest these substances (frustrated phagocytosis) triggers strong activation, and the release of large amounts of lysosomal enzymes into the extracellular environment. Some phagocytosed substances, such as urate crystals, may damage the membrane of the phagolysosome and also lead to the release of lysosomal granule contents.




Other Functional Responses of Activated Leukocytes

In addition to eliminating microbes and dead cells, activated leukocytes play several other roles in host defense. Importantly, these cells, especially macrophages, produce cytokines that can either amplify or limit inflammatory reactions, growth factors that stimulate the proliferation of endothelial cells and fibroblasts and the synthesis of collagen, and enzymes that remodel connective tissues. Because of these activities, macrophages are also critical cells of chronic inflammation and tissue repair, after the inflammation has subsided. These functions of macrophages are discussed later in the chapter.

In this discussion of acute inflammation, we emphasize the importance of neutrophils and macrophages. However, it has recently become clear that some T lymphocytes, which are cells of adaptive immunity, also contribute to acute inflammation. The most important of these cells are those that produce the cytokine IL-17 (so-called TH17 cells), which are discussed in more detail in Chapter 6. IL-17 induces the secretion of chemokines that recruit other leukocytes. In the absence of effective TH17 responses, individuals are susceptible to fungal and bacterial infections, and the skin abscesses that develop are “cold abscesses,” lacking the classic features of acute inflammation, such as warmth and redness.







Termination of the Acute Inflammatory Response

Such a powerful system of host defense, with its inherent capacity to cause tissue injury, needs tight controls to minimize damage. In part, inflammation declines after the offending agents are removed simply because the mediators of inflammation are produced in rapid bursts, only as long as the stimulus persists, have short half-lives, and are degraded after their release. Neutrophils also have short half-lives in tissues and die by apoptosis within a few hours after leaving the blood. In addition, as inflammation develops, the process itself triggers a variety of stop signals that actively terminate the reaction. These active termination mechanisms include a switch in the type of arachidonic acid metabolite produced, from proinflammatory leukotrienes to antiinflammatory lipoxins (described later), and the liberation of antiinflammatory cytokines, including transforming growth factor-β (TGF-β) and IL-10, from macrophages and other cells. Other control mechanisms that have been demonstrated experimentally include neural impulses (cholinergic discharge) that inhibit the production of TNF in macrophages.


[image: image] Key Concepts


Leukocyte Activation and Removal of Offending Agents


▪ Leukocytes can eliminate microbes and dead cells by phagocytosis, followed by their destruction in phagolysosomes.

▪ Destruction is caused by free radicals (ROS, NO) generated in activated leukocytes and lysosomal enzymes.

▪ Neutrophils can extrude their nuclear contents to form extracellular nets that trap and destroy microbes.

▪ Enzymes and ROS may be released into the extracellular environment.

▪ The mechanisms that function to eliminate microbes and dead cells (the physiologic role of inflammation) are also capable of damaging normal tissues (the pathologic consequences of inflammation).

▪ Antiinflammatory mediators terminate the acute inflammatory reaction when it is no longer needed.












Mediators of Inflammation

The mediators of inflammation are the substances that initiate and regulate inflammatory reactions. Many mediators have been identified and targeted therapeutically to limit inflammation. In this discussion, we review their shared properties and the general principles of their production and actions.


• The most important mediators of acute inflammation are vasoactive amines, lipid products (prostaglandins and leukotrienes), cytokines (including chemokines), and products of complement activation (Table 3-4). These mediators induce various components of the inflammatory response typically by distinct mechanisms, which is why inhibiting each has been therapeutically beneficial. However, there is also some overlap (redundancy) in the actions of the mediators.


Table 3-4

Principal Mediators of Inflammation



	Mediator
	Source
	Action




	Histamine
	Mast cells, basophils, platelets
	Vasodilation, increased vascular permeability, endothelial activation



	Prostaglandins
	Mast cells, leukocytes
	Vasodilation, pain, fever



	Leukotrienes
	Mast cells, leukocytes
	Increased vascular permeability, chemotaxis, leukocyte adhesion, and activation



	Cytokines (TNF, IL-1, IL-6)
	Macrophages, endothelial cells, mast cells
	Local: endothelial activation (expression of adhesion molecules). Systemic: fever, metabolic abnormalities, hypotension (shock)



	Chemokines
	Leukocytes, activated macrophages
	Chemotaxis, leukocyte activation



	Platelet-activating factor
	Leukocytes, mast cells
	Vasodilation, increased vascular permeability, leukocyte adhesion, chemotaxis, degranulation, oxidative burst



	Complement
	Plasma (produced in liver)
	Leukocyte chemotaxis and activation, direct target killing (membrane attack complex), vasodilation (mast cell stimulation)



	Kinins
	Plasma (produced in liver)
	Increased vascular permeability, smooth muscle contraction, vasodilation, pain







• Mediators are either secreted by cells or generated from plasma proteins. Cell-derived mediators are normally sequestered in intracellular granules and can be rapidly secreted by granule exocytosis (e.g., histamine in mast cell granules) or are synthesized de novo (e.g., prostaglandins and leukotrienes, cytokines) in response to a stimulus. The major cell types that produce mediators of acute inflammation are the sentinels that detect invaders and damage in tissues, that is, macrophages, dendritic cells, and mast cells, but platelets, neutrophils, endothelial cells, and most epithelia can also be induced to elaborate some of the mediators. Plasma-derived mediators (e.g., complement proteins) are produced mainly in the liver and are present in the circulation as inactive precursors that must be activated, usually by a series of proteolytic cleavages, to acquire their biologic properties.

• Active mediators are produced only in response to various stimuli. These stimuli include microbial products and substances released from necrotic cells. Some of the stimuli trigger well-defined receptors and signaling pathways, described earlier, but we still do not know how other stimuli induce the secretion of mediators (e.g., from mast cells in response to cell injury or mechanical irritation). The usual requirement for microbes or dead tissues as the initiating stimulus ensures that inflammation is normally triggered only when and where it is needed.

• Most of the mediators are short-lived. They quickly decay, or are inactivated by enzymes, or they are otherwise scavenged or inhibited. There is thus a system of checks and balances that regulates mediator actions. These built-in control mechanisms are discussed with each class of mediator.

• One mediator can stimulate the release of other mediators. For instance, products of complement activation stimulate the release of histamine, and the cytokine TNF acts on endothelial cells to stimulate the production of another cytokine, IL-1, and many chemokines. The secondary mediators may have the same actions as the initial mediators but may also have different and even opposing activities. Such cascades provide mechanisms for amplifying—or, in certain instances, counteracting—the initial action of a mediator.



We next discuss the more important mediators of acute inflammation, focusing on their mechanisms of action and roles in acute inflammation.


Vasoactive Amines: Histamine and Serotonin

The two major vasoactive amines, so named because they have important actions on blood vessels, are histamine and serotonin. They are stored as preformed molecules in cells and are therefore among the first mediators to be released during inflammation. The richest sources of histamine are the mast cells that are normally present in the connective tissue adjacent to blood vessels. It is also found in blood basophils and platelets. Histamine is stored in mast cell granules and is released by mast cell degranulation in response to a variety of stimuli, including (1) physical injury, such as trauma, cold, or heat, by unknown mechanisms; (2) binding of antibodies to mast cells, which underlies immediate hypersensitivity (allergic) reactions (Chapter 6); and (3) products of complement called anaphylatoxins (C3a and C5a), described later. Antibodies and complement products bind to specific receptors on mast cells and trigger signaling pathways that induce rapid degranulation. In addition, leukocytes are thought to secrete some histamine-releasing proteins but these have not been characterized. Neuropeptides (e.g., substance P) and cytokines (IL-1, IL-8) may also trigger release of histamine.

Histamine causes dilation of arterioles and increases the permeability of venules. Histamine is considered to be the principal mediator of the immediate transient phase of increased vascular permeability, producing interendothelial gaps in venules, as discussed earlier. Its vasoactive effects are mediated mainly via binding to receptors, called H1 receptors, on microvascular endothelial cells. The antihistamine drugs that are commonly used to treat some inflammatory reactions, such as allergies, are H1 receptor antagonists that bind to and block the receptor. Histamine also causes contraction of some smooth muscles.

Serotonin (5-hydroxytryptamine) is a preformed vasoactive mediator present in platelets and certain neuroendocrine cells, such as in the gastrointestinal tract, and in mast cells in rodents but not humans. Its primary function is as a neurotransmitter in the gastrointestinal tract. It is also a vasoconstrictor, but the importance of this action in inflammation is unclear.




Arachidonic Acid Metabolites

The lipid mediators prostaglandins and leukotrienes are produced from arachidonic acid (AA) present in membrane phospholipids, and stimulate vascular and cellular reactions in acute inflammation. AA is a 20-carbon polyunsaturated fatty acid (5,8,11,14-eicosatetraenoic acid) that is derived from dietary sources or by conversion from the essential fatty acid linoleic acid. It does not occur free in the cell but is normally esterified in membrane phos­pholipids. Mechanical, chemical, and physical stimuli or other mediators (e.g., C5a) release AA from membrane phospholipids through the action of cellular phospholipases, mainly phospholipase A2. The biochemical signals involved in the activation of phospholipase A2 include an increase in cytoplasmic Ca2+ and activation of various kinases in response to external stimuli. AA-derived mediators, also called eicosanoids (because they are derived from 20-carbon fatty acids; Greek eicosa = 20), are synthesized by two major classes of enzymes: cyclooxygenases (which generate prostaglandins) and lipoxygenases (which produce leukotrienes and lipoxins) (Fig. 3-10). Eicosanoids bind to G protein-coupled receptors on many cell types and can mediate virtually every step of inflammation (Table 3-5).
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Figure 3-10 Production of arachidonic acid metabolites and their roles in inflammation. Note the enzymatic activities whose inhibition through pharmacologic intervention blocks major pathways (denoted with a red X). COX-1, COX-2, Cyclooxygenase 1 and 2; HETE, hydroxyeicosatetraenoic acid; HPETE, hydroperoxyeicosatetraenoic acid.






Table 3-5

Principal Actions of Arachidonic Acid Metabolites in Inflammation



	Action
	Eicosanoid




	Vasodilation
	Prostaglandins PGI2 (prostacyclin), PGE1, PGE2, PGD2




	Vasoconstriction
	Thromboxane A2, leukotrienes C4, D4, E4




	Increased vascular permeability
	Leukotrienes C4, D4, E4




	Chemotaxis, leukocyte adhesion
	Leukotrienes B4, HETE





HETE, Hydroxyeicosatetraenoic acid.





Prostaglandins

Prostaglandins (PGs) are produced by mast cells, macrophages, endothelial cells, and many other cell types, and are involved in the vascular and systemic reactions of inflammation. They are generated by the actions of two cyclooxgenases, called COX-1 and COX-2. COX-1 is produced in response to inflammatory stimuli and is also constitutively expressed in most tissues, where it may serve a homeostatic function (e.g., fluid and electrolyte balance in the kidneys, cytoprotection in the gastrointestinal tract). In contrast, COX-2 is induced by inflammatory stimuli and thus generates the prostaglandins that are involved in inflammatory reactions, but it is low or absent in most normal tissues.

Prostaglandins are divided into series based on structural features as coded by a letter (PGD, PGE, PGF, PGG, and PGH) and a subscript numeral (e.g., 1, 2), which indicates the number of double bonds in the compound. The most important ones in inflammation are PGE2, PGD2, PGF2a, PGI2 (prostacyclin), and TxA2 (thromboxane A2), each of which is derived by the action of a specific enzyme on an intermediate in the pathway. Some of these enzymes have restricted tissue distribution. For example, platelets contain the enzyme thromboxane synthase, and hence TxA2 is the major product in these cells. TxA2, a potent platelet-aggregating agent and vasoconstrictor, is itself unstable and rapidly converted to its inactive form TxB2. Vascular endothelium lacks thromboxane synthase but possesses prostacyclin synthase, which is responsible for the formation of prostacyclin (PGI2) and its stable end product PGF1a. Prostacyclin is a vasodilator and a potent inhibitor of platelet aggregation, and also markedly potentiates the permeability-increasing and chemotactic effects of other mediators. A thromboxane-prostacyclin imbalance has been implicated as an early event in thrombus formation in coronary and cerebral blood vessels. PGD2 is the major prostaglandin made by mast cells; along with PGE2 (which is more widely distributed), it causes vasodilation and increases the permeability of postcapillary venules, thus potentiating edema formation. PGF2a stimulates the contraction of uterine and bronchial smooth muscle and small arterioles, and PGD2 is a chemoattractant for neutrophils.

In addition to their local effects, the prostaglandins are involved in the pathogenesis of pain and fever in inflammation. PGE2 is hyperalgesic and makes the skin hypersensitive to painful stimuli, such as intradermal injection of suboptimal concentrations of histamine and bradykinin. It is involved in cytokine-induced fever during infections (described later).




Leukotrienes

Leukotrienes are produced by leukocytes and mast cells by the action of lipoxygenase and are involved in vascular and smooth muscle reactions and leukocyte recruitment. There are three different lipoxygenases, 5-lipoxygenase being the predominant one in neutrophils. This enzyme converts AA to 5-hydroxyeicosatetraenoic acid, which is chemotactic for neutrophils, and is the precursor of the leukotrienes. LTB4 is a potent chemotactic agent and activator of neutrophils, causing aggregation and adhesion of the cells to venular endothelium, gen­eration of ROS, and release of lysosomal enzymes. The cysteinyl-containing leukotrienes LTC4, LTD4, and LTE4 cause intense vasoconstriction, bronchospasm (important in asthma), and increased perme­ability of venules. Leukotrienes are more potent than is histamine in increasing vascular permeability and causing bronchospasm.




Lipoxins

Lipoxins are also generated from AA by the lipoxygenase pathway, but unlike prostaglandins and leukotrienes, the lipoxins suppress inflammation by inhibiting the recruitment of leukocytes. They inhibit neutrophil chemotaxis and adhesion to endothelium. They are also unusual in that two cell populations are required for the trans­cellular biosynthesis of these mediators. Leukocytes, par­ticularly neutrophils, produce intermediates in lipoxin synthesis, and these are converted to lipoxins by platelets interacting with the leukocytes.




Pharmacologic Inhibitors of Prostaglandins and Leukotrienes

The importance of eicosanoids in inflammation has driven attempts to develop drugs that inhibit their production or actions and thus suppress inflammation. These anti-inflammatory drugs include the following.


• Cyclooxygenase inhibitors include aspirin and other nonsteroidal anti-inflammatory drugs (NSAIDs), such as ibuprofen. They inhibit both COX-1 and COX-2 and thus inhibit prostaglandin synthesis (hence their efficacy in treating pain and fever); aspirin does this by irreversibly acetylating and inactivating cyclooxygenases. Selective COX-2 inhibitors are a newer class of these drugs; they are 200-300 fold more potent in blocking COX-2 than COX-1. There has been great interest in COX-2 as a therapeutic target because of the possibility that COX-1 is responsible for the production of prosta­glandins that are involved in both inflammation and homeostatic functions (e.g., fluid and electrolyte balance in the kidneys, cytoprotection in the gastrointestinal tract), whereas COX-2 generates prostaglandins that are involved only in inflammatory reactions. If this idea is correct, the selective COX-2 inhibitors should be anti-inflammatory without having the toxicities of the nonselective inhibitors, such as gastric ulceration. However, these distinctions are not absolute, as COX-2 also seems to play a role in normal homeostasis. Furthermore, selective COX-2 inhibitors may increase the risk of cardiovascular and cerebrovascular events, possibly because they impair endothelial cell production of prostacyclin (PGI2), a vasodilator and inhibitor of platelet aggregation, but leave intact the COX-1-mediated production by platelets of thromboxane A2 (TxA2), an important mediator of platelet aggregation and vasoconstriction. Thus, selective COX-2 inhibition may tilt the balance towards thromboxane and promote vascular thrombosis, especially in individuals with other factors that increase the risk of thrombosis. Nevertheless, these drugs are still used in individuals who do not have risk factors for cardiovascular disease when their benefits outweigh their risks.

• Lipoxygenase inhibitors. 5-lipoxygenase is not affected by NSAIDs, and many new inhibitors of this enzyme pathway have been developed. Pharmacologic agents that inhibit leukotriene production (e.g., Zileuton) are useful in the treatment of asthma.

• Corticosteroids are broad-spectrum antiinflammatory agents that reduce the transcription of genes encoding COX-2, phospholipase A2, proinflammatory cytokines (e.g., IL-1 and TNF), and iNOS.

• Leukotriene receptor antagonists block leukotriene receptors and prevent the actions of the leukotrienes. These drugs (e.g., Montelukast) are useful in the treatment of asthma.

• Another approach to manipulating inflammatory re­sponses has been to modify the intake and content of dietary lipids by increasing the consumption of fish oil. The proposed explanation for the effectiveness of this approach is that the polyunsaturated fatty acids in fish oil are poor substrates for conversion to active metabolites by the cyclooxygenase and lipoxygenase pathways but are better substrates for the production of antiinflammatory lipid products.









Cytokines and Chemokines

Cytokines are proteins produced by many cell types (principally activated lymphocytes, macrophages, and dendritic cells, but also endothelial, epithelial, and connective tissue cells) that mediate and regulate immune and inflammatory reactions. By convention, growth factors that act on epithelial and mesenchymal cells are not grouped under cytokines. The general properties and functions of cytokines are discussed in Chapter 6. Here the cytokines involved in acute inflammation are reviewed (Table 3-6).


Table 3-6

Cytokines in Inflammation



	Cytokine
	Principal Sources
	Principal Actions in Inflammation



	In Acute Inflammation


	TNF
	Macrophages, mast cells, T lymphocytes
	Stimulates expression of endothelial adhesion molecules and secretion of other cytokines; systemic effects



	IL-1
	Macrophages, endothelial cells, some epithelial cells
	Similar to TNF; greater role in fever



	IL-6
	Macrophages, other cells
	Systemic effects (acute phase response)



	Chemokines
	Macrophages, endothelial cells, T lymphocytes, mast cells, other cell types
	Recruitment of leukocytes to sites of inflammation; migration of cells in normal tissues



	IL-17
	T lymphocytes
	Recruitment of neutrophils and monocytes


	In Chronic Inflammation


	IL-12
	Dendritic cells, macrophages
	Increased production of IFN-γ



	IFN-γ
	T lymphocytes, NK cells
	Activation of macrophages (increased ability to kill microbes and tumor cells)



	IL-17
	T lymphocytes
	Recruitment of neutrophils and monocytes
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IFN-γ, Interferon-γ; IL-1, interleukin-1; NK cells, natural killer cells; TNF, tumor necrosis factor.

The most important cytokines involved in inflammatory reactions are listed. Many other cytokines may play lesser roles in inflammation. There is also considerable overlap between the cytokines involved in acute and chronic inflammation. Specifically, all the cytokines listed under acute inflammation may also contribute to chronic inflammatory reactions.





Tumor Necrosis Factor (TNF) and Interleukin-1 (IL-1)

TNF and IL-1 serve critical roles in leukocyte recruitment by promoting adhesion of leukocytes to endothelium and their migration through vessels. These cytokines are produced mainly by activated macrophages and dendritic cells; TNF is also produced by T lymphocytes and mast cells, and IL-1 is produced by some epithelial cells as well. The secretion of TNF and IL-1 can be stimulated by microbial products, immune complexes, foreign bodies, physical injury, and a variety of other inflammatory stimuli. The production of TNF is induced by signals through TLRs and other microbial sensors, and the synthesis of IL-1 is stimulated by the same signals but the generation of the biologically active form of this cytokine is dependent on the inflammasome, described earlier.

The actions of TNF and IL-1 contribute to the local and systemic reactions of inflammation (Fig. 3-11). The most important roles of these cytokines in inflammation are the following.


• Endothelial activation. Both TNF and IL-1 act on endothelium to induce a spectrum of changes referred to as endothelial activation. These changes include increased expression of endothelial adhesion molecules, mostly E- and P-selectins and ligands for leukocyte integrins; increased production of various mediators, including other cytokines and chemokines, growth factors, and eicosanoids; and increased procoagulant activity of the endothelium.

• Activation of leukocytes and other cells. TNF augments responses of neutrophils to other stimuli such as bacterial endotoxin and stimulates the microbicidal activity of macrophages, in part by inducing production of NO. IL-1 activates fibroblasts to synthesize collagen and stimulates proliferation of synovial and other mesenchymal cells. IL-1 also stimulates TH17 responses, which in turn induce acute inflammation.

• Systemic acute-phase response. IL-1 and TNF (as well as IL-6) induce the systemic acute-phase responses associated with infection or injury, including fever (described later in the chapter). They are also implicated in the syndrome of sepsis, resulting from disseminated bacterial infection. TNF regulates energy balance by promoting lipid and protein mobilization and by suppressing appetite. Therefore, sustained production of TNF contributes to cachexia, a pathologic state characterized by weight loss and anorexia that accompanies some chronic infections and neoplastic diseases.
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Figure 3-11 Major roles of cytokines in acute inflammation. PDGF, Platelet-derived growth factor; PGE, prostaglandin E; PGI, prostaglandin I.





TNF antagonists have been remarkably effective in the treatment of chronic inflammatory diseases, particularly rheumatoid arthritis and also psoriasis and some types of inflammatory bowel disease. One of the complications of this therapy is that patients become susceptible to mycobacterial infection, reflecting the reduced ability of macrophages to kill intracellular microbes. Although many of the actions of TNF and IL-1 seem overlapping, IL-1 antagonists are not as effective, for reasons that remain obscure. Also, blocking either cytokine has no effect on the outcome of sepsis, perhaps because other cytokines contribute to this serious systemic inflammatory reaction.




Chemokines

Chemokines are a family of small (8 to 10 kD) proteins that act primarily as chemoattractants for specific types of leukocytes. About 40 different chemokines and 20 different receptors for chemokines have been identified. They are classified into four major groups, according to the arrangement of cysteine (C) residues in the proteins:


• C-X-C chemokines have one amino acid residue separating the first two of the four conserved cysteine residues. These chemokines act primarily on neutrophils. IL-8 is typical of this group. It is secreted by activated macrophages, endothelial cells, and other cell types, and causes activation and chemotaxis of neutrophils, with limited activity on monocytes and eosinophils. Its most important inducers are microbial products and other cytokines, mainly IL-1 and TNF.

• C-C chemokines have the first two conserved cysteine residues adjacent. The C-C chemokines, which include monocyte chemoattractant protein (MCP-1), eotaxin, macrophage inflammatory protein-1α (MIP-1α), and RANTES (regulated and normal T-cell expressed and secreted), generally attract monocytes, eosinophils, basophils and lymphocytes, but are not as potent chemoattractants for neutrophils. Although most of the chemokines in this class have overlapping actions, eotaxin selectively recruits eosinophils.

• C chemokines lack the first and third of the four conserved cysteines. The C chemokines (e.g., lymphotactin) are relatively specific for lymphocytes.

• CX3C chemokines contain three amino acids between the two cysteines. The only known member of this class is called fractalkine. This chemokine exists in two forms: a cell surface-bound protein induced on endothelial cells by inflammatory cytokines that promotes strong adhesion of monocytes and T cells, and a soluble form, derived by proteolysis of the membrane-bound protein, that has potent chemoattractant activity for the same cells.



Chemokines mediate their activities by binding to seven-transmembrane G protein–coupled receptors. These receptors (called CXCR or CCR, for C-X-C or C-C chemokine receptors) usually exhibit overlapping ligand specificities, and leukocytes generally express more than one receptor type. As discussed in Chapter 6, certain chemokine receptors (CXCR-4, CCR-5) act as coreceptors for a viral envelope glycoprotein of human immunodeficiency virus (HIV), the cause of AIDS, and are thus involved in binding and entry of the virus into cells.

Chemokines may be displayed at high concentrations attached to proteoglycans on the surface of endothelial cells and in the extracellular matrix. They have two main functions:


• In acute inflammation. Inflammatory chemokines are the ones whose production is induced by microbes and other stimuli. These chemokines stimulate leukocyte attachment to endothelium by acting on leukocytes to increase the affinity of integrins, and they stimulate migration (chemotaxis) of leukocytes in tissues to the site of infection or tissue damage.

• Maintenance of tissue architecture. Some chemokines are produced constitutively in tissues and are sometimes called homeostatic chemokines. These organize various cell types in different anatomic regions of the tissues, such as T and B lymphocytes in discrete areas of the spleen and lymph nodes (Chapter 6).



Although the role of chemokines in inflammation is well established, it has proved difficult to develop antagonists that block the activities of these proteins.




Other Cytokines in Acute Inflammation

The list of cytokines implicated in inflammation is huge and constantly growing. In addition to the ones described earlier, two that have received considerable recent interest are IL-6, made by macrophages and other cells, which is involved in local and systemic reactions, and IL-17, produced mainly by T lymphocytes, which promotes neutrophil recruitment. Antagonists against both are approved or have shown impressive efficacy in the treatment of inflammatory diseases. Type I interferons, whose normal function is to inhibit viral replication, contribute to some of the systemic manifestations of inflammation. Cytokines also play key roles in chronic inflammation; these are described later in the chapter.







Complement System

The complement system is a collection of soluble proteins and membrane receptors that function mainly in host defense against microbes and in pathologic inflammatory reactions. The system consists of more than 20 proteins, some of which are numbered C1 through C9. This system functions in both innate and adaptive immunity for defense against microbial pathogens. In the process of complement activation, several cleavage products of complement proteins are elaborated that cause increased vascular permeability, chemotaxis, and opsonization. The activation and functions of complement are outlined in Figure 3-12.
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Figure 3-12 The activation and functions of the complement system. Activation of complement by different pathways leads to cleavage of C3. The functions of the complement system are mediated by breakdown products of C3 and other complement proteins, and by the membrane attack complex (MAC).





Complement proteins are present in inactive forms in the plasma, and many of them are activated to become proteolytic enzymes that degrade other complement proteins, thus forming an enzymatic cascade capable of tremendous amplification. The critical step in complement activation is the proteolysis of the third (and most abundant) component, C3. Cleavage of C3 can occur by one of three pathways:


• The classical pathway, which is triggered by fixation of C1 to antibody (IgM or IgG) that has combined with antigen

• The alternative pathway, which can be triggered by microbial surface molecules (e.g., endotoxin, or LPS), complex polysaccharides, cobra venom, and other substances, in the absence of antibody

• The lectin pathway, in which plasma mannose-binding lectin binds to carbohydrates on microbes and directly activates C1.



All three pathways of complement activation lead to the formation of an active enzyme called the C3 convertase, which splits C3 into two functionally distinct fragments, C3a and C3b. C3a is released, and C3b becomes covalently attached to the cell or molecule where complement is being activated. More C3b then binds to the previously generated fragments to form C5 convertase, which cleaves C5 to release C5a and leave C5b attached to the cell surface. C5b binds the late components (C6-C9), culminating in the formation of the membrane attack complex (MAC, composed of multiple C9 molecules).

The complement system has three main functions (Fig. 3-12):


• Inflammation. C3a, C5a, and, to a lesser extent, C4a are cleavage products of the corresponding complement components that stimulate histamine release from mast cells and thereby increase vascular permeability and cause vasodilation. They are called anaphylatoxins because they have effects similar to those of mast cell mediators that are involved in the reaction called anaphylaxis (Chapter 6). C5a is also a chemotactic agent for neutrophils, monocytes, eosinophils, and basophils. In addition, C5a activates the lipoxygenase pathway of AA metabolism in neutrophils and monocytes, causing further release of inflammatory mediators.

• Opsonization and phagocytosis. C3b and its cleavage product iC3b (inactive C3b), when fixed to a microbial cell wall, act as opsonins and promote phagocytosis by neutrophils and macrophages, which bear cell surface receptors for the complement fragments.

• Cell lysis. The deposition of the MAC on cells makes these cells permeable to water and ions and results in death (lysis) of the cells. This role of complement is important mainly for the killing of microbes with thin cell walls, such as Neisseria bacteria, and deficiency of the terminal components of complement predisposes to Neisseria infections.



The activation of complement is tightly controlled by cell-associated and circulating regulatory proteins. Different regulatory proteins inhibit the production of active complement fragments or remove fragments that deposit on cells. These regulators are expressed on normal host cells and are thus designed to prevent healthy tissues from being injured at sites of complement activation. Regulatory proteins can be overwhelmed when large amounts of complement are deposited on host cells and in tissues, as happens in autoimmune diseases, in which individuals produce complement-fixing antibodies against their own cell and tissue antigens (Chapter 6). The most important of these regulatory proteins are the following:


• C1 inhibitor (C1 INH) blocks the activation of C1, the first protein of the classical complement pathway. Inherited deficiency of this inhibitor is the cause of hereditary angioedema.

• Decay accelerating factor (DAF) and CD59 are two proteins that are linked to plasma membranes by a glycophosphatidyl (GPI) anchor. DAF prevents formation of C3 convertases and CD59 inhibits formation of the membrane attack complex. An acquired deficiency of the enzyme that creates GPI anchors leads to deficiency of these regulators and excessive complement activation and lysis of red cells (which are sensitive to complement-mediated cell lysis) in the disease called paroxysmal nocturnal hemoglobinuria (PNH) (Chapter 14).

• Other complement regulatory proteins proteolytically cleave active complement components.



The complement system contributes to disease in sev­eral ways. The activation of complement by antibodies or antigen-antibody complexes deposited on host cells and tissues is an important mechanism of cell and tissue injury (Chapter 6). Inherited deficiencies of complement proteins cause increased susceptibility to infections (Chapter 6), and, as mentioned earlier, deficiencies of regulatory proteins cause a variety of disorders, such as macular degeneration and hemolytic uremic syndrome, resulting from excessive complement activation.




Other Mediators of Inflammation


Platelet-Activating Factor (PAF)

PAF is a phospholipid-derived mediator that was discovered as a factor that caused platelet aggregation, but it is now known to have multiple inflammatory effects. A variety of cell types, including platelets themselves, basophils, mast cells, neutrophils, macrophages, and endo­thelial cells, can elaborate PAF, in both secreted and cell-bound forms. In addition to platelet aggregation, PAF causes vasoconstriction and bronchoconstriction, and at low concentrations it induces vasodilation and increased venular permeability. In the 1990s there was great interest in PAF as a mediator of inflammation, but trials of PAF antagonists in various inflammatory diseases have been disappointing.


Products of Coagulation

Studies done more than 50 years ago suggested that inhibiting coagulation reduced the inflammatory reaction to some microbes, leading to the idea that coagulation and inflammation are linked processes. This concept was supported by the discovery of protease-activated receptors (PARs), which are activated by thrombin (the protease that cleaves fibrinogen to produce fibrin, which forms the clot), and are expressed on platelets and leukocytes. It is, however, likely that the major role of the PARs is in platelet activation during clotting (Chapter 4). In fact, it is difficult to dissociate clotting and inflammation, since virtually all forms of tissue injury that lead to clotting also induce inflammation, and inflammation causes changes in endothelial cells that increase the likelihood of abnormal clotting (thrombosis, described in Chapter 4). However, whether the products of coagulation, per se, have a key role in stimulating inflammation is still not established.




Kinins

Kinins are vasoactive peptides derived from plasma proteins, called kininogens, by the action of specific proteases called kallikreins. The enzyme kallikrein cleaves a plasma glycoprotein precursor, high-molecular-weight kininogen, to produce bradykinin. Bradykinin increases vascular permeability and causes contraction of smooth muscle, dilation of blood vessels, and pain when injected into the skin. These effects are similar to those of histamine. The action of bradykinin is short-lived, because it is quickly inactivated by an enzyme called kininase. Bradykinin has been implicated as a mediator in some forms of allergic reaction, such as anaphylaxis (Chapter 6).




Neuropeptides

Neuropeptides are secreted by sensory nerves and various leukocytes, and may play a role in the initiation and regulation of inflammatory responses. These small peptides, such as substance P and neurokinin A, are produced in the central and peripheral nervous systems. Nerve fibers containing substance P are prominent in the lung and gastrointestinal tract. Substance P has many biologic functions, including the transmission of pain signals, regulation of blood pressure, stimulation of hormone secretion by endocrine cells, and increasing vascular permeability.

When Lewis discovered the role of histamine in inflammation, one mediator was thought to be enough. Now, we are wallowing in them! Yet, from this large compendium, it is likely that a few mediators are most important for the reactions of acute inflammation in vivo, and these are summarized in Table 3-7. The redundancy of the mediators and their actions ensures that this protective response remains robust and is not readily subverted.
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Actions of the Principal Mediators of Inflammation


▪ Vasoactive amines, mainly histamine: vasodilation and increased vascular permeability

▪ Arachidonic acid metabolites (prostaglandins and leukotrienes): several forms exist and are involved in vascular reactions, leukocyte chemotaxis, and other reactions of inflammation; antagonized by lipoxins

▪ Cytokines: proteins produced by many cell types; usually act at short range; mediate multiple effects, mainly in leukocyte recruitment and migration; principal ones in acute inflammation are TNF, IL-1, and chemokines

▪ Complement proteins: Activation of the complement system by microbes or antibodies leads to the generation of multiple breakdown products, which are responsible for leukocyte chemotaxis, opsonization, and phagocytosis of microbes and other particles, and cell killing

▪ Kinins: produced by proteolytic cleavage of precursors; mediate vascular reaction, pain









Table 3-7

Role of Mediators in Different Reactions of Inflammation



	Reaction of Inflammation
	Principal Mediators




	Vasodilation
	Histamine



	
	Prostaglandins



	Increased vascular permeability
	Histamine and serotonin



	
	C3a and C5a (by liberating vasoactive amines from mast cells, other cells)



	
	Leukotrienes C4, D4, E4




	Chemotaxis, leukocyte recruitment and activation
	TNF, IL-1


	Chemokines

	C3a, C5a

	Leukotriene B4



	Fever
	IL-1, TNF



	
	Prostaglandins



	Pain
	Prostaglandins



	
	Bradykinin



	Tissue damage
	Lysosomal enzymes of leukocytes



	
	Reactive oxygen species
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Morphologic Patterns of Acute Inflammation

The morphologic hallmarks of acute inflammatory reactions are dilation of small blood vessels and accu­mulation of leukocytes and fluid in the extravascular tissue. However, special morphologic patterns are often superimposed on these general features, depending on the severity of the reaction, its specific cause, and the particular tissue and site involved. The importance of recognizing the gross and microscopic patterns is that they often provide valuable clues about the underlying cause.


Serous Inflammation

Serous inflammation is marked by the exudation of cell-poor fluid into spaces created by cell injury or into body cavities lined by the peritoneum, pleura, or pericardium. Typically, the fluid in serous inflammation is not infected by destructive organisms and does not contain large numbers of leukocytes (which tend to produce purulent inflammation, described later). In body cavities the fluid may be derived from the plasma (as a result of increased vascular permeability) or from the secretions of mesothelial cells (as a result of local irritation); accumulation of fluid in these cavities is called an effusion. (Effusions also occur in noninflammatory conditions, such as reduced blood outflow in heart failure, or reduced plasma protein levels in some kidney and liver diseases.) The skin blister resulting from a burn or viral infection represents accumulation of serous fluid within or immediately beneath the damaged epidermis of the skin (Fig. 3-13).
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Figure 3-13 Serous inflammation. Low-power view of a cross-section of a skin blister showing the epidermis separated from the dermis by a focal collection of serous effusion.








Fibrinous Inflammation

With greater increase in vascular permeability, large molecules such as fibrinogen pass out of the blood, and fibrin is formed and deposited in the extracellular space. A fibrinous exudate develops when the vascular leaks are large or there is a local procoagulant stimulus (e.g., cancer cells). A fibrinous exudate is characteristic of inflammation in the lining of body cavities, such as the meninges, pericardium (Fig. 3-14A), and pleura. Histologically, fibrin appears as an eosinophilic meshwork of threads or sometimes as an amorphous coagulum (Fig. 3-14B). Fibrinous exudates may be dissolved by fibrinolysis and cleared by macrophages. If the fibrin is not removed, over time it may stimulate the ingrowth of fibroblasts and blood vessels and thus lead to scarring. Conversion of the fibrinous exudate to scar tissue (organization) within the pericardial sac leads to opaque fibrous thickening of the pericardium and epicardium in the area of exudation and, if the fibrosis is extensive, obliteration of the pericardial space.
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Figure 3-14 Fibrinous pericarditis. A, Deposits of fibrin on the pericardium. B, A pink meshwork of fibrin exudate (F) overlies the pericardial surface (P).








Purulent (Suppurative) Inflammation, Abscess

Purulent inflammation is characterized by the production of pus, an exudate consisting of neutrophils, the liquefied debris of necrotic cells, and edema fluid. The most frequent cause of purulent (also called suppurative) inflammation is infection with bacteria that cause liquefactive tissue necrosis, such as staphylococci; these pathogens are referred to as pyogenic (pus-producing) bacteria. A common example of an acute suppurative inflammation is acute appendicitis. Abscesses are localized collections of purulent inflammatory tissue caused by suppuration buried in a tissue, an organ, or a confined space. They are produced by seeding of pyogenic bacteria into a tissue (Fig. 3-15). Abscesses have a central region that appears as a mass of necrotic leukocytes and tissue cells. There is usually a zone of preserved neutrophils around this necrotic focus, and outside this region there may be vascular dilation and parenchymal and fibroblastic proliferation, indicating chronic inflammation and repair. In time the abscess may become walled off and ultimately replaced by connective tissue.
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Figure 3-15 Purulent inflammation. A, Multiple bacterial abscesses (arrows) in the lung in a case of bronchopneumonia. B, The abscess contains neutrophils and cellular debris, and is surrounded by congested blood vessels.








Ulcers

An ulcer is a local defect, or excavation, of the surface of an organ or tissue that is produced by the sloughing (shedding) of inflamed necrotic tissue (Fig. 3-16). Ulceration can occur only when tissue necrosis and resultant inflammation exist on or near a surface. It is most commonly encountered in (1) the mucosa of the mouth, stomach, intestines, or genitourinary tract, and (2) the skin and subcutaneous tissue of the lower extremities in older persons who have circulatory disturbances that predispose to extensive ischemic necrosis.
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Figure 3-16 The morphology of an ulcer. A, A chronic duodenal ulcer. B, Low-power cross-section view of a duodenal ulcer crater with an acute inflammatory exudate in the base.





Ulcerations are best exemplified by peptic ulcer of the stomach or duodenum, in which acute and chronic inflammation coexist. During the acute stage there is intense polymorphonuclear infiltration and vascular dilation in the margins of the defect. With chronicity, the margins and base of the ulcer develop fibroblastic proliferation, scarring, and the accumulation of lymphocytes, macrophages, and plasma cells.








Outcomes of Acute Inflammation

Although, as might be expected, many variables may modify the basic process of inflammation, including the nature and intensity of the injury, the site and tissue affected, and the responsiveness of the host, all acute inflammatory reactions typically have one of three outcomes (Fig. 3-17):


• Complete resolution. In a perfect world, all inflammatory reactions, once they have succeeded in eliminating the offending agent, should end with restoration of the site of acute inflammation to normal. This is called resolution and is the usual outcome when the injury is limited or short-lived or when there has been little tissue destruction and the damaged parenchymal cells can regenerate. Resolution involves removal of cellular debris and microbes by macrophages, and resorption of edema fluid by lymphatics.

• Healing by connective tissue replacement (scarring, or fibrosis). This occurs after substantial tissue destruction, when the inflammatory injury involves tissues that are incapable of regeneration, or when there is abundant fibrin exudation in tissue or in serous cavities (pleura, peritoneum) that cannot be adequately cleared. In all these situations, connective tissue grows into the area of damage or exudate, converting it into a mass of fibrous tissue, a process also called organization.

• Progression of the response to chronic inflammation (discussed later). Acute to chronic transition occurs when the acute inflammatory response cannot be resolved, as a result of either the persistence of the injurious agent or some interference with the normal process of healing.
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Figure 3-17 Outcomes of acute inflammation: resolution, healing by fibrosis, or chronic inflammation. The components of the various reactions and their functional outcomes are listed.








Summary of Acute Inflammation

Now that we have described the components, mediators, and pathologic manifestations of acute inflammatory responses, it is useful to summarize the main features of a typical response of this type. When a host encounters an injurious agent, such as an infectious microbe or dead cells, phagocytes that reside in all tissues try to eliminate these agents. At the same time, phagocytes and other host cells react to the presence of the foreign or abnormal substance by liberating cytokines, lipid messengers, and other mediators of inflammation. Some of these mediators act on small blood vessels in the vicinity and promote the efflux of plasma and the recruitment of circulating leukocytes to the site where the offending agent is located. The recruited leukocytes are activated by the injurious agent and by locally produced mediators, and the activated leukocytes try to remove the offending agent by phagocytosis. As the injurious agent is eliminated and anti-inflammatory mechanisms become active, the process subsides and the host returns to a normal state of health. If the injurious agent cannot be quickly eliminated, the result may be chronic inflammation.

The vascular and cellular reactions account for the signs and symptoms of the inflammatory response. The increased blood flow to the injured area and increased vascular permeability lead to the accumulation of extravascular fluid rich in plasma proteins, known as edema. The redness (rubor), warmth (calor), and swelling (tumor) of acute inflammation are caused by the increased blood flow and edema. Circulating leukocytes, initially predominantly neutrophils, adhere to the endothelium via adhesion molecules, traverse the endothelium, and migrate to the site of injury under the influence of chemotactic agents. Leukocytes that are activated by the offending agent and by endogenous mediators may release toxic metabolites and proteases extracellularly, causing tissue damage. During the damage, and in part as a result of the liberation of prostaglandins, neuropeptides, and cytokines, one of the local symptoms is pain (dolor).







Chronic Inflammation

Chronic inflammation is a response of prolonged duration (weeks or months) in which inflammation, tissue injury and attempts at repair coexist, in varying combinations. It may follow acute inflammation, as described earlier, or chronic inflammation may begin insidiously, as a low-grade, smoldering response without any manifestations of a preceding acute reaction.


Causes of Chronic Inflammation

Chronic inflammation arises in the following settings:


• Persistent infections by microorganisms that are difficult to eradicate, such as mycobacteria and certain viruses, fungi, and parasites. These organisms often evoke an immune reaction called delayed-type hypersensitivity (Chapter 6). The inflammatory response sometimes takes a specific pattern called a granulomatous reaction (discussed later). In other cases, an unresolved acute inflammation may evolve into chronic inflammation, as may occur in acute bacterial infection of the lung that progresses to a chronic lung abscess.

• Hypersensitivity diseases. Chronic inflammation plays an important role in a group of diseases that are caused by excessive and inappropriate activation of the immune system. Under certain conditions immune reactions develop against the individual's own tissues, leading to autoimmune diseases (Chapter 6). In these diseases, autoantigens evoke a self-perpetuating immune reaction that results in chronic tissue damage and inflammation; examples of such diseases are rheumatoid arthritis and multiple sclerosis. In other cases, chronic inflammation is the result of unregulated immune responses against microbes, as in inflammatory bowel disease. Immune responses against common environmental substances are the cause of allergic diseases, such as bronchial asthma (Chapter 6). Because these autoimmune and allergic reactions are inappropriately triggered against antigens that are normally harmless, the reactions serve no useful purpose and only cause disease. Such diseases may show morphologic patterns of mixed acute and chronic inflammation because they are characterized by repeated bouts of inflammation. Fibrosis may dominate the late stages.

• Prolonged exposure to potentially toxic agents, either exogenous or endogenous. An example of an exogenous agent is particulate silica, a nondegradable inanimate material that, when inhaled for prolonged periods, results in an inflammatory lung disease called silicosis (Chapter 15). Atherosclerosis (Chapter 11) is thought to be a chronic inflammatory process of the arterial wall induced, at least in part, by excessive production and tissue deposition of endogenous cholesterol and other lipids.

• Some forms of chronic inflammation may be important in the pathogenesis of diseases that are not conven­tionally thought of as inflammatory disorders. These include neurodegenerative diseases such as Alzheimer disease, metabolic syndrome and the associated type 2 diabetes, and certain cancers in which inflammatory reactions promote tumor development. The role of inflammation in these conditions is discussed in the relevant chapters.






Morphologic Features

In contrast to acute inflammation, which is manifested by vascular changes, edema, and predominantly neutrophilic infiltration, chronic inflammation is characterized by:


• Infiltration with mononuclear cells, which include macrophages, lymphocytes, and plasma cells (Fig. 3-18)
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Figure 3-18 A, Chronic inflammation in the lung, showing all three characteristic histologic features: (1) collection of chronic inflammatory cells (*), (2) destruction of parenchyma (normal alveoli are replaced by spaces lined by cuboidal epithelium, arrowheads), and (3) replacement by connective tissue (fibrosis, arrows). B, In contrast, in acute inflammation of the lung (acute bronchopneumonia), neutrophils fill the alveolar spaces and blood vessels are congested.





• Tissue destruction, induced by the persistent offending agent or by the inflammatory cells

• Attempts at healing by connective tissue replacement of damaged tissue, accomplished by angiogenesis (proliferation of small blood vessels) and, in particular, fibrosis



Because angiogenesis and fibrosis are also components of wound healing and repair, they are discussed later, in the context of tissue repair.




Cells and Mediators of Chronic Inflammation

The combination of leukocyte infiltration, tissue damage, and fibrosis that characterize chronic inflammation is the result of the local activation of several cell types and the production of mediators.


Role of Macrophages

The dominant cells in most chronic inflammatory reactions are macrophages, which contribute to the reaction by secreting cytokines and growth factors that act on various cells, by destroying foreign invaders and tissues, and by activating other cells, notably T lymphocytes. Macrophages are professional phagocytes that act as filters for particulate matter, microbes, and senescent cells. They also function as effector cells that eliminate microbes in cellular and humoral immune responses (Chapter 6). But they serve many other roles in inflammation and repair. Here we review the basic biology of macrophages, including their development and functional responses.

Macrophages are tissue cells derived from hematopoietic stem cells in the bone marrow and from progenitors in the embryonic yolk sac and fetal liver during early development (Fig. 3-19). Circulating cells of this lineage are known as monocytes. Macrophages are normally diffusely scattered in most connective tissues. In addition, they are found in specific locations in organs such as the liver (where they are called Kupffer cells), spleen and lymph nodes (called sinus histiocytes), central nervous system (microglial cells), and lungs (alveolar macrophages). Together these cells comprise the mononuclear phagocyte system, also known by the older (and inaccurate) name of reticuloendothelial system.
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Figure 3-19 Maturation of mononuclear phagocytes. A, In the steady state, some tissue macrophages, including microglia and alveolar macrophages, may be derived from embryonic precursors and populate the tissues. The development of macrophages from hematopoietic precursors and monocytes may be more prominent when tissue macrophages need to be increased or replenished, as after injury and during inflammation. B, The morphology of a monocyte and activated macrophage.





Committed progenitors in the bone marrow give rise to monocytes, which enter the blood, migrate into various tissues and differentiate into macrophages. This is typical of macrophages at sites of inflammation and in some tissues such as the skin and intestinal tract. The half-life of blood monocytes is about 1 day, whereas the life span of tissue macrophages is several months or years. Most tissue resident macrophages, such as microglia, Kupffer cells, alveolar macrophages and macrophages in the spleen and connective tissues, may arise from yolk sac or fetal liver very early in embryogenesis, populate the tissues, stay for long periods in the steady state, and are replenished mainly by proliferation of resident cells. As discussed earlier, in inflammatory reactions, monocytes begin to emigrate into extravascular tissues quite early, and within 48 hours they may constitute the predominant cell type. Extravasation of monocytes is governed by the same factors that are involved in neutrophil emigration, that is, adhesion molecules and chemical mediators with chemotactic and activating properties.

There are two major pathways of macrophage activation, called classical and alternative (Fig. 3-20). The stimuli that activate macrophages by these pathways, and the functions of the activated cells, are quite different.


• Classical macrophage activation may be induced by microbial products such as endotoxin, which engage TLRs and other sensors; by T cell–derived signals, importantly the cytokine IFN-γ, in immune responses; or by foreign substances including crystals and partic­ulate matter. Classically activated (also called M1) macrophages produce NO and ROS and upregulate lysosomal enzymes, all of which enhance their ability to kill ingested organisms, and secrete cytokines that stimulate inflammation. These macrophages are important in host defense against microbes and in many inflammatory reactions. As discussed earlier in the context of acute inflammation and leukocyte activation, the same activated cells are capable of injuring normal tissues.

• Alternative macrophage activation is induced by cytokines other than IFN-γ, such as IL-4 and IL-13, produced by T lymphocytes and other cells. These macrophages are not actively microbicidal and the cytokines may actually inhibit the classical activation pathway; instead, the principal function of alternatively activated (M2) macrophages is in tissue repair. They secrete growth factors that promote angiogenesis, activate fibroblasts, and stimulate collagen synthesis. It seems plausible that in response to most injurious stimuli, the first activation pathway is the classical one, designed to destroy the offending agents, and this is followed by alternative activation, which initiates tissue repair. However, such a precise sequence is not well documented in most inflammatory reactions.
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Figure 3-20 Classical and alternative macrophage activation. Different stimuli activate monocytes/macrophages to develop into functionally distinct populations. Classically activated macrophages are induced by microbial products and cytokines, particularly IFN-γ. They phagocytose and destroy microbes and dead tissues and can potentiate inflammatory reactions. Alternatively activated macrophages are induced by other cytokines and are important in tissue repair and the resolution of inflammation.





The products of activated macrophages eliminate injurious agents such as microbes and initiate the process of repair, but are also responsible for much of the tissue injury in chronic inflammation. Several functions of macrophages are central to the development and persistence of chronic inflammation and the accompanying tissue injury.


• Macrophages, like the other type of phagocyte, the neutrophils, ingest and eliminate microbes and dead tissues.

• Macrophages initiate the process of tissue repair and are involved in scar formation and fibrosis. These processes are discussed later in the chapter.

• Macrophages secrete mediators of inflammation, such as cytokines (TNF, IL-1, chemokines, and others) and eicosanoids. Thus, macrophages are central to the initiation and propagation of inflammatory reactions.

• Macrophages display antigens to T lymphocytes and respond to signals from T cells, thus setting up a feedback loop that is essential for defense against many microbes by cell-mediated immune responses. These interactions are described further in the discussion of the role of lymphocytes in chronic inflammation, below, and in more detail in Chapter 6 where cell-mediated immunity is considered.



Their impressive arsenal of mediators makes macrophages powerful allies in the body's defense against unwanted invaders, but the same weaponry can also induce considerable tissue destruction when macrophages are inappropriately or excessively activated. It is because of these activities of macrophages that tissue destruction is one of the hallmarks of chronic inflammation.

In some instances, if the irritant is eliminated, macrophages eventually disappear (either dying off or making their way into the lymphatics and lymph nodes). In others, macrophage accumulation persists, as a result of continuous recruitment from the circulation and local proliferation at the site of inflammation.




Role of Lymphocytes

Microbes and other environmental antigens activate T and B lymphocytes, which amplify and propagate chronic inflammation. Although the major function of these lymphocytes is as the mediators of adaptive immunity, which provides defense against infectious pathogens (Chapter 6), these cells are often present in chronic inflammation and when they are activated, the inflammation tends to be persistent and severe. Some of the strongest chronic inflammatory reactions, such as granulomatous inflammation, described later, are dependent on lymphocyte responses. Lymphocytes may be the dominant population in the chronic inflammation seen in autoimmune and other hypersensitivity diseases.

Antigen-stimulated (effector and memory) T and B lymphocytes use various adhesion molecule pairs (selectins, integrins and their ligands) and chemokines to migrate into inflammatory sites. Cytokines from activated macrophages, mainly TNF, IL-1, and chemokines, promote leukocyte recruitment, setting the stage for persistence of the inflammatory response.

By virtue of their ability to secrete cytokines, CD4+ T lymphocytes promote inflammation and influence the nature of the inflammatory reaction. These T cells greatly amplify the early inflammatory reaction that is induced by recognition of microbes and dead cells as part of innate immunity. There are three subsets of CD4+ T cells that secrete different types of cytokines and elicit different types of inflammation.


• TH1 cells produce the cytokine IFN-γ, which activates macrophages by the classical pathway.

• TH2 cells secrete IL-4, IL-5, and IL-13, which recruit and activate eosinophils and are responsible for the alternative pathway of macrophage activation.

• TH17 cells secrete IL-17 and other cytokines, which induce the secretion of chemokines responsible for recruiting neutrophils (and monocytes) into the reaction.



Both TH1 and TH17 cells are involved in defense against many types of bacteria and viruses and in autoimmune diseases. TH2 cells are important in defense against helminthic parasites and in allergic inflammation. These T cell subsets and their functions are described in more detail in Chapter 6.

Lymphocytes and macrophages interact in a bidirectional way, and these interactions play an important role in propagating chronic inflammation (Fig. 3-21). Macro­phages display antigens to T cells, express membrane molecules (called costimulators), and produce cytokines (IL-12 and others) that stimulate T-cell responses (Chapter 6). Activated T lymphocytes, in turn, produce cytokines, described earlier, which recruit and activate macrophages, promoting more antigen presentation and cytokine secretion. The result is a cycle of cellular reactions that fuel and sustain chronic inflammation.
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Figure 3-21 Macrophage-lymphocyte interactions in chronic inflammation. Activated T cells produce cytokines that recruit macrophages (TNF, IL-17, chemokines) and others that activate macrophages (IFN-γ). Activated macrophages in turn stimulate T cells by presenting antigens and via cytokines such as IL-12.





Activated B lymphocytes and antibody-producing plasma cells are often present at sites of chronic inflammation. The antibodies may be specific for persistent foreign or self antigens in the inflammatory site or against altered tissue components. However, the specificity and even the importance of antibodies in most chronic inflammatory disorders are unclear.

In some chronic inflammatory reactions, the accumulated lymphocytes, antigen-presenting cells, and plasma cells cluster together to form lymphoid tissues resembling lymph nodes. These are called tertiary lymphoid organs; this type of lymphoid organogenesis is often seen in the synovium of patients with long-standing rheumatoid arthritis and in the thyroid in Hashimoto thyroiditis. It has been postulated that the local formation of lymphoid organs may perpetuate the immune reaction, but the significance of these structures is not established.




Other Cells in Chronic Inflammation

Other cell types may be prominent in chronic inflammation induced by particular stimuli.


• Eosinophils are abundant in immune reactions mediated by IgE and in parasitic infections (Fig. 3-22). Their recruitment is driven by adhesion molecules similar to those used by neutrophils, and by specific chemokines (e.g., eotaxin) derived from leukocytes and epithelial cells. Eosinophils have granules that contain major basic protein, a highly cationic protein that is toxic to parasites but also causes lysis of mammalian epithelial cells. This is why eosinophils are of benefit in controlling parasitic infections, yet they also contribute to tissue damage in immune reactions such as allergies (Chapter 6).
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Figure 3-22 A focus of inflammation containing numerous eosinophils.





• Mast cells are widely distributed in connective tissues and participate in both acute and chronic inflammatory reactions. Mast cells express on their surface the receptor (FcεRI) that binds the Fc portion of IgE antibody. In immediate hypersensitivity reactions, IgE antibodies bound to the cells' Fc receptors specifically recognize antigen, and the cells degranulate and release mediators, such as histamine and prostaglandins (Chapter 6). This type of response occurs during allergic reactions to foods, insect venom, or drugs, sometimes with catastrophic results (e.g., anaphylactic shock). Mast cells are also present in chronic inflammatory reactions, and because they secrete a plethora of cytokines, they may promote inflammatory reactions in different situations.

• Although neutrophils are characteristic of acute inflammation, many forms of chronic inflammation, lasting for months, continue to show large numbers of neutrophils, induced either by persistent microbes or by mediators produced by activated macrophages and T lymphocytes. In chronic bacterial infection of bone (osteomyelitis), a neutrophilic exudate can persist for many months. Neutrophils are also important in the chronic damage induced in lungs by smoking and other irritant stimuli (Chapter 15). This pattern of inflammation has been called acute on chronic.









Granulomatous Inflammation

Granulomatous inflammation is a form of chronic inflammation characterized by collections of activated macrophages, often with T lymphocytes, and sometimes associated with central necrosis. Granuloma formation is a cellular attempt to contain an offending agent that is difficult to eradicate. In this attempt there is often strong activation of T lymphocytes leading to macrophage activation, which can cause injury to normal tissues. The activated macrophages may develop abundant cytoplasm and begin to resemble epithelial cells, and are called epithelioid cells. Some activated macrophages may fuse, forming multinucleate giant cells.

There are two types of granulomas, which differ in their pathogenesis.


• Foreign body granulomas are incited by relatively inert foreign bodies, in the absence of T cell–mediated immune responses. Typically, foreign body granulomas form around materials such as talc (associated with intravenous drug abuse) (Chapter 9), sutures, or other fibers that are large enough to preclude phagocytosis by a macrophage and do not incite any specific inflammatory or immune response. Epithelioid cells and giant cells are apposed to the surface of the foreign body. The foreign material can usually be identified in the center of the granuloma, particularly if viewed with polarized light, in which it appears refractile.

• Immune granulomas are caused by a variety of agents that are capable of inducing a persistent T cell–mediated immune response. This type of immune response produces granulomas usually when the inciting agent is difficult to eradicate, such as a persistent microbe or a self antigen. In such responses, macrophages activate T cells to produce cytokines, such as IL-2, which activates other T cells, perpetuating the response, and IFN-γ, which activates the macrophages. It is not established which macrophage-activating cytokines (IL-4 or IFN-γ) transform the cells into epithelioid cells and multinucleate giant cells.




[image: image] Morphology

In the usual hematoxylin and eosin preparations (Fig. 3-23), the activated macrophages in granulomas have pink granular cytoplasm with indistinct cell boundaries and are called epithelioid cells because of their resemblance to epithelia. The aggregates of epithelioid macrophages are surrounded by a collar of lymphocytes. Older granulomas may have a rim of fibroblasts and connective tissue. Frequently, but not invariably, multinucleated giant cells 40 to 50 µm in diameter are found in granulomas; these are called Langhans giant cells. They consist of a large mass of cytoplasm and many nuclei, and they derive from the fusion of multiple activated macrophages. In granulomas associated with certain infectious organisms (most classically Mycobacterium tuberculosis), a combination of hypoxia and free radical–mediated injury leads to a central zone of necrosis. Grossly, this has a granular, cheesy appearance and is therefore called caseous necrosis. Microscopically, this necrotic material appears as amorphous, structureless, eosinophilic, granular debris, with complete loss of cellular details. The granulomas in Crohn disease, sarcoidosis, and foreign body reactions tend to not have necrotic centers and are said to be noncaseating. Healing of granulomas is accompanied by fibrosis that may be extensive.
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Figure 3-23 Typical tuberculous granuloma showing an area of central necrosis surrounded by multiple Langhans-type giant cells, epithelioid cells, and lymphocytes.







Granulomas are encountered in certain specific pathologic states; recognition of the granulomatous pattern is important because of the limited number of conditions (some life-threatening) that cause it (Table 3-8). In the setting of persistent T-cell responses to certain microbes (e.g., M. tuberculosis, Treponema pallidum, or fungi), T cell–derived cytokines are responsible for chronic macrophage activation and granuloma formation. Granulomas may also develop in some immune-mediated inflammatory diseases, notably Crohn disease, which is one type of inflammatory bowel disease and an important cause of granulomatous inflammation in the United States, and in a disease of unknown etiology called sarcoidosis. Tuber­culosis is the prototype of a granulomatous disease caused by infection and should always be excluded as the cause when granulomas are identified. In this disease the granuloma is referred to as a tubercle. The morphologic patterns in the various granulomatous diseases may be sufficiently different to allow reasonably accurate diagnosis by an experienced pathologist (see Table 3-8); however, there are so many atypical presentations that it is always necessary to identify the specific etiologic agent by special stains for organisms (e.g., acid-fast stains for tubercle bacilli), by culture methods (e.g., in tuberculosis and fungal diseases), by molecular techniques (e.g., the polymerase chain reaction in tuberculosis), and by serologic studies (e.g., in syphilis).


[image: image] Key Concepts


Chronic Inflammation


▪ Chronic inflammation is a prolonged host response to persistent stimuli.

▪ It is caused by microbes that resist elimination, immune responses against self and environmental antigens, and some toxic substances (e.g., silica); underlies many medically important diseases.

▪ It is characterized by coexisting inflammation, tissue injury, attempted repair by scarring, and immune response.

▪ The cellular infiltrate consists of macrophages, lymphocytes, plasma cells, and other leukocytes.

▪ It is mediated by cytokines produced by macrophages and lymphocytes (notably T lymphocytes); bidirectional interactions between these cells tend to amplify and prolong the inflammatory reaction.

▪ Granulomatous inflammation is a pattern of chronic inflammation induced by T cell and macrophage activation in response to an agent that is resistant to eradication.









Table 3-8

Examples of Diseases with Granulomatous Inflammation



	Disease
	Cause
	Tissue Reaction




	Tuberculosis
	Mycobacterium tuberculosis
	Caseating granuloma (tubercle): focus of activated macrophages (epithelioid cells), rimmed by fibroblasts, lymphocytes, histiocytes, occasional Langhans giant cells; central necrosis with amorphous granular debris; acid-fast bacilli



	Leprosy
	Mycobacterium leprae
	Acid-fast bacilli in macrophages; noncaseating granulomas



	Syphilis
	Treponema pallidum
	Gumma: microscopic to grossly visible lesion, enclosing wall of histiocytes; plasma cell infiltrate; central cells are necrotic without loss of cellular outline



	Cat-scratch disease
	Gram-negative bacillus
	Rounded or stellate granuloma containing central granular debris and recognizable neutrophils; giant cells uncommon



	Sarcoidosis
	Unknown etiology
	Noncaseating granulomas with abundant activated macrophages



	Crohn disease (inflammatory bowel disease)
	Immune reaction against intestinal bacteria, possibly self antigens
	Occasional noncaseating granulomas in the wall of the intestine, with dense chronic inflammatory infiltrate













Systemic Effects of Inflammation

Inflammation, even if it is localized, is associated with cytokine-induced systemic reactions that are collectively called the acute-phase response. Anyone who has suffered through a severe bout of a viral illness (e.g.., influenza) has experienced the systemic manifestations of acute inflammation. These changes are reactions to cytokines whose production is stimulated by bacterial products such as LPS and by other inflammatory stimuli. The cytokines TNF, IL-1, and IL-6 are important mediators of the acute-phase reaction; other cytokines, notably type I interferons, also contribute to the reaction.

The acute-phase response consists of several clinical and pathologic changes:


• Fever, characterized by an elevation of body temperature, usually by 1° to 4°C, is one of the most prominent manifestations of the acute-phase response, especially when inflammation is associated with infection. Substances that induce fever are called pyrogens. The increase in body temperature is caused by prostaglandins that are produced in the vascular and perivascular cells of the hypothalamus. Bacterial products, such as LPS (called exogenous pyrogens), stimulate leukocytes to release cytokines such as IL-1 and TNF (called endogenous pyrogens) that increase the enzymes (cyclooxy­genases) that convert AA into prostaglandins. In the hypothalamus, the prostaglandins, especially PGE2, stimulate the production of neurotransmitters that reset the temperature set point at a higher level. NSAIDs, including aspirin, reduce fever by inhibiting prostaglandin synthesis. An elevated body temperature has been shown to help amphibians ward off microbial infections, and it is assumed that fever is a protective host response in mammals as well, although the mechanism is unknown. One hypothesis is that fever may induce heat shock proteins that enhance lymphocyte responses to microbial antigens.

• Acute-phase proteins are plasma proteins, mostly synthesized in the liver, whose plasma concentrations may increase several hundred-fold as part of the response to inflammatory stimuli. Three of the best-known of these proteins are C-reactive protein (CRP), fibrinogen, and serum amyloid A (SAA) protein. Synthesis of these molecules in hepatocytes is stimulated by cytokines, especially IL-6 (for CRP and fibrinogen) and IL-1 or TNF (for SAA). Many acute-phase proteins, such as CRP and SAA, bind to microbial cell walls, and they may act as opsonins and fix complement. They also bind chromatin, possibly aiding in clearing necrotic cell nuclei. Fibrinogen binds to red cells and causes them to form stacks (rouleaux) that sediment more rapidly at unit gravity than do individual red cells. This is the basis for measuring the erythrocyte sedimentation rate as a simple test for an inflammatory response caused by any stimulus. Acute-phase proteins have beneficial effects during acute inflammation, but prolonged production of these proteins (especially SAA) in states of chronic inflammation causes secondary amyloidosis (Chapter 6). Elevated serum levels of CRP have been proposed as a marker for increased risk of myocardial infarction in patients with coronary artery disease. It is postulated that inflammation involving atherosclerotic plaques in the coronary arteries may predispose to thrombosis and subsequent infarction. Another pep­tide whose production is increased in the acute-phase response is the iron-regulating peptide hepcidin. Chronically elevated plasma concentrations of hepcidin reduce the availability of iron and are responsible for the anemia associated with chronic inflammation (Chapter 14).

• Leukocytosis is a common feature of inflammatory reactions, especially those induced by bacterial infections. The leukocyte count usually climbs to 15,000 or 20,000 cells/mL, but sometimes it may reach extraordinarily high levels of 40,000 to 100,000 cells/mL. These extreme elevations are referred to as leukemoid reactions, because they are similar to the white cell counts observed in leukemia and have to be distinguished from leukemia. The leukocytosis occurs initially because of accelerated release of cells from the bone marrow postmitotic reserve pool (caused by cytokines, including TNF and IL-1) and is therefore associated with a rise in the number of more immature neutrophils in the blood, referred to as a left shift. Prolonged infection also induces proliferation of precursors in the bone marrow, caused by increased production of colony-stimulating factors. Thus, the bone marrow output of leukocytes is increased to compensate for the loss of these cells in the inflammatory reaction. (See also the discussion of leukocytosis in Chapter 13.) Most bacterial infections induce an increase in the blood neutrophil count, called neutrophilia. Viral infections, such as infectious mononucleosis, mumps, and German measles, cause an absolute increase in the number of lymphocytes (lymphocytosis). In some allergies and parasitic infestations, there is an increase in the absolute number of eosinophils, creating an eosinophilia. Certain infections (typhoid fever and infections caused by some viruses, rickettsiae, and certain protozoa) are associated with a decreased number of circulating white cells (leukopenia).

• Other manifestations of the acute-phase response include increased pulse and blood pressure; decreased sweating, mainly because of redirection of blood flow from cutaneous to deep vascular beds, to minimize heat loss through the skin; rigors (shivering), chills (search for warmth), anorexia, somnolence, and malaise, probably because of the actions of cytokines on brain cells.

• In severe bacterial infections (sepsis), the large amounts of bacteria and their products in the blood stimulate the production of enormous quantities of several cytokines, notably TNF and IL-1. High blood levels of cytokines cause various widespread clinical manifestations such as disseminated intravascular coagulation, hypotensive shock, and metabolic disturbances including insulin resistance and hyperglycemia. This clinical triad is known as septic shock; it is discussed in more detail in Chapter 4.
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Systemic Effects of Inflammation


▪ Fever: cytokines (TNF, IL-1) stimulate production of prostaglandins in hypothalamus

▪ Production of acute-phase proteins: C-reactive protein, others; synthesis stimulated by cytokines (IL-6, others) acting on liver cells

▪ Leukocytosis: cytokines (colony-stimulating factors) stimulate production of leukocytes from precursors in the bone marrow

▪ In some severe infections, septic shock: fall in blood pressure, disseminated intravascular coagulation, metabolic abnormalities; induced by high levels of TNF and other cytokines








Excessive inflammation is the underlying cause of many human diseases, described throughout this book. Con­versely, defective inflammation is responsible for increased sus­ceptibility to infections. The most common cause of defective inflammation is leukocyte deficiency resulting from replacement of the bone marrow by leukemias and metastatic tumors, and suppression of the marrow by therapies for cancer and graft rejection. Inherited genetic abnormalities of leukocyte adhesion and micro­bicidal function are rare but very informative; these are described in Chapter 6, in the context of immunodeficiency diseases. Deficiencies of the complement system are mentioned earlier and are described further in Chapter 6.

We next consider the process of repair, which is a healing response to tissue destruction caused by inflammatory or non-inflammatory causes.




Tissue Repair


Overview of Tissue Repair

Repair, sometimes called healing, refers to the restoration of tissue architecture and function after an injury. (By convention, the term repair is often used for parenchymal and connective tissues and healing for surface epithelia, but these distinctions are not based on biology and we use the terms interchangeably.) Critical to the survival of an organism is the ability to repair the damage caused by toxic insults and inflammation. Hence, the inflammatory response to microbes and injured tissues not only serves to eliminate these dangers but also sets into motion the process of repair.

Repair of damaged tissues occurs by two types of reactions: regeneration by proliferation of residual (uninjured) cells and maturation of tissue stem cells, and the deposition of connective tissue to form a scar (Fig. 3-24).


• Regeneration. Some tissues are able to replace the damaged components and essentially return to a normal state; this process is called regeneration. Regeneration occurs by proliferation of cells that survive the injury and retain the capacity to proliferate, for example, in the rapidly dividing epithelia of the skin and intestines, and in some parenchymal organs, notably the liver. In other cases, tissue stem cells may contribute to the restoration of damaged tissues. However, mammals have a limited capacity to regenerate damaged tissues and organs, and only some components of most tissues are able to fully restore themselves.

• Connective tissue deposition (scar formation). If the injured tissues are incapable of complete restitution, or if the supporting structures of the tissue are severely damaged, repair occurs by the laying down of connective (fibrous) tissue, a process that may result in scar formation. Although the fibrous scar is not normal, it provides enough structural stability that the injured tissue is usually able to function. The term fibrosis is most often used to describe the extensive deposition of collagen that occurs in the lungs, liver, kidney, and other organs as a consequence of chronic inflammation, or in the myocardium after extensive ischemic necrosis (infarction). If fibrosis develops in a tissue space occupied by an inflammatory exudate, it is called organization (as in organizing pneumonia affecting the lung).
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Figure 3-24 Mechanisms of tissue repair: regeneration and scar formation. Following mild injury, which damages the epithelium but not the underlying tissue, resolution occurs by regeneration, but after more severe injury with damage to the connective tissue, repair is by scar formation.





After many common types of injury, both regeneration and scar formation contribute in varying degrees to the ultimate repair. Both processes involve the proliferation of various cells, and close interactions between cells and the extracellular matrix (ECM). We first discuss the general mechanisms of cellular proliferation and regeneration, and then the salient features of regeneration and healing by scar formation, and conclude with a description of cutaneous wound healing and fibrosis (scarring) in parenchymal organs as illustrations of the repair process.




Cell and Tissue Regeneration

The regeneration of injured cells and tissues involves cell proliferation, which is driven by growth factors and is critically dependent on the integrity of the extracellular matrix, and by the development of mature cells from stem cells. Before describing examples of repair by regeneration, the general principles of cell proliferation are discussed.


Cell Proliferation: Signals and Control Mechanisms

Several cell types proliferate during tissue repair. These include the remnants of the injured tissue (which attempt to restore normal structure), vascular endothelial cells (to create new vessels that provide the nutrients needed for the repair process), and fibroblasts (the source of the fibrous tissue that forms the scar to fill defects that cannot be corrected by regeneration).

The ability of tissues to repair themselves is determined, in part, by their intrinsic proliferative capacity. Based on this criterion, the tissues of the body are divided into three groups.


• Labile (continuously dividing) tissues. Cells of these tissues are continuously being lost and replaced by maturation from tissue stem cells and by proliferation of mature cells. Labile cells include hematopoietic cells in the bone marrow and the majority of surface epithelia, such as the stratified squamous epithelia of the skin, oral cavity, vagina, and cervix; the cuboidal epithelia of the ducts draining exocrine organs (e.g., salivary glands, pancreas, biliary tract); the columnar epithelium of the gastrointestinal tract, uterus, and fallopian tubes; and the transitional epithelium of the urinary tract. These tissues can readily regenerate after injury as long as the pool of stem cells is preserved.

• Stable tissues. Cells of these tissues are quiescent (in the G0 stage of the cell cycle) and have only minimal proliferative activity in their normal state. However, these cells are capable of dividing in response to injury or loss of tissue mass. Stable cells constitute the parenchyma of most solid tissues, such as liver, kidney, and pancreas. They also include endothelial cells, fibroblasts, and smooth muscle cells; the proliferation of these cells is particularly important in wound healing. With the exception of liver, stable tissues have a limited capacity to regenerate after injury.

• Permanent tissues. The cells of these tissues are considered to be terminally differentiated and nonproliferative in postnatal life. The majority of neurons and cardiac muscle cells belong to this category. Thus, injury to the brain or heart is irreversible and results in a scar, because neurons and cardiac myocytes cannot regenerate. Limited stem cell replication and differentiation occur in some areas of the adult brain, and there is some evidence that heart muscle cells may proliferate after myocardial necrosis. Nevertheless, whatever proliferative capacity may exist in these tissues, it is insufficient to produce tissue regeneration after injury. Skeletal muscle is usually classified as a permanent tissue, but satellite cells attached to the endomysial sheath provide some regenerative capacity for muscle. In permanent tissues, repair is typically dominated by scar formation.



Although it is believed that most mature tissues contain variable proportions of continuously dividing cells, quiescent cells that can return to the cell cycle, and nondividing cells, it is actually difficult to quantify the proportions of these cells in any tissue. Also, we now realize that cell proliferation is only one pathway of regeneration and that stem cells contribute to this process in important ways.

Cell proliferation is driven by signals provided by growth factors and from the extracellular matrix. Many different growth factors have been described; some act on multiple cell types and others are cell-selective (Chapter 1, Table 1-1). Growth factors are typically produced by cells near the site of damage. The most important sources of these growth factors are macrophages that are activated by the tissue injury, but epithelial and stromal cells also produce some of these factors. Several growth factors bind to ECM proteins and are displayed at high concentrations. All growth factors activate signaling pathways that ultimately induce the production of proteins that are involved in driving cells through the cell cycle and other proteins that release blocks on the cell cycle (checkpoints) (Chapter 1). In addition to responding to growth factors, cells use integrins to bind to ECM proteins, and signals from the integrins can also stimulate cell proliferation.

In the process of regeneration, proliferation of residual cells is supplemented by development of mature cells from stem cells. In Chapter 1 we introduced the major types of stem cells. In adults, the most important stem cells for regeneration after injury are tissue stem cells. These stem cells live in specialized niches, and it is believed that injury triggers signals in these niches that activate quiescent stem cells to proliferate and differentiate into mature cells that repopulate the injured tissue.




Mechanisms of Tissue Regeneration

The importance of regeneration in the replacement of injured tissues varies in different types of tissues and with the severity of injury.


• In labile tissues, such as the epithelia of the intestinal tract and skin, injured cells are rapidly replaced by proliferation of residual cells and differentiation of tissue stem cells provided the underlying basement membrane is intact. The growth factors involved in these processes are not defined. Loss of blood cells is corrected by proliferation of hematopoietic stem cells in the bone marrow and other tissues, driven by growth factors called colony-stimulating factors (CSFs), which are produced in response to the reduced numbers of blood cells.

• Tissue regeneration can occur in parenchymal organs with stable cell populations, but with the exception of the liver, this is usually a limited process. Pancreas, adrenal, thyroid, and lung have some regenerative capacity. The surgical removal of a kidney elicits in the remaining kidney a compensatory response that consists of both hypertrophy and hyperplasia of proximal duct cells. The mechanisms underlying this response are not understood, but likely involve local production of growth factors and interactions of cells with the ECM. The extraordinary capacity of the liver to regenerate has made it a valuable model for studying this process, as described below.



Restoration of normal tissue structure can occur only if the residual tissue is structurally intact, as after partial surgical resection. By contrast, if the entire tissue is damaged by infection or inflammation, regeneration is incomplete and is accompanied by scarring. For example, extensive destruction of the liver with collapse of the reticulin framework, as occurs in a liver abscess, leads to scar formation even though the remaining liver cells have the capacity to regenerate.


Liver Regeneration

The human liver has a remarkable capacity to regenerate, as demonstrated by its growth after partial hepatectomy, which may be performed for tumor resection or for living-donor hepatic transplantation. The mythologic image of liver regeneration is the regrowth of the liver of Prometheus, which was eaten every day by an eagle sent by Zeus as punishment for stealing the secret of fire, and grew back overnight. The reality, although less dramatic, is still quite impressive.

Regeneration of the liver occurs by two major mechanisms: proliferation of remaining hepatocytes and repopulation from progenitor cells. Which mechanism plays the dominant role depends on the nature of the injury.


• Proliferation of hepatocytes following partial hepatectomy. In humans, resection of up to 90% of the liver can be corrected by proliferation of the residual hepatocytes. This classic model of tissue regeneration has been used experimentally to study the initiation and control of the process.
Hepatocyte proliferation in the regenerating liver is triggered by the combined actions of cytokines and polypeptide growth factors. The process occurs in distinct stages (Fig. 3-25). In the first, or priming, phase, cytokines such as IL-6 are produced mainly by Kupffer cells and act on hepatocytes to make the parenchymal cells competent to receive and respond to growth factor signals. In the second, or growth factor, phase, growth factors such as HGF and TGF-α, produced by many cell types, act on primed hepatocytes to stimulate cell metabolism and entry of the cells into the cell cycle. Because hepatocytes are quiescent cells, it takes them several hours to enter the cell cycle, progress from G0 to G1, and reach the S phase of DNA replication. Almost all hepatocytes replicate during liver regeneration after partial hepatectomy. The wave of hepatocyte replication is followed by replication of nonparenchymal cells (Kupffer cells, endothelial cells, and stellate cells). During the phase of hepatocyte replication, more than 70 genes are activated; these include genes encoding transcription factors, cell cycle regulators, regulators of energy metabolism, and many others. In the final, termination, phase, hepatocytes return to quiescence. The nature of the stop signals is poorly understood; anti­proliferative cytokines of the TGF-β family are likely involved.
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Figure 3-25 Liver regeneration by proliferation of hepatocytes. Following partial hepatectomy, the liver regenerates by proliferation of surviving cells. The process occurs in stages, including priming, followed by growth factor-induced proliferation. The main signals involved in these steps are shown. Once the mass of the liver is restored, the proliferation is terminated (not shown).





• Liver regeneration from progenitor cells. In situations where the proliferative capacity of hepatocytes is impaired, such as after chronic liver injury or inflammation, progenitor cells in the liver contribute to repopulation. In rodents, these progenitor cells have been called oval cells because of the shape of their nuclei. Some of these progenitor cells reside in specialized niches called canals of Hering, where bile canaliculi connect with larger bile ducts. The signals that drive proliferation of progenitor cells and their differentiation into mature hepatocytes are topics of active investigation.
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Repair by Regeneration


▪ Tissues are classified as labile, stable, and permanent, according to the proliferative capacity of their cells.

▪ Continuously dividing tissues (labile tissues) contain stem cells that differentiate to replenish lost cells and maintain tissue homeostasis.

▪ Cell proliferation is controlled by the cell cycle, and is stimulated by growth factors and interactions of cells with the extracellular matrix.

▪ Regeneration of the liver is a classic example of repair by regeneration. It is triggered by cytokines and growth factors produced in response to loss of liver mass and inflammation. In different situations, regeneration may occur by proliferation of surviving hepatocytes or repopulation from progenitor cells.


















Repair by Connective Tissue Deposition

If repair cannot be accomplished by regeneration alone it occurs by replacement of the injured cells with connective tissue, leading to the formation of a scar, or by a combination of regeneration of some residual cells and scar formation. As discussed earlier, scarring may happen if the tissue injury is severe or chronic and results in damage to parenchymal cells and epithelia as well as to the connective tissue framework, or if nondividing cells are injured. In contrast to regeneration, which involves the restitution of tissue components, scar formation is a response that “patches” rather than restores the tissue. The term scar is most often used in connection to wound healing in the skin, but may also be used to describe the replacement of parenchymal cells in any tissue by collagen, as in the heart after myocardial infarction.


Steps in Scar Formation

Repair by connective tissue deposition consists of sequential processes that follow tissue injury and the inflammatory response (Fig. 3-26):


• Angiogenesis is the formation of new blood vessels, which supply nutrients and oxygen needed to support the repair process. Newly formed vessels are leaky because of incom­plete interendothelial junctions and because VEGF, the growth factor that drives angiogenesis, increases vascular permeability. This leakiness accounts in part for the edema that may persist in healing wounds long after the acute inflammatory response has resolved.

• Formation of granulation tissue. Migration and proliferation of fibroblasts and deposition of loose connective tissue, together with the vessels and interspersed leukocytes, form granulation tissue. The term granulation tissue derives from its pink, soft, granular gross appearance, such as that seen beneath the scab of a skin wound. Its histologic appearance is characterized by proliferation of fibroblasts and new thin-walled, delicate capillaries (angiogenesis), in a loose extracellular matrix, often with admixed inflammatory cells, mainly macrophages (Fig. 3-27A). Granulation tissue progressively invades the site of injury; the amount of granulation tissue that is formed depends on the size of the tissue deficit created by the wound and the intensity of inflammation.

• Remodeling of connective tissue. Maturation and reorganization of the connective tissue (remodeling) produce the stable fibrous scar. The amount of connective tissue increases in the granulation tissue, eventually resulting in the formation of a scar (Fig. 3-27B), which may remodel over time.
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Figure 3-26 Steps in repair by scar formation. Injury to a tissue, such as muscle (which has limited regenerative capacity), first induces inflammation, which clears dead cells and microbes, if any. This is followed by the formation of vascularized granulation tissue and then the deposition of extracellular matrix to form the scar.
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Figure 3-27 A, Granulation tissue showing numerous blood vessels, edema, and a loose extracellular matrix containing occasional inflammatory cells. Collagen is stained blue by the trichrome stain; minimal mature collagen can be seen at this point. B, Trichrome stain of mature scar, showing dense collagen, with only scattered vascular channels.





Macrophages play a central role in repair by clearing offending agents and dead tissue, providing growth factors for the proliferation of various cells, and secreting cytokines that stimulate fibroblast proliferation and connective tissue synthesis and deposition. The macrophages that are involved in repair are mostly of the alternatively activated (M2) type. It is not clear how the classically activated macrophages that dominate during inflammation, and are involved in getting rid of microbes and dead tissues, are gradually replaced by alternatively activated macrophages that serve to terminate inflammation and induce repair.

Repair begins within 24 hours of injury by the emi­gration of fibroblasts and the induction of fibroblast and endothelial cell proliferation. By 3 to 5 days, the specialized granulation tissue that is characteristic of healing is apparent.

We next describe the steps in the formation of granulation tissue and the scar.




Angiogenesis

Angiogenesis is the process of new blood vessel development from existing vessels. It is critical in healing at sites of injury, in the development of collateral circulations at sites of ischemia, and in allowing tumors to increase in size beyond the constraints of their original blood supply. Much work has been done to understand the mechanisms underlying angiogenesis, and therapies to either augment the process (e.g., to improve blood flow to a heart ravaged by coronary atherosclerosis) or inhibit it (to frustrate tumor growth or block pathologic vessel growth such as in diabetic retinopathy) are being developed.

Angiogenesis involves sprouting of new vessels from existing ones, and consists of the following steps (Fig. 3-28):


• Vasodilation in response to nitric oxide and increased permeability induced by vascular endothelial growth factor (VEGF)

• Separation of pericytes from the abluminal surface and breakdown of the basement membrane to allow formation of a vessel sprout

• Migration of endothelial cells toward the area of tissue injury

• Proliferation of endothelial cells just behind the leading front (“tip”) of migrating cells

• Remodeling into capillary tubes

• Recruitment of periendothelial cells (pericytes for small capillaries and smooth muscle cells for larger vessels) to form the mature vessel

• Suppression of endothelial proliferation and migration and deposition of the basement membrane.
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Figure 3-28 Angiogenesis. In tissue repair, angiogenesis occurs mainly by sprouting of new vessels. The steps in the process, and the major signals involved, are illustrated. The newly formed vessel joins up with other vessels (not shown) to form the new vascular bed.





The process of angiogenesis involves several signaling pathways, cell-cell interactions, ECM proteins, and tissue enzymes.


• Growth factors. Vascular endothelial growth factors (VEGFs), mainly VEGF-A (Chapter 1), stimulates both migration and proliferation of endothelial cells, thus initiating the process of capillary sprouting in angiogenesis. It promotes vasodilation by stimulating the production of NO and contributes to the formation of the vascular lumen. Fibroblast growth factors (FGFs), mainly FGF-2, stimulates the proliferation of endothelial cells. It also promotes the migration of macrophages and fibroblasts to the damaged area, and stimulates epithelial cell migration to cover epidermal wounds. Angio­poietins 1 and 2 (Ang 1 and Ang 2) are growth factors that play a role in angiogenesis and the structural maturation of new vessels. Newly formed vessels need to be stabilized by the recruitment of pericytes and smooth muscle cells and by the deposition of connective tissue. Ang1 interacts with a tyrosine kinase receptor on endothelial cells called Tie2. The growth factors PDGF and TGF-β also participate in the stabilization process: PDGF recruits smooth muscle cells and TGF-β suppresses endothelial proliferation and migration, and enhances the production of ECM proteins.

• Notch signaling. Through “cross-talk” with VEGF, the Notch signaling pathway regulates the sprouting and branching of new vessels and thus ensures that the new vessels that are formed have the proper spacing to effectively supply the healing tissue with blood.

• ECM proteins participate in the process of vessel sprouting in angiogenesis, largely through interactions with integrin receptors in endothelial cells and by providing the scaffold for vessel growth.

• Enzymes in the ECM, notably the matrix metalloproteinases (MMPs), degrade the ECM to permit remodeling and extension of the vascular tube.






Deposition of Connective Tissue

The laying down of connective tissue occurs in two steps: (1) migration and proliferation of fibroblasts into the site of injury and (2) deposition of ECM proteins produced by these cells. These processes are orchestrated by locally produced cytokines and growth factors, including PDGF, FGF-2, and TGF-β. The major sources of these factors are inflammatory cells, particularly alternatively activated (M2) macrophages, which are present at sites of injury and in granulation tissue. Sites of inflammation are also rich in mast cells, and in the appropriate chemotactic milieu lymphocytes may also be present. Each of these can secrete cytokines and growth factors that contribute to fibroblast proliferation and activation.

Transforming growth factor-β (TGF-β) is the most important cytokine for the synthesis and deposition of connective tissue proteins. It is produced by most of the cells in granulation tissue, including alternatively activated macrophages. The levels of TGF-β in tissues are primarily regulated not by the transcription of the gene but by the posttranscriptional activation of latent TGF-β, the rate of secretion of the active molecule, and factors in the ECM, notably integrins, that enhance or diminish TGF-β activity. TGF-β stimulates fibroblast migration and proliferation, increased synthesis of collagen and fibronectin, and decreased degradation of ECM due to inhibition of metalloproteinases. TGF-β is involved not only in scar formation after injury but also in the development of fibrosis in lung, liver, and kidneys that follows chronic inflammation. TGF-β is also an antiinflammatory cytokine that serves to limit and terminate inflammatory responses. It does this by inhibiting lymphocyte proliferation and the activity of other leukocytes.

As healing progresses, the number of proliferating fibroblasts and new vessels decreases; however, the fibroblasts progressively assume a more synthetic phenotype, and hence there is increased deposition of ECM. Collagen synthesis, in particular, is critical to the development of strength in a healing wound site. As described later, collagen synthesis by fibroblasts begins early in wound healing (days 3 to 5) and continues for several weeks, depending on the size of the wound. Net collagen accumulation, however, depends not only on increased synthesis but also on diminished collagen degradation (discussed later). Ultimately, the granulation tissue evolves into a scar composed of largely inactive, spindle-shaped fibroblasts, dense collagen, fragments of elastic tissue, and other ECM components (Fig. 3-27B). As the scar matures, there is progressive vascular regression, which eventually transforms the highly vascularized granulation tissue into a pale, largely avascular scar. Some of the fibroblasts also acquire features of smooth muscle cells, including the presence of actin filaments, and are called myofibroblasts. These cells contribute to the contraction of the scar over time.




Remodeling of Connective Tissue

The outcome of the repair process is influenced by a balance between synthesis and degradation of ECM proteins. After its deposition, the connective tissue in the scar continues to be modified and remodeled. The degradation of collagens and other ECM components is accomplished by a family of matrix metalloproteinases (MMPs), so called because they are dependent on metal ions (e.g., zinc) for their activity. MMPs should be distinguished from neutrophil elastase, cathepsin G, plasmin, and other serine proteinases that can also degrade ECM but are not metalloenzymes. MMPs include interstitial collagenases, which cleave fibrillar collagen (MMP-1, -2 and -3); gelatinases (MMP-2 and 9), which degrade amorphous collagen and fibronectin; and stromelysins (MMP-3, -10, and -11), which degrade a variety of ECM constituents, including proteoglycans, laminin, fibronectin, and amorphous collagen.

MMPs are produced by a variety of cell types (fibroblasts, macrophages, neutrophils, synovial cells, and some epithelial cells), and their synthesis and secretion are regulated by growth factors, cytokines, and other agents. The activity of the MMPs is tightly controlled. They are produced as inactive precursors (zymogens) that must be first activated; this is accomplished by proteases (e.g., plasmin) likely to be present only at sites of injury. In addition, activated collagenases can be rapidly inhibited by specific tissue inhibitors of metalloproteinases (TIMPs), produced by most mesenchymal cells. Thus, during scar formation, MMPs are activated to remodel the deposited ECM and then their activity is shut down by the TIMPs.

A family of enzymes related to MMPs is called ADAM (a disintegrin and metalloproteinase). ADAMs are anchored to the plasma membrane and cleave and release extracellular domains of cell-associated cytokines and growth factors, such as TNF, TGF-β, and members of the EGF family.
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Repair by Scar Formation


▪ Tissues are repaired by replacement with connective tissue and scar formation if the injured tissue is not capable of proliferation or if the structural framework is damaged and cannot support regeneration.

▪ The main components of connective tissue repair are angiogenesis, migration and proliferation of fibroblasts, collagen synthesis, and connective tissue remodeling.

▪ Repair by connective tissue starts with the formation of granulation tissue and culminates in the laying down of fibrous tissue.

▪ Multiple growth factors stimulate the proliferation of the cell types involved in repair.

▪ TGF-β is a potent fibrogenic agent; ECM deposition depends on the balance between fibrogenic agents, metalloproteinases (MMPs) that digest ECM, and the tissue inhibitors of MMPs (TIMPs).















Factors That Influence Tissue Repair

Tissue repair may be altered by a variety of influences, frequently reducing the quality or adequacy of the repar­ative process. Variables that modify healing may be extrinsic (e.g., infection) or intrinsic to the injured tissue, and systemic or local:


• Infection is clinically one of the most important causes of delay in healing; it prolongs inflammation and potentially increases the local tissue injury.

• Diabetes is a metabolic disease that compromises tissue repair for many reasons (Chapter 24), and is one of the most important systemic causes of abnormal wound healing.

• Nutritional status has profound effects on repair; protein deficiency, for example, and particularly vitamin C deficiency, inhibits collagen synthesis and retards healing.

• Glucocorticoids (steroids) have well-documented antiinflammatory effects, and their administration may result in weakness of the scar due to inhibition of TGF-β production and diminished fibrosis. In some instances, however, the anti-inflammatory effects of glucocorticoids are desirable. For example, in corneal infections, glucocorticoids are sometimes prescribed (along with antibiotics) to reduce the likelihood of opacity that may result from collagen deposition.

• Mechanical factors such as increased local pressure or torsion may cause wounds to pull apart, or dehisce.

• Poor perfusion, due either to arteriosclerosis and diabetes or to obstructed venous drainage (e.g., in varicose veins), also impairs healing.

• Foreign bodies such as fragments of steel, glass, or even bone impede healing.

• The type and extent of tissue injury affects the subsequent repair. Complete restoration can occur only in tissues composed of stable and labile cells; even then, extensive injury will probably result in incomplete tissue regeneration and at least partial loss of function. Injury to tissues composed of permanent cells must inevitably result in scarring with, at most, attempts at functional compensation by the remaining viable elements. Such is the case with healing of a myocardial infarct.

• The location of the injury and the character of the tissue in which the injury occurs are also important. For example, inflammation arising in tissue spaces (e.g., pleural, peritoneal, synovial cavities) develops extensive exudates. Subsequent repair may occur by digestion of the exudate, initiated by the proteolytic enzymes of leukocytes and resorption of the liquefied exudate. This is called resolution, and in the absence of cellular necrosis, normal tissue architecture is generally restored. However, in the setting of larger accumulations, the exudate undergoes organization: granulation tissue grows into the exudate, and a fibrous scar ultimately forms.






Selected Clinical Examples of Tissue Repair and Fibrosis

So far, we have discussed the general principles and mechanisms of repair by regeneration and scar formation. In this section we describe two clinically significant types of repair—the healing of skin wounds (cutaneous wound healing) and fibrosis in injured parenchymal organs.


Healing of Skin Wounds

This is a process that involves both epithelial regeneration and the formation of connective tissue scar and is thus illustrative of the general principles that apply to healing in all tissues.

Based on the nature and size of the wound, the healing of skin wounds is said to occur by first or second intention.


Healing by First Intention

When the injury involves only the epithelial layer, the principal mechanism of repair is epithelial regeneration, also called primary union or healing by first intention. One of the simplest examples of this type of wound repair is the healing of a clean, uninfected surgical incision approximated by surgical sutures (Fig. 3-29). The incision causes only focal disruption of epithelial basement membrane continuity and death of relatively few epithelial and connective tissue cells. The repair consists of three connected processes: inflammation, proliferation of epithelial and other cells, and maturation of the connective tissue scar.


• Wounding causes the rapid activation of coagulation pathways, which results in the formation of a blood clot on the wound surface (Chapter 4). In addition to entrapped red cells, the clot contains fibrin, fibronectin, and complement proteins. The clot serves to stop bleeding and acts as a scaffold for migrating cells, which are attracted by growth factors, cytokines, and chemokines released into the area. Release of VEGF leads to increased vessel permeability and edema. As dehydration occurs at the external surface of the clot, a scab covering the wound is formed.

• Within 24 hours, neutrophils are seen at the incision margin, migrating toward the fibrin clot. They release proteolytic enzymes that begin to clear the debris. Basal cells at the cut edge of the epidermis begin to show increased mitotic activity. Within 24 to 48 hours, epithelial cells from both edges have begun to migrate and proliferate along the dermis, depositing basement membrane components as they progress. The cells meet in the midline beneath the surface scab, yielding a thin but continuous epithelial layer that closes the wound.

• By day 3, neutrophils have been largely replaced by macrophages, and granulation tissue progressively invades the incision space. As mentioned earlier, macrophages are key cellular constituents of tissue repair, clearing extracellular debris, fibrin, and other foreign material, and promoting angiogenesis and ECM deposition. Collagen fibers are now evident at the incision margins. Epithelial cell proliferation continues, forming a covering approaching the normal thickness of the epidermis.

• By day 5, neovascularization reaches its peak as granulation tissue fills the incisional space. These new vessels are leaky, allowing the passage of plasma proteins and fluid into the extravascular space. Thus, new granulation tissue is often edematous. Migration of fibroblasts to the site of injury is driven by chemokines, TNF, PDGF, TGF-β, and FGF. Their subsequent proliferation is triggered by multiple growth factors, including PDGF, EGF, TGF-β, and FGF, and the cytokines IL-1 and TNF. Macrophages are the main source for these factors, although other inflammatory cells and platelets may also produce them. The fibroblasts produce ECM proteins, and collagen fibrils become more abundant and begin to bridge the incision. The epidermis recovers its normal thickness as differentiation of surface cells yields a mature epidermal architecture with surface keratinization.

• During the second week, there is continued collagen accumulation and fibroblast proliferation. The leukocyte infiltrate, edema, and increased vascularity are substantially diminished. The process of “blanching” begins, accomplished by increasing collagen deposition within the incisional scar and the regression of vascular channels.

• By the end of the first month, the scar comprises a cellular connective tissue largely devoid of inflammatory cells and covered by an essentially normal epidermis. However, the dermal appendages destroyed in the line of the incision are permanently lost. The tensile strength of the wound increases with time, as described later.
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Figure 3-29 Steps in wound healing by first intention (left) and second intention (right). In the latter, note the large amount of granulation tissue and wound contraction.








Healing by Second Intention

When cell or tissue loss is more extensive, such as in large wounds, abscesses, ulceration, and ischemic necrosis (infarction) in parenchymal organs, the repair process involves a combination of regeneration and scarring. In healing of skin wounds by second intention, also known as healing by secondary union (Figs. 3-29 and 3-30), the inflammatory reaction is more intense, there is development of abundant granulation tissue, accumulation of ECM and formation of a large scar, and wound contraction by the action of myofibroblasts.
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Figure 3-30 Healing of skin ulcers. A, Pressure ulcer of the skin, commonly found in diabetic patients. The histologic slides show a skin ulcer with a large gap between the edges of the lesion (B), a thin layer of epidermal reepithelialization and extensive granulation tissue formation in the dermis (C), and continuing reepithelialization of the epidermis and wound contraction (D). (Courtesy Z. Argenyi, MD, University of Washington, Seattle, Wash.)





Secondary healing differs from primary healing in several respects:


• In wounds causing large tissue deficits, the fibrin clot is larger, and there is more exudate and necrotic debris in the wounded area. Inflammation is more intense because large tissue defects have a greater volume of necrotic debris, exudate, and fibrin that must be removed. Consequently, large defects have a greater potential for secondary, inflammation-mediated, injury.

• Much larger amounts of granulation tissue are formed. Larger defects require a greater volume of granulation tissue to fill in the gaps and provide the underlying framework for the regrowth of tissue epithelium. A greater volume of granulation tissue generally results in a greater mass of scar tissue.

• At first a provisional matrix containing fibrin, plasma fibronectin, and type III collagen is formed, but in about 2 weeks this is replaced by a matrix composed primarily of type I collagen. Ultimately, the original granulation tissue scaffold is converted into a pale, avascular scar, composed of spindle-shaped fibroblasts, dense collagen, fragments of elastic tissue, and other ECM components. The dermal appendages that have been destroyed in the line of the incision are permanently lost. The epidermis recovers its normal thickness and architecture. By the end of the first month, the scar is made up of acellular connective tissue devoid of inflammatory infiltrate, covered by intact epidermis.

• Wound contraction generally occurs in large surface wounds. The contraction helps to close the wound by decreasing the gap between its dermal edges and by reducing the wound surface area. Hence, it is an important feature in healing by secondary union. The initial steps of wound contraction involve the formation, at the edge of the wound, of a network of myofibroblasts, which are modified fibroblasts exhibiting many of the ultrastructural and functional features of contractile smooth muscle cells. Within 6 weeks, large skin defects may be reduced to 5% to 10% of their original size, largely by contraction.






Wound Strength

Carefully sutured wounds have approximately 70% of the strength of normal skin, largely because of the placement of sutures. When sutures are removed, usually at 1 week, wound strength is approximately 10% of that of unwounded skin, but this increases rapidly over the next 4 weeks. The recovery of tensile strength results from the excess of collagen synthesis over collagen degradation during the first 2 months of healing, and, at later times, from structural modifications of collagen fibers (cross-linking, increased fiber size) after collagen synthesis ceases. Wound strength reaches approximately 70% to 80% of normal by 3 months but usually does not substantially improve beyond that point.







Fibrosis in Parenchymal Organs

Deposition of collagen is part of normal wound healing. The term fibrosis is used to denote the excessive deposition of collagen and other ECM components in a tissue. As already mentioned, the terms scar and fibrosis are used interchangeably, but fibrosis most often refers to the abnormal deposition of collagen that occurs in internal organs in chronic diseases. The basic mechanisms of fibrosis are the same as those of scar formation in the skin during tissue repair. Fibrosis is a pathologic process induced by persistent injurious stimuli such as chronic infections and immunologic reactions, and is typically associated with loss of tissue (Fig. 3-31). It may be responsible for substantial organ dysfunction and even organ failure.
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Figure 3-31 Mechanisms of fibrosis. Persistent tissue injury leads to chronic inflammation and loss of tissue architecture. Cytokines produced by macrophages and other leukocytes stimulate the migration and proliferation of fibroblasts and myofibroblasts and the deposition of collagen and other extracellular matrix proteins. The net result is replacement of normal tissue by fibrosis.





As discussed earlier, the major cytokine involved in fibrosis is TGF-β. The mechanisms that lead to the activation of TGF-β in fibrosis are not precisely known, but cell death by necrosis or apoptosis and the production of reactive oxygen species seem to be important triggers of the activation, regardless of the tissue. Similarly, the cells that produce collagen under TGF-β stimulation may vary depending on the tissue. In most organs, such as in lung and kidney, myofibroblasts are the main source of collagen, but stellate cells are the major collagen producers in liver cirrhosis.

Fibrotic disorders include diverse chronic and debilitating diseases such as liver cirrhosis, systemic sclerosis (scleroderma), fibrosing diseases of the lung (idiopathic pulmonary fibrosis, pneumoconioses, and drug-, radiation-induced pulmonary fibrosis), end-stage kidney disease, and constrictive pericarditis. These conditions are discussed in the appropriate chapters throughout the book. Because of the tremendous functional impairment caused by fibrosis in these conditions, there is great interest in the development of antifibrotic drugs.







Abnormalities in Tissue Repair

Complications in tissue repair can arise from abnormalities in any of the basic components of the process, including deficient scar formation, excessive formation of the repair components, and formation of contractures.


• Inadequate formation of granulation tissue or formation of a scar can lead to two types of complications: wound dehiscence and ulceration. Dehiscence or rupture of a wound, although not common, occurs most frequently after abdominal surgery and is due to increased abdominal pressure. Vomiting, coughing, or ileus can generate mechanical stress on the abdominal wound. Wounds can ulcerate because of inadequate vascularization during healing. For example, lower extremity wounds in individuals with atherosclerotic peripheral vascular disease typically ulcerate (Chapter 11). Nonhealing wounds also form in areas devoid of sensation. These neuropathic ulcers are occasionally seen in patients with diabetic peripheral neuropathy (Chapters 24 and 27).

• Excessive formation of the components of the repair process can give rise to hypertrophic scars and keloids. The accumulation of excessive amounts of collagen may give rise to a raised scar known as a hypertrophic scar; if the scar tissue grows beyond the boundaries of the original wound and does not regress, it is called a keloid (Fig. 3-32). Keloid formation seems to be an individual predisposition, and for unknown reasons this aberration is somewhat more common in African Americans. Hypertrophic scars generally develop after thermal or traumatic injury that involves the deep layers of the dermis.
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Figure 3-32 Keloid. A, Excess collagen deposition in the skin forming a raised scar known as keloid. B, Note the thick connective tissue deposition in the dermis. (A, From Murphy GF, Herzberg AJ: Atlas of Dermatopathology. Philadelphia, WB Saunders, 1996, p 219; B, Courtesy Z. Argenyi, MD, University of Washington, Seattle, Wash.)





• Exuberant granulation is another deviation in wound healing consisting of the formation of excessive amounts of granulation tissue, which protrudes above the level of the surrounding skin and blocks reepithelialization (this process has been called, with more literary fervor, proud flesh). Excessive granulation must be removed by cautery or surgical excision to permit restoration of the continuity of the epithelium. Fortunately rarely, incisional scars or traumatic injuries may be followed by exuberant proliferation of fibroblasts and other connective tissue elements that may, in fact, recur after excision. Called desmoids, or aggressive fibromatoses, these neoplasms lie in the interface between benign and malignant (though low-grade) tumors.

• Contraction in the size of a wound is an important part of the normal healing process. An exaggeration of this process gives rise to contracture and results in deformities of the wound and the surrounding tissues. Contractures are particularly prone to develop on the palms, the soles, and the anterior aspect of the thorax. Contractures are commonly seen after serious burns and can compromise the movement of joints.




[image: image] Key Concepts


Cutaneous Wound Healing and Pathologic Aspects of Repair


▪ The main phases of cutaneous wound healing are inflammation, formation of granulation tissue, and ECM remodeling.

▪ Cutaneous wounds can heal by primary union (first intention) or secondary union (secondary intention); secondary healing involves more extensive scarring and wound contraction.

▪ Wound healing can be altered by many conditions, particularly infection and diabetes; the type, volume, and location of the injury are important factors that influence the healing process.

▪ Excessive production of ECM can cause keloids in the skin.

▪ Persistent stimulation of collagen synthesis in chronic inflammatory diseases leads to fibrosis of the tissue, often with extensive loss of the tissue and functional impairment.
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Cardiovascular disease is the most important cause of morbidity and mortality in Western society. In 2008, it was estimated that 83 million people in the United States had one or more forms of cardiovascular disease, accounting for 35% to 40% of deaths. These diseases primarily affect one of the three major components of the cardiovascular system: the heart, the blood vessels, and the blood itself, which is composed of water, salts, a wide variety of proteins, elements that regulate clotting (the coagulation factors and platelets), and other formed elements (red cells and white cells). For simplicity, disorders that affect each component of the cardiovascular system are considered separately, recognizing that disturbances affecting one component often lead to adaptations and abnormalities involving others. Herein, we focus on disorders of hemodynamics (edema, effusions, congestion, and shock), pro­vide an overview of disorders of abnormal bleeding and clotting (thrombosis), and discuss the various forms of embolism. Diseases that primarily affect the blood vessels and the heart are discussed in Chapters 11 and 12, respectively, while specific bleeding disorders are covered in greater detail in Chapter 14.


Edema and Effusions

Disorders that perturb cardiovascular, renal, or hepatic function are often marked by the accumulation of fluid in tissues (edema) or body cavities (effusions). Under normal circumstances, the tendency of vascular hydrostatic pressure to push water and salts out of capillaries into the interstitial space is nearly balanced by the tendency of plasma colloid osmotic pressure to pull water and salts back into vessels. There is usually a small net movement of fluid into the interstitium, but this drains into lymphatic vessels and ultimately returns to the bloodstream via the thoracic duct, keeping the tissues “dry” (Fig. 4-1). Elevated hydrostatic pressure or diminished colloid osmotic pressure disrupts this balance and results in increased movement of fluid out of vessels. If the net rate of fluid movement exceeds the rate of lymphatic drainage, fluid accumulates. Within tissues the result is edema, and if a serosal surface is involved, fluid may accumulate within the adjacent body cavity as an effusion.

[image: image]
Figure 4-1 Factors influencing fluid movement across capillary walls. Normally, hydrostatic and osmotic forces are nearly balanced so that there is little net movement of fluid out of vessels. Many different pathologic disorders (Table 4-1) are associated with increases in capillary hydrostatic pressure or decreases in plasma osmotic pressure that lead to the extravasation of fluid into tissues. Lymphatic vessels remove much of the excess fluid, but if the capacity for lymphatic drainage is exceeded, tissue edema results.





Edema fluids and effusions may be inflammatory or noninflammatory (Table 4-1). Inflammation-related edema and effusions are discussed in detail in Chapter 3. These protein-rich exudates accumulate due to increases in vascular permeability caused by inflammatory mediators. Usually, inflammation-associated edema is localized to one or a few tissues, but in systemic inflammatory states, such as sepsis, that produce widespread endothelial injury and dysfunction, generalized edema may appear, often with severe consequences (discussed later). In contrast, noninflammatory edema and effusions are protein-poor fluids called transudates. Noninflammatory edema and effusions are common in many diseases, including heart failure, liver failure, renal disease, and severe nutritional disorders (Fig. 4-2). We will now discuss the various causes of edema.


Table 4-1

Pathophysiologic Categories of Edema


	Increased Hydrostatic Pressure

	Impaired Venous Return

	
Congestive heart failure

Constrictive pericarditis

Ascites (liver cirrhosis)

Venous obstruction or compression

Thrombosis

External pressure (e.g., mass)

Lower extremity inactivity with prolonged dependency




	Arteriolar Dilation

	
Heat

Neurohumoral dysregulation




	Reduced Plasma Osmotic Pressure (Hypoproteinemia)

	
Protein-losing glomerulopathies (nephrotic syndrome)

Liver cirrhosis (ascites)

Malnutrition

Protein-losing gastroenteropathy




	Lymphatic Obstruction

	
Inflammatory

Neoplastic

Postsurgical

Postirradiation




	Sodium Retention

	
Excessive salt intake with renal insufficiency

Increased tubular reabsorption of sodium

Renal hypoperfusion

Increased renin-angiotensin-aldosterone secretion




	Inflammation

	
Acute inflammation

Chronic inflammation

Angiogenesis







[image: image]


Modified from Leaf A, Cotran RS. Renal pathophysiology, 3rd ed. New York, Oxford University Press, 1985, p 146.
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Figure 4-2 Mechanisms of systemic edema in heart failure, renal failure, malnutrition, hepatic failure, and nephrotic syndrome.








Increased Hydrostatic Pressure

Increases in hydrostatic pressure are mainly caused by disorders that impair venous return. If the impairment is localized (e.g., a deep venous thrombosis [DVT] in a lower extremity), then the resulting edema is confined to the affected part. Conditions leading to systemic increases in venous pressure (e.g., congestive heart failure, Chapter 12) are understandably associated with more widespread edema.




Reduced Plasma Osmotic Pressure

Under normal circumstances albumin accounts for almost half of the total plasma protein; it follows that conditions leading to inadequate synthesis or increased loss of albumin from the circulation are common causes of reduced plasma oncotic pressure. Reduced albumin synthesis occurs mainly in severe liver diseases (e.g., end-stage cirrhosis, Chapter 18) and protein malnutrition (Chapter 9). An important cause of albumin loss is the nephrotic syndrome (Chapter 20), in which albumin leaks into the urine through abnormally permeable glomerular capillaries. Regardless of cause, reduced plasma osmotic pressure leads in a stepwise fashion to edema, reduced intravascular volume, renal hypoperfusion, and secondary hyperaldosteronism. Not only does the ensuing salt and water retention by the kidney fail to correct the plasma volume deficit, but it also exacerbates the edema, because the primary defect—a low plasma protein level—persists.




Sodium and Water Retention

Increased salt retention—with obligate retention of associated water—causes both increased hydrostatic pressure (due to intravascular fluid volume expansion) and diminished vascular colloid osmotic pressure (due to dilution). Salt retention occurs whenever renal function is compromised, such as in primary kidney disorders and in cardiovascular disorders that decrease renal perfusion. One of the most important causes of renal hypoperfusion is congestive heart failure, which (like hypoproteinemia) results in the activation of the renin-angiotensin-aldosterone axis. In early heart failure, this response is beneficial, as the retention of sodium and water and other adaptations, including increased vascular tone and elevated levels of antidiuretic hormone, improve cardiac output and restore normal renal perfusion. However, as heart failure worsens and cardiac output diminishes, the retained fluid merely increases the hydrostatic pressure, leading to edema and effusions.




Lymphatic Obstruction

Trauma, fibrosis, invasive tumors, and infectious agents can all disrupt lymphatic vessels and impair the clearance of interstitial fluid, resulting in lymphedema in the affected part of the body. A dramatic example is seen in parasitic filariasis, in which the organism induces obstructive fibrosis of lymphatic channels and lymph nodes. This may result in edema of the external genitalia and lower limbs that is so massive as to earn the appellation elephantiasis. Severe edema of the upper extremity may also complicate surgical removal and/or irradiation of the breast and associated axillary lymph nodes in patients with breast cancer.


[image: image] Morphology

Edema is easily recognized grossly; microscopically, it is appreciated as clearing and separation of the extracellular matrix and subtle cell swelling. Any organ or tissue can be involved, but edema is most commonly seen in subcutaneous tissues, the lungs, and the brain. Subcutaneous edema can be diffuse or more conspicuous in regions with high hydrostatic pressures. Its distribution is often influenced by gravity (e.g., it appears in the legs when standing and the sacrum when recumbent), a feature termed dependent edema. Finger pressure over markedly edematous subcutaneous tissue displaces the interstitial fluid and leaves a depression, a sign called pitting edema.

Edema resulting from renal dysfunction often appears initially in parts of the body containing loose connective tissue, such as the eyelids; periorbital edema is thus a characteristic finding in severe renal disease. With pulmonary edema, the lungs are often two to three times their normal weight, and sectioning yields frothy, blood-tinged fluid—a mixture of air, edema, and extravasated red cells. Brain edema can be localized or generalized depending on the nature and extent of the pathologic process or injury. The swollen brain exhibits narrowed sulci and distended gyri, which are compressed by the unyielding skull (Chapter 28).

Effusions involving the pleural cavity (hydrothorax), the pericardial cavity (hydropericardium), or the peritoneal cavity (hydroperitoneum or ascites) are common in a wide range of clinical settings. Transudative effusions are typically protein-poor, translucent and straw colored; an exception are peritoneal effusions caused by lymphatic blockage (chylous effusion), which may be milky due to the presence of lipids absorbed from the gut. In contrast, exudative effusions are protein-rich and often cloudy due to the presence of white cells.






Clinical Features

The consequences of edema range from merely annoying to rapidly fatal. Subcutaneous edema is important primarily because it signals potential underlying cardiac or renal disease; however, when significant, it can also impair wound healing or the clearance of infections. Pulmonary edema is a common clinical problem that is most frequently seen in the setting of left ventricular failure; it can also occur with renal failure, acute respi­ratory distress syndrome (Chapter 15), and pulmonary inflammation or infection. Not only does fluid collect in the alveolar septa around capillaries and impede oxygen diffusion, but edema fluid in the alveolar spaces also creates a favorable environment for bacterial infection. Pulmonary effusions often accompany edema in the lungs and can further compromise gas exchange by compressing the underlying pulmonary parenchyma. Peritoneal effusions (ascites) resulting most commonly from portal hypertension are prone to seeding by bacteria, leading to serious and sometimes fatal infections. Brain edema is life threatening; if severe, brain substance can herniate (extrude) through the foramen magnum, or the brain stem vascular supply can be compressed. Either condition can injure the medullary centers and cause death (Chapter 28).


[image: image] Key Concepts


Edema

Edema is the result of the movement of fluid from the vasculature into the interstitial spaces; the fluid may be protein-poor (transudate) or protein-rich (exudate).

Edema may be caused by:


▪ Increased hydrostatic pressure (e.g., heart failure)

▪ Decreased colloid osmotic pressure caused by reduced plasma albumin, either due to decreased synthesis (e.g., liver disease, protein malnutrition) or to increased loss (e.g., nephrotic syndrome)

▪ Increased vascular permeability (e.g., inflammation), which is usually localized but may occur throughout the body in severe systemic inflammatory states such as sepsis

▪ Lymphatic obstruction (e.g., infection or neoplasia)

▪ Sodium and water retention (e.g., renal failure)




















Hyperemia and Congestion

Hyperemia and congestion both stem from increased blood volumes within tissues, but have different underlying mechanisms and consequences. Hyperemia is an active process in which arteriolar dilation (e.g., at sites of inflammation or in skeletal muscle during exercise) leads to increased blood flow. Affected tissues turn red (erythema) because of increased delivery of oxygenated blood. Congestion is a passive process resulting from reduced outflow of blood from a tissue. It can be systemic, as in cardiac failure, or localized, as in isolated venous obstruction.

As a result of increased hydrostatic pressures, congestion commonly leads to edema. In long-standing chronic passive congestion, the associated chronic hypoxia may result in ischemic tissue injury and scarring. In chronically congested tissues, capillary rupture can also produce small hemorrhagic foci; subsequent catabolism of extravasated red cells can leave residual telltale clusters of hemosiderin-laden macrophages.


[image: image] Morphology

Congested tissues take on a dusky reddish-blue color (cyanosis) due to red cell stasis and the presence of deoxygenated hemoglobin. Microscopically, acute pulmonary congestion exhibits engorged alveolar capillaries, alveolar septal edema, and focal intraalveolar hemorrhage. In chronic pulmonary con­gestion, which is often caused by congestive heart failure, the septa are thickened and fibrotic, and the alve­oli often contain numerous hemosiderin-laden macrophages called heart failure cells. In acute hepatic congestion, the central vein and sinusoids are distended. Because the centrilobular area is at the distal end of the hepatic blood supply, centrilobular hepatocytes may undergo ischemic necrosis while the periportal hepatocytes—better oxygenated because of proximity to hepatic arterioles—may only develop fatty change. In chronic passive hepatic congestion, the centrilobular regions are grossly red-brown and slightly depressed (because of cell death) and are accentuated against the surrounding zones of uncongested tan liver (nutmeg liver) (Fig. 4-3A). Microscopically, there is centrilobular hemorrhage, hemosiderin-laden macrophages, and variable degrees of hepatocyte dropout and necrosis (Fig. 4-3B).

[image: image]
Figure 4-3 Liver with chronic passive congestion and hemorrhagic necrosis. A, Central areas are red and slightly depressed compared with the surrounding tan viable parenchyma, forming a “nutmeg liver” pattern (so-called because it resembles the cut surface of a nutmeg). B, Centrilobular necrosis with degenerating hepatocytes and hemorrhage. (Courtesy Dr. James Crawford, Department of Pathology, University of Florida, Gainesville, Fla.)










Hemostasis, Hemorrhagic Disorders, and Thrombosis

Hemostasis can be defined simply as the process by which blood clots form at sites of vascular injury. Hemostasis is essential for life and is deranged to varying degrees in a broad range of disorders, which can be divided into two groups. In hemorrhagic disorders, characterized by excessive bleeding, hemostatic mechanisms are either blunted or insufficient to prevent abnormal blood loss. By contrast, in thrombotic disorders blood clots (often referred to as thrombi) form within intact blood vessels or within the chambers of the heart. As is discussed in Chapters 11 and 12, thrombosis has a central role in the most common and clinically important forms of cardiovascular disease.

While useful, it must be recognized that this division between bleeding and thrombotic disorders sometimes breaks down, in that generalized activation of clotting sometimes paradoxically produces bleeding due to the consumption of coagulation factors, as in disseminated intravascular coagulation (DIC). To provide context for understanding disorders of bleeding and clotting, this discussion begins with normal hemostasis, focusing on the contribution of platelets, coagulation factors, and endothelium.


Hemostasis

Hemostasis is a precisely orchestrated process involving platelets, clotting factors, and endothelium that occurs at the site of vascular injury and culminates in the formation of a blood clot, which serves to prevent or limit the extent of bleeding. The general sequence of events leading to hemostasis at a site of vascular injury is shown in Figure 4-4.


• Arteriolar vasoconstriction occurs immediately and markedly reduces blood flow to the injured area (Fig. 4-4A). It is mediated by reflex neurogenic mechanisms and augmented by the local secretion of factors such as endothelin, a potent endothelium-derived vasoconstrictor. This effect is transient, however, and bleeding would resume if not for activation of platelets and coagulation factors.

• Primary hemostasis: the formation of the platelet plug. Disruption of the endothelium exposes subendothelial von Willebrand factor (vWF) and collagen, which promote platelet adherence and activation. Activation of platelets results in a dramatic shape change (from small rounded discs to flat plates with spiky protrusions that markedly increased surface area), as well as the release of secretory granules. Within minutes the secreted products recruit additional platelets, which undergo aggregation to form a primary hemostatic plug (Fig. 4-4B).

• Secondary hemostasis: deposition of fibrin. Tissue factor is also exposed at the site of injury. Tissue factor is a membrane-bound procoagulant glycoprotein that is normally expressed by subendothelial cells in the vessel wall, such as smooth muscle cells and fibroblasts. Tissue factor binds and activates factor VII (see later), setting in motion a cascade of reactions that culiminates in thrombin generation. Thrombin cleaves circulating fibrinogen into insoluble fibrin, creating a fibrin meshwork, and also is a potent activator of platelets, leading to additional platelet aggregation at the site of injury. This sequence, referred to as secondary hemostasis, consolidates the initial platelet plug (Fig. 4-4C).

• Clot stabilization and resorption. Polymerized fibrin and platelet aggregates undergo contraction to form a solid, permanent plug that prevents further hemorrhage. At this stage, counterregulatory mechanisms (e.g., tissue plasminogen activator, t-PA) are set into motion that limit clotting to the site of injury (Fig. 4-4D) and eventually lead to clot resorption and tissue repair.



[image: image]
Figure 4-4 Normal hemostasis. A, After vascular injury, local neurohumoral factors induce a transient vasoconstriction. B, Platelets bind via glycoprotein Ib (GpIb) receptors to von Willebrand factor (vWF) on exposed extracellular matrix (ECM) and are activated, undergoing a shape change and granule release. Released adenosine diphosphate (ADP) and thromboxane A2 (TxA2) induce additional platelet aggregation through platelet GpIIb-IIIa receptor binding to fibrinogen, and form the primary hemostatic plug. C, Local activation of the coagulation cascade (involving tissue factor and platelet phospholipids) results in fibrin polymerization, “cementing” the platelets into a definitive secondary hemostatic plug. D, Counterregulatory mechanisms, mediated by tissue plasminogen activator (t-PA, a fibrinolytic product) and thrombomodulin, confine the hemostatic process to the site of injury.





The following sections discuss the roles of the platelets, coagulation factors, and endothelium in hemostasis in greater detail.


Platelets

Platelets play a critical role in hemostasis by forming the primary plug that initially seals vascular defects and by providing a surface that binds and concentrates activated coagulation factors. Platelets are disc-shaped anucleate cell fragments that are shed from megakaryocytes in the bone marrow into the bloodstream. Their function depends on several glycoprotein receptors, a contractile cytoskeleton, and two types of cytoplasmic granules. α-Granules have the adhesion molecule P-selectin on their membranes (Chapter 3) and contain proteins involved in coagulation, such as fibrinogen, coagulation factor V, and vWF, as well as protein factors that may be involved in wound healing, such as fibronectin, platelet factor 4 (a heparin-binding chemokine), platelet-derived growth factor (PDGF), and transforming growth factor-β. Dense (or δ) granules contain adenosine diphosphate (ADP) and adenosine triphosphate, ionized calcium, serotonin, and epinephrine.

After a traumatic vascular injury, platelets encounter constituents of the subendothelial connective tissue, such as vWF and collagen. On contact with these proteins, platelets undergo a sequence of reactions that culminate in the formation of a platelet plug (Fig. 4-4B).


• Platelet adhesion is mediated largely via interactions with vWF, which acts as a bridge between the platelet surface receptor glycoprotein Ib (GpIb) and exposed collagen (Fig. 4-5). Notably, genetic deficiencies of vWF (von Willebrand disease, Chapter 14) or GpIb (Bernard-Soulier syndrome) result in bleeding disorders, attesting to the importance of these factors.
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Figure 4-5 Platelet adhesion and aggregation. Von Willebrand factor functions as an adhesion bridge between subendothelial collagen and the glycoprotein Ib (GpIb) platelet receptor. Aggregation is accomplished by fibrinogen bridging GpIIb-IIIa receptors on different platelets. Congenital deficiencies in the various receptors or bridging molecules lead to the diseases indicated in the colored boxes. ADP, adenosine diphosphate.





• Platelets rapidly change shape following adhesion, being converted from smooth discs to spiky “sea urchins” with greatly increased surface area. This change is accompanied by alterations in glycoprotein IIb/IIIa that increase its affinity for fibrinogen (see later), and by the translocation of negatively charged phospholipids (particularly phosphatidylserine) to the platelet surface. These phospholipids bind calcium and serve as nucleation sites for the assembly of coagulation factor complexes.

• Secretion (release reaction) of granule contents occurs along with changes in shape; these two events are often referred to together as platelet activation. Platelet activation is triggered by a number of factors, including the coagulation factor thrombin and ADP. Thrombin activates platelets through a special type of G-protein–coupled receptor referred to as a protease-activated receptor (PAR), which is switched on by a proteolytic cleavage carried out by thrombin. ADP is a component of dense-body granules; thus, platelet activation and ADP release begets additional rounds of platelet activation, a phenomenon referred to as recruitment. Activated platelets also produce the prostaglandin thromboxane A2 (TxA2), a potent inducer of platelet aggregation. Aspirin inhibits platelet aggregation and produces a mild bleeding defect by inhibiting cyclooxygenase, a platelet enzyme that is required for TxA2 synthesis. Although the phenomenon is less well characterized, it is also suspected that growth factors released from platelets contribute to the repair of the vessel wall following injury.

• Platelet aggregation follows their activation. The con­formational change in glycoprotein IIb/IIIa that occurs with platelet activation allows binding of fibrinogen, a large bivalent plasma polypeptide that forms bridges between adjacent platelets, leading to their aggregation. Predictably, inherited deficiency of GpIIb-IIIa results in a bleeding disorder called Glanzmann thrombasthenia. The initial wave of aggregation is reversible, but concurrent activation of thrombin stabilizes the platelet plug by causing further platelet activation and aggregation, and by promoting irreversible platelet contraction. Platelet contraction is dependent on the cytoskeleton and consolidates the aggregated platelets. In parallel, thrombin also converts fibrinogen into insoluble fibrin, cementing the platelets in place and creating the definitive secondary hemostatic plug. Entrapped red cells and leukocytes are also found in hemostatic plugs, in part due to adherence of leukocytes to P-selectin expressed on activated platelets.






Coagulation Cascade

The coagulation cascade is series of amplifying enzymatic reactions that leads to the deposition of an insoluble fibrin clot. As discussed later, the dependency of clot formation on various factors differs in the laboratory in the laboratory test tube and in blood vessels in vivo (Fig. 4-6). However, clotting in vitro and in vivo both follow the same general principles, as follows.
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Figure 4-6 The coagulation cascade in the laboratory and in vivo. A, Clotting is initiated in the laboratory by adding phospholipids, calcium, and either a negative charged substance such as glass beads (intrinsic pathway) or a source of tissue factor (extrinsic pathway). B, In vivo, tissue factor is the major initiator of coagulation, which is amplified by feedback loops involving thrombin (dotted lines). The red polypeptides are inactive factors, the dark green polypeptides are active factors, while the light green polypeptides correspond to cofactors..





The cascade of reactions in the pathway can be likened to a “dance,” in which coagulation factors are passed from one partner to the next (Fig. 4-7). Each reaction step involves an enzyme (an activated coagulation factor), a substrate (an inactive proenzyme form of a coagulation factor), and a cofactor (a reaction accelerator). These components are assembled on a negatively charged phospholipid surface, which is provided by activated platelets. Assembly of reaction complexes also depends on calcium, which binds to γ-carboxylated glutamic acid residues that are present in factors II, VII, IX, and X. The enzymatic reactions that produce γ-carboxylated glutamic acid use vitamin K as a cofactor and are antagonized by drugs such as coumadin, a widely used anticoagulant.
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Figure 4-7 Schematic illustration of the conversion of factor X to factor Xa via the extrinsic pathway, which in turn converts factor II (prothrombin) to factor IIa (thrombin). The initial reaction complex consists of a proteolytic enzyme (factor VIIa), a substrate (factor X), and a reaction accelerator (tissue factor), all assembled on a platelet phospholipid surface. Calcium ions hold the assembled components together and are essential for the reaction. Activated factor Xa becomes the protease for the second adjacent complex in the coagulation cascade, converting prothrombin substrate (II) to thrombin (IIa) using factor Va as the reaction accelerator.





Based on assays carried out in clinical laboratories, the coagulation cascade has traditionally been divided into the extrinsic and intrinsic pathways (Fig. 4-6A).


• The prothrombin time (PT) assay assesses the function of the proteins in the extrinsic pathway (factors VII, X, V, II, and fibrinogen). In brief, tissue factor, phospholipids, and calcium are added to plasma and the time for a fibrin clot to form is recorded.

• The partial thromboplastin time (PTT) assay screens the function of the proteins in the intrinsic pathway (factors XII, XI, IX, VIII, X, V, II, and fibrinogen). In this assay, clotting of plasma is initiated by addition of negative-charged particles (e.g., ground glass) that activate factor XII (Hageman factor) together with phospholipids and calcium, and the time to fibrin clot formation is recorded.



While the PT and PTT assays are of great utility in evaluating coagulation factor function in patients, they fail to recapitulate the events that lead to coagulation in vivo. This point is most clearly made by considering the clinical effects of deficiencies of various coagulation factors. Deficiencies of factors V, VII, VIII, IX, and X are associated with moderate to severe bleeding disorders, and prothrombin deficiency is likely incompatible with life. In contrast, factor XI deficiency is only associated with mild bleeding, and individuals with factor XII deficiency do not bleed and in fact may be susceptible to thrombosis. The paradoxical effect of factor XII deficiency may be explained by involvement of factor XII in the fibrinolysis pathway (discussed later); while there is also some evidence from experimental models suggesting that factor XII may promote thrombosis under certain circumstances, the relevance of these observations to human thrombotic disease remains to be determined.

Based on the effects of various factor deficiencies in humans, it is believed that, in vivo, factor VIIa/tissue factor complex is the most important activator of factor IX and that factor IXa/factor VIIIa complex is the most important activator of factor X (Fig. 4-6B). The mild bleeding tendency seen in patients with factor XI deficiency is likely explained by the ability of thrombin to activate factor XI (as well as factors V and VIII), a feedback mechanism that amplifies the coagulation cascade.

Among the coagulation factors, thrombin is the most important, in that its various enzymatic activities control diverse aspects of hemostasis and link clotting to inflammation and repair. Among thrombin's most important activities are the following:


• Conversion of fibrinogen into crosslinked fibrin. Thrombin directly converts soluble fibrinogen into fibrin monomers that polymerize into an insoluble clot, and also amplifies the coagulation process, not only by activating factor XI, but also be activating two critical co-factors, factors V and VIII. It also stabilizes the secondary hemostatic plug by activating factor XIII, which covalently cross-links fibrin.

• Platelet activation. Thrombin is a potent inducer of platelet activation and aggregation through its ability to activate PARs, thereby linking platelet function to coagulation.

• Pro-inflammatory effects. PARs are also expressed on inflammatory cells, endothelium, and other cell types (Fig. 4-8), and activation of these receptors by thrombin is believed to mediate proinflammatory effects that contribute to tissue repair and angiogenesis.
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Figure 4-8 Role of thrombin in hemostasis and cellular activation. Thrombin plays a critical role in generating cross-linked fibrin (by cleaving fibrinogen to fibrin and by activating factor XIII), as well as activating several other coagulation factors (see Fig. 4-6B). Through protease-activated receptors (PARs, see text), thrombin also modulates several cellular activities. It directly induces platelet aggregation and TxA2 production, and activates endothelial cells, which respond by expressing adhesion molecules and a variety of fibrinolytic (t-PA), vasoactive (NO, PGI2), and cytokine mediators (e.g., PDGF). Thrombin also directly activates leukocytes. ECM, extracellular matrix; NO, nitric oxide; PDGF, platelet-derived growth factor; PGI2, prostacyclin; TxA2, thromboxane A2; t-PA, tissue plasminogen activator. See Figure 4-10 for additional anticoagulant activities mediated by thrombin. (Courtesy Shaun Coughlin, MD, PhD, Cardiovascular Research Institute, University of California at San Francisco; modified with permission.)





• Anticoagulant effects. Remarkably, through mechanisms described later, upon encountering normal endo­thelium thrombin changes from a procoagulant to an anticoagulant. This reversal in function prevents clotting from extending beyond the site of the vascular injury.




Factors That Limit Coagulation.

Once initiated, coagulation must be restricted to the site of vascular injury to prevent deleterious consequences. One limiting factor is simple dilution; blood flowing past the site of injury washes out activated coagulation factors, which are rapidly removed by the liver. A second is the requirement for negatively charged phospholipids, which, as mentioned, are mainly provided by platelets that have been activated by contact with subendothelial matrix at sites of vascular injury. However, the most important counterregulatory mechanisms involve factors that are expressed by intact endothelium adjacent to the site of injury (described later).

Activation of the coagulation cascade also sets into motion a fibrinolytic cascade that limits the size of the clot and contributes to its later dissolution (Fig. 4-9). Fibrino­lysis is largely accomplished through the enzymatic activity of plasmin, which breaks down fibrin and interferes with its polymerization. An elevated level of breakdown products of fibrinogen (often called fibrin split products), most notably fibrin-derived D-dimers, are a useful clinical markers of several thrombotic states (described later). Plasmin is generated by enzymatic catabolism of the inactive circulating precursor plasminogen, either by a factor XII–dependent pathway (possibly explaining the association of factor XII deficiency and thrombosis) or by plasminogen activators. The most important plasminogen activator is t-PA; it is synthesized principally by endothelium and is most active when bound to fibrin. This characteristic makes t-PA a useful therapeutic agent, since its fibrinolytic activity is largely confined to sites of recent thrombosis. Once activated, plasmin is in turn tightly controlled by counterregulatory factors such as α2-plasmin inhibitor, a plasma protein that binds and rapidly inhibits free plasmin.
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Figure 4-9 The fibrinolytic system, illustrating various plasminogen activators and inhibitors (see text).














Endothelium

The balance between the anticoagulant and procoagulant activities of endothelium often determines whether clot formation, propagation, or dissolution occurs. As alluded to earlier, normal endothelial cells express a multitude of factors that inhibit the procoagulant activities of platelets and coagulation factors and that augment fibrinolysis (Fig. 4-10). These factors act in concert to prevent thrombosis and to limit clotting to sites of vascular damage. However, if injured or exposed to proinflammatory factors, endothelial cells lose many of their antithrombotic properties. Here, we complete the discussion of hemostasis by focusing on the antithrombotic activities of normal endothelium; we return to the “dark side” of endothelial cells later when discussing thrombosis.

[image: image]
Figure 4-10 Anticoagulant activities of normal endothelium. NO, nitric oxide; PGI2, prostacyclin; t-PA, tissue plasminogen activator; vWF, von Willebrand factor. The thrombin receptor is also called a protease-activated receptor (PAR).





The antithrombotic properties of endothelium can be divided into activities directed at platelets, coagulation factors, and fibrinolysis.


• Platelet inhibitory effects. An obvious effect of intact endothelium is to serve as a barrier that shields platelets from subendothelial vWF and collagen. However, normal endothelium also releases a number of factors that inhibit platelet activation and aggregation. Among the most important are prostacyclin (PGI2), nitric oxide (NO), and adenosine diphosphatase; the latter degrades ADP, already discussed as a potent activator of platelet aggregation. Finally, endothelial cells bind and alter the activity of thrombin, which is one of the most potent activators of platelets.

• Anticoagulant effects. Normal endothelium shields coagulation factors from tissue factor in vessel walls and expresses multiple factors that actively oppose coag­ulation, most notably thrombomodulin, endothelial protein C receptor, heparin-like molecules, and tissue factor pathway inhibitor. Thrombomodulin and endothelial protein C receptor bind thrombin and protein C, respectively, in a complex on the endothelial cell surface. When bound in this complex, thrombin loses its ability to activate coagulation factors and platelets, and instead cleaves and activates protein C, a vitamin K–dependent protease that requires a cofactor, protein S. Activated protein C/protein S complex is a potent inhibitor of coagulation factors Va and VIIIa. Heparin-like molecules on the surface of endothelium bind and activate antithrombin III, which then inhibits thrombin and factors IXa, Xa, XIa, and XIIa. The clinical utility of heparin and related drugs is based on their ability to stimulate antithrombin III activity. Tissue factor pathway inhibitor (TFPI), like protein C, requires protein S as a cofactor and, as the name implies, binds and inhibits tissue factor/factor VIIa complexes.

• Fibrinolytic effects. Normal endothelial cells synthesize t-PA, already discussed, as a key component of the fibrinolytic pathway.









Hemorrhagic Disorders

Disorders associated with abnormal bleeding inevitably stem from primary or secondary defects in vessel walls, platelets, or coagulation factors, all of which must function properly to ensure hemostasis. The presentation of abnormal bleeding varies widely. At one end of the spectrum are massive bleeds associated with ruptures of large vessels such as the aorta or of the heart; these catastrophic events simply overwhelm hemostatic mechanisms and are often fatal. Diseases associated with sudden, massive hemorrhage include aortic dissection in the setting of Marfan syndrome (Chapter 5), and aortic abdominal aneurysm (Chapter 11) and myocardial infarction (Chapter 12) complicated by rupture of the aorta or the heart. At the other end of the spectrum are subtle defects in clotting that only become evident under conditions of hemostatic stress, such as surgery, childbirth, dental procedures, menstruation, or trauma. Among the most common causes of mild bleeding tendencies are inherited defects in von Willebrand factor (Chapter 14), aspirin consumption, and uremia (renal failure); the latter alters platelet function through uncertain mechanisms. Between these extremes lie deficiencies of coagulation factors (the hemophilias, Chapter 14), which are usually inherited and lead to severe bleeding disorders if untreated.

Additional specific examples of disorders associated with abnormal bleeding are discussed throughout the book. The following are general principles related to abnormal bleeding and its consequences.


• Defects of primary hemostasis (platelet defects or von Willebrand disease) often present with small bleeds in skin or mucosal membranes. These bleeds typically take the form of petechiae, minute 1- to 2-mm hemorrhages (Fig. 4-11A), or purpura, which are slightly larger (≥3 mm) than petechiae. It is believed that the capillaries of the mucosa and skin are particularly prone to rupture following minor trauma and that under normal circumstances platelets seal these defects virtually immediately. Mucosal bleeding associated with defects in primary hemostasis may also take the form of epistaxis (nosebleeds), gastrointestinal bleeding, or excessive menstruation (menorrhagia). A feared complication of very low platelet counts (thrombocytopenia) is intracerebral hemorrhage, which may be fatal.
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Figure 4-11 A, Punctate petechial hemorrhages of the colonic mucosa, a consequence of thrombocytopenia. B, Fatal intracerebral bleed.





• Defects of secondary hemostasis (coagulation factor defects) often present with bleeds into soft tissues (e.g., muscle) or joints. Bleeding into joints (hemarthrosis) following minor trauma is particularly characteristic of hemophilia (Chapter 14). It is unknown why severe defects in secondary hemostasis present with this peculiar pattern of bleeding; as with severe platelet defects, intracranial hemorrhage, sometimes fatal, may also occur.

• Generalized defects involving small vessels often present with “palpable purpura” and ecchymoses. Ecchymoses (sometimes simply called bruises) are hemorrhages of 1 to 2 cm in size. In both purpura and ecchymoses, the volume of extravasated blood is sufficient to create a palpable mass of blood known as a hematoma. Purpura and ecchymoses are particularly characteristic of systemic disorders that disrupt small blood vessels (e.g., vasculitis, Chapter 11) or that lead to blood vessel fragility (e.g., amyloidosis, Chapter 6; scurvy, Chapter 9).



The clinical significance of hemorrhage depends on the volume of the bleed, the rate at which it occurs, and its location. Rapid loss of up to 20% of the blood volume may have little impact in healthy adults; greater losses, however, can cause hemorrhagic (hypovolemic) shock (discussed later). Bleeding that is trivial in the subcutaneous tissues can cause death if located in the brain (Fig. 4-11B); because the skull is unyielding, intracranial hemorrhage may increase intracranial pressure to a level that compromises the blood supply or causes herniation of the brainstem (Chapter 28). Finally, chronic or recurrent external blood loss (e.g., peptic ulcer or menstrual bleeding) causes iron loss and can lead to an iron deficiency anemia. In contrast, when red cells are retained (e.g., hemorrhage into body cavities or tissues), iron is recovered and recycled for use in the synthesis of hemoglobin.




Thrombosis

The primary abnormalities that lead to thrombosis are (1) endothelial injury, (2) stasis or turbulent blood flow, and (3) hypercoagulability of the blood (the so-called Virchow triad) (Fig. 4-12). Thrombosis is one of the scourges of modern man, because it underlies the most serious and common forms of cardiovascular disease. Here, the focus is on its causes and consequences; its role in cardiovascular disorders is discussed in detail in Chapters 11 and 12.
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Figure 4-12 The Virchow triad in thrombosis. Endothelial integrity is the most important factor. Injury to endothelial cells can alter local blood flow and affect coagulability. Abnormal blood flow (stasis or turbulence), in turn, can cause endothelial injury. These factors may promote thrombosis independently or in combination.






Endothelial Injury

Endothelial injury leading to platelet activation almost inevitably underlies thrombus formation in the heart and the arterial circulation, where the high rates of blood flow impede clot formation. Notably, cardiac and arterial clots are typically rich in platelets, and it is believed that platelet adherence and activation is a necessary prerequisite for thrombus formation under high shear stress, such as exists in arteries. This insight provides part of the reasoning behind the use of aspirin and other platelet inhibitors in coronary artery disease and acute myocardial infarction.

Obviously, severe endothelial injury may trigger thrombosis by exposing vWF and tissue factor. However, inflammation and other noxious stimuli also promote thrombosis by shifting the pattern of gene expression in endothelium to one that is “prothrombotic.” This change is sometimes referred to as endothelial activation or dysfunction and can be produced by diverse exposures, including physical injury, infectious agents, abnormal blood flow, inflammatory mediators, metabolic abnormalities, such as hypercholesterolemia or homocystinemia, and toxins absorbed from cigarette smoke. Endothelial activation is believed to have an important role in triggering arterial thrombotic events.

The role of endothelial cell activation and dysfunction in arterial thrombosis is discussed in detail in Chapters 11 and 12. Here it suffices to mention several of the major prothrombotic alterations:


• Procoagulant changes. Endothelial cells activated by cytokines downregulate the expression of thrombomodulin, already described as a key modulator of thrombin activity. This may result in sustained activation of thrombin, which can in turn stimulate platelets and augment inflammation through PARs expressed on platelets and inflammatory cells. In addition, inflamed endothelium also downregulates the expression of other anticoagulants, such as protein C and tissue factor protein inhibitor, changes that further promote a procoagulant state.

• Antifibrinolytic effects. Activated endothelial cells secrete plasminogen activator inhibitors (PAIs), which limit fibrinolysis, and downregulate the expression of t-PA, alterations that also favor the development of thrombi.






Alternations in Normal Blood Flow

Turbulence contributes to arterial and cardiac thrombosis by causing endo­thelial injury or dysfunction, as well as by forming countercurrents that contribute to local pockets of stasis. Stasis is a major contributor in the development of venous thrombi. Normal blood flow is laminar such that the platelets (and other blood cellular elements) flow centrally in the vessel lumen, separated from endothelium by a slower moving layer of plasma. Stasis and turbulence therefore:


• Promote endothelial activation, enhancing procoagulant activity and leukocyte adhesion, in part through flow-induced changes in the expression of adhesion molecules and pro-inflammatory factors

• Disrupt laminar flow and bring platelets into contact with the endothelium

• Prevent washout and dilution of activated clotting factors by fresh flowing blood and the inflow of clotting factor inhibitors



Altered blood flow contributes to thrombosis in several clinical settings. Ulcerated atherosclerotic plaques not only expose subendothelial vWF and tissue factor but also cause turbulence. Aortic and arterial dilations called aneurysms result in local stasis and are therefore fertile sites for thrombosis (Chapter 11). Acute myocardial infarctions result in areas of noncontractile myocardium and sometimes in cardiac aneurysms; both are associated with stasis and flow abnormalities that promote the formation of cardiac mural thrombi (Chapter 12). Rheumatic mitral valve stenosis results in left atrial dilation; in conjunction with atrial fibrillation, a dilated atrium is a site of profound stasis and a prime location for thrombosis (Chapter 12). Hyperviscosity (such as is seen with polycythemia vera; Chapter 13) increases resistance to flow and causes small vessel stasis, and the deformed red cells in sickle cell anemia (Chapter 14) impede blood flow through small vessels, with the resulting stasis also predisposing to thrombosis.




Hypercoagulability

Hypercoagulability (also called thrombophilia) can be loosely defined as any disorder of the blood that predisposes to thrombosis. Hypercoagu­lability has a particularly important role in venous thrombosis and can be divided into primary (genetic) and secondary (acquired) disorders (Table 4-2). Of the inherited causes of hypercoagulability, point mutations in the factor V gene and prothrombin gene are the most common.


• Approximately 2% to 15% of Caucasians carry a single-nucleotide mutation in factor V that is called the factor V Leiden, after the city in The Netherlands where it was discovered. Among individuals with recurrent DVT, the frequency of this mutation is considerably higher, approaching 60%. The mutation results in a glutamine for arginine substitution at amino acid residue 506 that renders factor V resistant to cleavage and inactivation by protein C. As a result, an important antithrombotic counterregulatory pathway is lost (Fig. 4-10). Indeed, heterozygotes have a five-fold increased relative risk of venous thrombosis, and homozygotes have a 50-fold increase.

• A single nucleotide change (G20210A) in the 3′-untranslated region of the prothrombin gene is another common mutation (1% to 2% of the population) associated with hypercoagulability. It leads to elevated prothrombin levels and an almost three-fold increased risk of venous thrombosis.

• Elevated levels of homocysteine contribute to arterial and venous thrombosis, as well as the development of atherosclerosis (Chapter 11). The prothrombotic effects of homocysteine may be due to thioester linkages formed between homocysteine metabolites and a variety of proteins, including fibrinogen. Marked elevations of homocysteine may be caused by an inherited deficiency of cystathione β-synthetase.

• Rare inherited causes of primary hypercoagulability include deficiencies of anticoagulants such as antithrombin III, protein C, or protein S; affected individuals typically present with venous thrombosis and recurrent thromboembolism beginning in adolescence or early adulthood.




Table 4-2

Hypercoagulable States


	Primary (Genetic)

	Common

	
Factor V mutation (Arg to Glu substitution in amino acid residue 506 leading to resistance to activated protein C; factor V Leiden)

Prothrombin mutation (G20210A noncoding sequence variant leading to increased prothrombin levels)

Increased levels of factors VIII, IX, XI, or fibrinogen (genetics unknown)




	Rare

	
Antithrombin III deficiency

Protein C deficiency

Protein S deficiency




	Very Rare

	
Fibrinolysis defects

Homozygous homocystinuria (deficiency of cystathione β-synthetase)




	Secondary (Acquired)

	High Risk for Thrombosis

	
Prolonged bed rest or immobilization

Myocardial infarction

Atrial fibrillation

Tissue injury (surgery, fracture, burn)

Cancer

Prosthetic cardiac valves

Disseminated intravascular coagulation

Heparin-induced thrombocytopenia

Antiphospholipid antibody syndrome




	Lower Risk for Thrombosis

	
Cardiomyopathy

Nephrotic syndrome

Hyperestrogenic states (pregnancy and postpartum)

Oral contraceptive use

Sickle cell anemia

Smoking
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The most common thrombophilic genotypes found in various populations (heterozygosity for factor V Leiden and heterozygosity for the prothrombin G20210A variant) impart only a moderately increased risk of thrombosis; most individuals with these genotypes, when otherwise healthy, are free of thrombotic complications. However, factor V and prothrombin mutations are frequent enough that homozygosity and compound heterozygosity are not rare, and such genotypes are associated with greater risk. Moreover, individuals with such mutations have a significantly increased frequency of venous thrombosis in the setting of other acquired risk factors (e.g., pregnancy or prolonged bed rest). Thus, factor V Leiden heterozygosity may trigger DVT when combined with enforced inactivity, such as during prolonged airplane travel. Consequently, inherited causes of hypercoagulability must be considered in patients younger than age 50 years who present with thrombosis—even when acquired risk factors are present.

Unlike hereditary disorders, the pathogenesis of acquired thrombophilia is frequently multifactorial (Table 4-2). In some cases (e.g., cardiac failure or trauma), stasis or vascular injury may be most important. Hypercoagulability due to oral contraceptive use or the hyperestrogenic state of pregnancy is probably caused by increased hepatic synthesis of coagulation factors and reduced anticoagulant synthesis. In disseminated cancers, release of various procoagulants from tumors predisposes to thrombosis. The hypercoagulability seen with advancing age may be due to reduced endothelial PGI2 production. Smoking and obesity promote hypercoagulability by unknown mechanisms.

Among the acquired thrombophilic states, the heparin-induced thrombocytopenia and the antiphospholipid antibody syndromes are particularly important clinical problems that deserve special mention.


Heparin-Induced Thrombocytopenia (HIT) Syndrome

HIT occurs following the administration of unfractionated heparin, which may induce the appearance of antibodies that recognize complexes of heparin and platelet factor 4 on the surface of platelets (Chapter 14), as well as complexes of heparin-like molecules and platelet factor 4-like proteins on endothelial cells. Binding of these antibodies to platelets results in their activation, aggregation, and consumption (hence the thrombocytopenia in the syndrome name). This effect on platelets and endothelial damage induced by antibody binding combine to produce a prothrombotic state, even in the face of heparin administration and low platelet counts. Low-molecular-weight heparin preparations induce HIT less frequently, and other classes of anticoagulants such as direct inhibitors of factor X and thrombin may also obviate the risk.





Antiphospholipid Antibody Syndrome

This syndrome (previously called the lupus anticoagulant syndrome) has protean clinical manifestations, including recurrent thromboses, repeated miscarriages, cardiac valve vegetations, and thrombocytopenia. Depending on the vascular bed involved, the clinical presentations can include pulmonary embolism (PE) (following lower extremity venous thrombosis), pulmonary hypertension (from recurrent subclinical pulmonary emboli), stroke, bowel infarction, or renovascular hypertension. Fetal loss does not appear to be explained by thrombosis, but rather seems to stem from antibody-mediated interference with the growth and differentiation of trophoblasts, leading to a failure of placentation. Antiphospholipid antibody syndrome is also a cause of renal microangiopathy, resulting in renal failure associated with multiple capillary and arterial thromboses (Chapter 20).


The name antiphospholipid antibody syndrome is misleading, as it is believed that the most important pathologic effects are mediated through binding of the antibodies to epitopes on proteins that are somehow induced or “unveiled” by phospholipids. Transfer of antiphospholipid antibodies to rodents can induce thrombosis, clearly indicating their pathogenicity, but the precise mechanisms remain uncertain. Suspected antibody targets include β2-glycoprotein I, a plasma protein that associates with the surfaces of endothelial cells and trophoblasts, and thrombin. In vivo, it is suspected that these antibodies bind to these and perhaps other proteins, thereby inducing a hypercoagulable state through uncertain mechanisms. However, in vitro, the antibodies interfere with phospholipids and thus inhibit coagulation. The antibodies also frequently give a false-positive serologic test for syphilis because the antigen in the standard assay is embedded in cardiolipin.

Antiphospholipid antibody syndrome has primary and secondary forms. Individuals with a well-defined auto­immune disease, such as systemic lupus erythematosus (Chapter 6), are designated as having secondary antiphospholipid syndrome (hence the earlier term lupus anticoagulant syndrome). In primary antiphospholipid syndrome, patients exhibit only the manifestations of a hypercoagulable state and lack evidence of other autoimmune disorders; occasionally, it appears following exposure to certain drugs or infections. Therapy involves anticoagulation and immunosuppression. Although antiphospholipid antibodies are clearly associated with thrombotic diatheses, they have also been identified in 5% to 15% of apparently normal individuals, implying that they are necessary but not sufficient to cause the full-blown syndrome.


[image: image] Morphology

Thrombi can develop anywhere in the cardiovascular system and vary in size and shape depending on the involved site and the underlying cause. Arterial or cardiac thrombi usually begin at sites of turbulence or endothelial injury, whereas venous thrombi characteristically occur at sites of stasis. Thrombi are focally attached to the underlying vascular surface, particularly at the point of initiation. From here, arterial thrombi tend to grow retrograde, while venous thrombi extend in the direction of blood flow; thus both propagate toward the heart. The propagating portion of a thrombus is often poorly attached and therefore prone to fragmentation and embolization.

Thrombi often have grossly and microscopically apparent laminations called lines of Zahn, which are pale platelet and fibrin deposits alternating with darker red cell–rich layers. Such laminations signify that a thrombus has formed in flowing blood; their presence can therefore distinguish antemortem clots from the bland nonlaminated clots that occur postmortem (see later).

Thrombi occurring in heart chambers or in the aortic lumen are designated mural thrombi. Abnormal myocardial contraction (arrhythmias, dilated cardiomyopathy, or myocardial infarction) or endomyocardial injury (myocarditis or catheter trauma) promotes cardiac mural thrombi (Fig. 4-13A), while ulcerated atherosclerotic plaque and aneurysmal dilation are the precursors of aortic thrombi (Fig. 4-13B).
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Figure 4-13 Mural thrombi. A, Thrombus in the left and right ventricular apices (arrows), overlying white fibrous scar. B, Laminated thrombus in a dilated abdominal aortic aneurysm (denoted by asterisks). Numerous friable mural thrombi are also superimposed on advanced atherosclerotic lesions of the more proximal aorta (left side of picture).





Arterial thrombi are frequently occlusive; the most common sites in decreasing order of frequency are the coronary, cerebral, and femoral arteries. They typically consist of a friable meshwork of platelets, fibrin, red cells, and degenerating leukocytes. Although these are usually superimposed on a ruptured atherosclerotic plaque, other vascular injuries (vasculitis, trauma) may be the underlying cause.

Venous thrombosis (phlebothrombosis) is almost invariably occlusive, with the thrombus forming a long luminal cast. Because these thrombi form in the sluggish venous circulation, they tend to contain more enmeshed red cells (and relatively few platelets) and are therefore known as red, or stasis, thrombi. Venous thrombi are firm, are focally attached to the vessel wall, and contain lines of Zahn, features that help distinguish them from postmortem clots (see later). The veins of the lower extremities are most commonly involved (90% of cases); however, upper extremities, periprostatic plexus, or the ovarian and periuterine veins can also develop venous thrombi. Under special circumstances, they can also occur in the dural sinuses, portal vein, or hepatic vein.

Postmortem clots can sometimes be mistaken for ante­mortem venous thrombi. However, clots that form after death are gelatinous and have a dark red dependent portion where red cells have settled by gravity and a yellow “chicken fat” upper portion, and are usually not attached to the underlying vessel wall.

Thrombi on heart valves are called vegetations. Bloodborne bacteria or fungi can adhere to previously damaged valves (e.g., due to rheumatic heart disease) or can directly cause valve damage; in either case, endothelial injury and disturbed blood flow can induce the formation of large thrombotic masses (infective endocarditis; Chapter 12). Sterile vegetations can also develop on noninfected valves in persons with hypercoagulable states, so-called nonbacterial thrombotic endocarditis (Chapter 12). Less commonly, sterile verrucous endocarditis (Libman-Sacks endocarditis) can occur in the setting of systemic lupus erythematosus (Chapter 6).









Fate of the Thrombus

If a patient survives the initial thrombosis, in the ensuing days to weeks thrombi undergo some combination of the following four events:


• Propagation. Thrombi accumulate additional platelets and fibrin (discussed earlier).

• Embolization. Thrombi dislodge and travel to other sites in the vasculature (discussed later).

• Dissolution. Dissolution is the result of fibrinolysis, which can lead to the rapid shrinkage and total disappearance of recent thrombi. In contrast, the extensive fibrin deposition and cross-linking in older thrombi renders them more resistant to lysis. This distinction explains why therapeutic administration of fibrinolytic agents such as t-PA (e.g., in the setting of acute coronary thrombosis) is generally effective only when given during the first few hours of a thrombotic event.

• Organization and recanalization. Older thrombi become organized by the ingrowth of endothelial cells, smooth muscle cells, and fibroblasts (Fig. 4-14). Capillary channels eventually form that reestablish the continuity of the original lumen, albeit to a variable degree. Continued recanalization may convert a thrombus into a smaller mass of connective tissue that becomes incorporated into the vessel wall. Eventually, with remodeling and contraction of the mesenchymal elements, only a fibrous lump may remain to mark the original thrombus.
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Figure 4-14 Low-power view of a thrombosed artery stained for elastic tissue. The original lumen is delineated by the internal elastic lamina (arrows) and is totally filled with organized thrombus, now punctuated by several recanalized endothelium-lined channels (white spaces).







Occasionally the centers of thrombi undergo enzymatic digestion, presumably as a result of the release of lysosomal enzymes from trapped leukocytes and platelets. In the setting of bacteremia, such thrombi may become infected, producing an inflammatory mass that erodes and weakens the vessel wall. If unchecked, this may result in a mycotic aneurysm (Chapter 11).


Clinical Features

Thrombi come to clinical attention when they obstruct arteries or veins, or give rise to emboli. The clinical presentation depends on the involved site. Venous thrombi can cause painful congestion and edema distal to an obstruction, but are mainly of concern due to their tendency to embolize to the lungs (see later). Conversely, although arterial thrombi can also embolize and cause downstream infarctions, the chief clinical problem is more often related to occlusion of a critical vessel (e.g., a coronary or cerebral artery), which can have serious or fatal consequences.


Venous Thrombosis (Phlebothrombosis).

Most venous thrombi occur in the superficial or deep veins of the leg. Superficial venous thrombi typically occur in the saphenous veins in the setting of varicosities. Such thrombi can cause local congestion, swelling, pain, and tenderness, but rarely embolize. Nevertheless, the associated edema and impaired venous drainage predispose the overlying skin to the development of infections and ulcers (varicose ulcers). Deep venous thrombosis (DVT) involving one of the large leg veins—at or above the knee (e.g., the popliteal, femoral, and iliac veins)—is more serious because such thrombi more often embolize to the lungs and give rise to pulmonary infarction (see later and Chapter 15). Although DVTs may cause local pain and edema due to venous obstruction, these symptoms are often absent due the opening of venous collateral channels. Consequently, DVTs are asymptomatic in approximately 50% of affected individuals and are recognized only in retrospect after embolization.

Lower extremity DVTs are often associated with hypercoagulable states, as described earlier (Table 4-2). Common predisposing factors include bed rest and immobilization (because they reduce the milking action of the leg muscles, resulting in stasis), and congestive heart failure (also a cause of impaired venous return). Trauma, surgery, and burns not only immobilize a person but are also associated with vascular insults, procoagulant release from injured tissues, increased hepatic synthesis of coagulation factors, and decreased t-PA production. Many elements contribute to the thrombotic diathesis of pregnancy, including decreased venous return from leg veins and systemic hypercoagulability associated with the hormonal changes of late pregnancy and the postpartum period. Tumor-associated inflammation and coagulation factors (tissue factor, factor VIII), as well as procoagulants (e.g., mucin) released from tumor cells, all contribute to the increased risk of thromboembolism in disseminated cancers, so-called migratory thrombophlebitis or Trousseau syndrome. Regardless of the specific clinical setting, advanced age also increases the risk of DVT.




Arterial and Cardiac Thrombosis.

Atherosclerosis is a major cause of arterial thromboses because it is associated with loss of endothelial integrity and with abnormal blood flow (Fig. 4-13B). Myocardial infarction can predispose to cardiac mural thrombi by causing dyskinetic myocardial contraction and endocardial injury (Fig. 4-13A), and rheumatic heart disease may engender atrial mural thrombi by causing atrial dilation and fibrillation. Both cardiac and aortic mural thrombi are prone to embolization. Although any tissue can be affected, the brain, kidneys, and spleen are particularly likely targets because of their rich blood supply.
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Thrombosis


▪ Thrombus development usually is related to one or more components of the Virchow triad:

▪ Endothelial injury (e.g., by toxins, hypertension, inflammation, or metabolic products) associated with endothelial activation and changes in endothelial gene expression that favor coagulation

▪ Abnormal blood flow—stasis or turbulence (e.g., due to aneurysms, atherosclerotic plaque)

▪ Hypercoagulability, either primary (e.g., factor V Leiden, increased prothrombin synthesis, antithrombin III deficiency) or secondary (e.g., bed rest, tissue damage, malignancy, or development of antiphospholipid antibodies [antiphospholipid antibody syndrome]) or antibodies against platelet factor IV/heparin complexes [heparin-induced thrombocytopenia])

▪ Thrombi may propagate, resolve, become organized, or embolize.

▪ Thrombosis causes tissue injury by local vascular occlusion or by distal embolization.




















Disseminated Intravascular Coagulation

DIC is not a specific disease but rather a complication of a large number of conditions associated with systemic activation of thrombin. Disorders ranging from obstetric complications to advanced malignancy can be complicated by DIC, which leads to widespread formation of thrombi in the microcirculation. These microvascular thrombi can cause diffuse circulatory insufficiency and organ dysfunction, particularly of the brain, lungs, heart, and kidneys. To complicate matters, the runaway thrombosis “uses up” platelets and coagulation factors (hence the synonym consumptive coagulopathy) and often activates fibrinolytic mechanisms. Thus, symptoms initially related to thrombosis can evolve into a bleeding catastrophe, such as hemorrhagic stroke or hypovolemic shock. DIC is discussed in greater detail along with other bleeding diatheses in Chapter 14.







Embolism

An embolus is a detached intravascular solid, liquid, or gaseous mass that is carried by the blood from its point of origin to a distant site, where it often causes tissue dysfunction or infarction. The vast majority of emboli are dislodged thrombi, hence the term thromboembolism. Other rare emboli are composed of fat droplets, nitrogen bubbles, atherosclerotic debris (cholesterol emboli), tumor fragments, bone marrow, or even foreign bodies. Emboli travel through the blood until they encounter vessels too small to permit further passage, causing partial or complete vascular occlusion. Depending on where they originate, emboli can lodge anywhere in the vascular tree; as discussed later, the clinical consequences vary widely depending on the size and the position of the lodged embolus, as well as the vascular bed that is impacted.


Pulmonary Embolism

Pulmonary emboli originate from deep venous thromboses and are the most common form of thromboembolic disease. Pulmonary embolism (PE) has had a fairly stable incidence since the 1970s of roughly 2 to 4 per 1000 hospitalized patients in the United States, although the numbers vary depending on the mix of patient age and diagnosis (i.e., surgery, pregnancy, and malignancy all increase the risk). PE causes about 100,000 deaths per year in the United States. In more than 95% of cases, PEs originate from leg DVTs.

Fragmented thrombi from DVTs are carried through progressively larger veins and the right side of the heart before slamming into the pulmonary arterial vasculature. Depending on the size of the embolus, it can occlude the main pulmonary artery, straddle the pulmonary artery bifurcation (saddle embolus), or pass out into the smaller, branching arteries (Fig. 4-15). Frequently there are multiple emboli, occurring either sequentially or simultaneously as a shower of smaller emboli from a single large mass; in general, the patient who has had one PE is at high risk for more. Rarely, a venous embolus passes through an interatrial or interventricular defect and gains access to the systemic arterial circulation (paradoxical embolism). A more complete discussion of PEs is presented in Chapter 15; the following is an overview of the major functional consequences of pulmonary emboli.


• Most pulmonary emboli (60% to 80%) are clinically silent because they are small. With time they become organized and are incorporated into the vascular wall; in some cases organization of the thromboembolus leaves behind a delicate, bridging fibrous web.

• Sudden death, right heart failure (cor pulmonale), or cardiovascular collapse occurs when emboli obstruct 60% or more of the pulmonary circulation.

• Embolic obstruction of medium-sized arteries with subsequent vascular rupture can result in pulmonary hemorrhage but usually does not cause pulmonary infarction. This is because the lung is supplied by both the pulmonary arteries and the bronchial arteries, and the intact bronchial circulation is usually sufficient to perfuse the affected area. Understandably, if the bronchial arterial flow is compromised (e.g., by left-sided cardiac failure), infarction may occur.

• Embolic obstruction of small end-arteriolar pulmonary branches often does produce hemorrhage or infarction.

• Multiple emboli over time may cause pulmonary hypertension and right ventricular failure.
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Figure 4-15 Embolus from a lower extremity deep venous thrombosis, lodged at a pulmonary artery branchpoint.








Systemic Thromboembolism

Most systemic emboli (80%) arise from intracardiac mural thrombi, two thirds of which are associated with left ventricular wall infarcts and another one fourth with left atrial dilation and fibrillation. The remainder originates from aortic aneurysms, atherosclerotic plaques, valvular vegetations, or venous thrombi (paradoxical emboli); 10% to 15% are of unknown origin. In contrast to venous emboli, the vast majority of which lodge in the lung, arterial emboli can travel to a wide variety of sites; the point of arrest depends on the source and the relative amount of blood flow that downstream tissues receive. Most come to rest in the lower extremities (75%) or the brain (10%), but other tissues, including the intestines, kidneys, spleen, and upper extremities, may be involved on occasion. The consequences of systemic emboli depend on the vulnerability of the affected tissues to ischemia, the caliber of the occluded vessel, and whether a collateral blood supply exists; in general, however, the outcome is tissue infarction.




Fat and Marrow Embolism

Microscopic fat globules—sometimes with associated hematopoietic bone marrow—can be found in the pulmonary vasculature after fractures of long bones or, rarely, in the setting of soft tissue trauma and burns. Presumably these injuries rupture vascular sinusoids in the marrow or small venules, allowing marrow or adipose tissue to herniate into the vascular space and travel to the lung. Fat and marrow emboli are very common incidental findings after vigorous cardiopulmonary resuscitation and are probably of no clinical consequence. Indeed, fat embolism occurs in some 90% of individuals with severe skeletal injuries (Fig. 4-16), but less than 10% of such patients have any clinical findings.

[image: image]
Figure 4-16 Bone marrow embolus in the pulmonary circulation. The cellular elements on the left side of the embolus are hematopoietic cells, while the cleared vacuoles represent marrow fat. The relatively uniform red area on the right of the embolus is an early organizing thrombus.





Fat embolism syndrome is the term applied to the minority of patients who become symptomatic. It is characterized by pulmonary insufficiency, neurologic symptoms, anemia, and thrombocytopenia, and is fatal in about 5% to 15% of cases. Typically, 1 to 3 days after injury there is a sudden onset of tachypnea, dyspnea, and tachycardia; irritability and restlessness can progress to delirium or coma. Thrombocytopenia is attributed to platelet adhesion to fat globules and subsequent aggregation or splenic sequestration; anemia can result from similar red cell aggregation and/or hemolysis. A diffuse petechial rash (seen in 20% to 50% of cases) is related to rapid onset of thrombocytopenia and can be a useful diagnostic feature.

The pathogenesis of fat emboli syndrome probably involves both mechanical obstruction and biochemical injury. Fat microemboli and associated red cell and platelet aggregates can occlude the pulmonary and cerebral microvasculature. Release of free fatty acids from the fat globules exacerbates the situation by causing local toxic injury to endothelium, and platelet activation and granulocyte recruitment (with free radical, protease, and eicosanoid release) complete the vascular assault. Because lipids are dissolved out of tissue preparations by the solvents routinely used in paraffin embedding, the microscopic demonstration of fat microglobules typically requires specialized techniques, including frozen sections and stains for fat.




Air Embolism

Gas bubbles within the circulation can coalesce to form frothy masses that obstruct vascular flow and cause distal ischemic injury. For example, a very small volume of air trapped in a coronary artery during bypass sur­gery, or introduced into the cerebral circulation by neurosurgery in the “sitting position,” can occlude flow with dire consequences. A larger volume of air, generally more than 100 cc, is necessary to produce a clinical effect in the pulmonary circulation; unless care is taken, this volume of air can be inadvertently introduced during obstetric or laparoscopic procedures, or as a consequence of chest wall injury.

A particular form of gas embolism, called decompression sickness, occurs when individuals experience sudden decreases in atmospheric pressure. Scuba and deep sea divers, underwater construction workers, and individuals in unpressurized aircraft in rapid ascent are all at risk. When air is breathed at high pressure (e.g., during a deep sea dive), increased amounts of gas (particularly nitrogen) are dissolved in the blood and tissues. If the diver then ascends (depressurizes) too rapidly, the nitrogen comes out of solution in the tissues and the blood.

The rapid formation of gas bubbles within skeletal muscles and supporting tissues in and about joints is responsible for the painful condition called the bends (so named in the 1880s because it was noted that those afflicted characteristically arched their backs in a manner reminiscent of a then-popular women's fashion pose called the Grecian bend). In the lungs, gas bubbles in the vasculature cause edema, hemorrhage, and focal atelectasis or emphysema, leading to a form of respiratory distress called the chokes. A more chronic form of decompression sickness is called caisson disease (named for the pressurized vessels used in bridge construction; workers in these vessels suffered both acute and chronic forms of decompression sickness). In caisson disease, persistence of gas emboli in the skeletal system leads to multiple foci of ischemic necrosis; the more common sites are the femoral heads, tibia, and humeri.

Individuals affected by acute decompression sickness are treated by being placed in a chamber under suffi­ciently high pressure to force the gas bubbles back into solution. Subsequent slow decompression permits gradual resorption and exhalation of the gases, which prevents the obstructive bubbles from reforming.




Amniotic Fluid Embolism

Amniotic fluid embolism is the fifth most common cause of maternal mortality worldwide; it accounts for roughly 10% of maternal deaths in the United States and results in permanent neurologic deficit in as many as 85% of survivors. Amniotic fluid embolism is an ominous complication of labor and the immediate postpartum period. Although the incidence is only approximately 1 in 40,000 deliveries, the mortality rate is up to 80%. The onset is characterized by sudden severe dyspnea, cyanosis, and shock, followed by neurologic impairment ranging from headache to seizures and coma. If the patient survives the initial crisis, pulmonary edema typically develops, frequently accompanied by disseminated intravascular coagulation. Note that these features differ from those observed with pulmonary embolism from a deep venous thrombosis; in fact, much of the morbidity and mortality in amniotic fluid embolism may stem from the biochemical activation of coagulation factors and components of the innate immune system by substances in the amniotic fluid, rather than the mechanical obstruction of pulmonary vessels by amniotic debris.

The underlying cause is the infusion of amniotic fluid or fetal tissue into the maternal circulation via a tear in the placental membranes or rupture of uterine veins. Classic findings at autopsy include the presence of squamous cells shed from fetal skin, lanugo hair, fat from vernix caseosa, and mucin derived from the fetal respiratory or gastrointestinal tract in the maternal pulmonary micro­vasculature (Fig. 4-17). Other findings include marked pulmonary edema, diffuse alveolar damage (Chapter 15), and the presence of fibrin thrombi in many vascular beds due to disseminated intravascular coagulation.
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Embolism


▪ An embolus is a solid, liquid, or gaseous mass carried by the blood to a site distant from its origin; most are dislodged thrombi.

▪ Pulmonary emboli derive primarily from lower extremity deep vein thrombi; their effects depend mainly on the size of the embolus and the location in which it lodges. Consequences may include right-sided heart failure, pulmonary hemorrhage, pulmonary infarction, or sudden death.

▪ Systemic emboli derive primarily from cardiac mural or valvular thrombi, aortic aneurysms, or atherosclerotic plaques; whether an embolus causes tissue infarction depends on the site of embolization and the presence or absence of collateral circulation.
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Figure 4-17 Amniotic fluid embolism. Two small pulmonary arterioles are packed with laminated swirls of fetal squamous cells. There is marked edema and congestion. Elsewhere the lung contained small organizing thrombi consistent with disseminated intravascular coagulation. (Courtesy Dr. Beth Schwartz, Baltimore, Md.)











Infarction

An infarct is an area of ischemic necrosis caused by occlusion of either the arterial supply or the venous drainage. Tissue infarction is a common and extremely important cause of clinical illness. Roughly 40% of all deaths in the United States are caused by cardiovascular disease, and most of these are attributable to myocardial or cerebral infarction. Pulmonary infarction is also a common complication in many clinical settings, bowel infarction is frequently fatal, and ischemic necrosis of the extremities (gangrene) is a serious problem in the diabetic population.

Arterial thrombosis or arterial embolism underlies the vast majority of infarctions. Less common causes of arterial obstruction leading to infarction include local vasospasm, hemorrhage into an atheromatous plaque, or extrinsic vessel compression (e.g., by tumor). Other uncommon causes of tissue infarction include torsion of a vessel (e.g., in testicular torsion or bowel volvulus), traumatic vascular rupture, or vascular compromise by edema (e.g., anterior compartment syndrome) or by entrapment in a hernia sac. Although venous thrombosis can cause infarction, the more common outcome is just congestion; in this setting, bypass channels rapidly open and permit vascular outflow, which then improves arterial inflow. Infarcts caused by venous thrombosis are thus more likely in organs with a single efferent vein (e.g., testis and ovary).


[image: image] Morphology

Infarcts are classified according to color and the presence or absence of infection; they are either red (hemorrhagic) or white (anemic) and may be septic or bland.


• Red infarcts (Fig. 4-18A) occur (1) with venous occlusions (e.g., testicular torsion, Chapter 19), (2) in loose, spongy tissues (e.g., lung) where blood can collect in the infarcted zone, (3) in tissues with dual circulations (e.g., lung and small intestine) that allow blood to flow from an unobstructed parallel supply into a necrotic zone, (4) in tissues previously congested by sluggish venous outflow, and (5) when flow is reestablished to a site of previous arterial occlusion and necrosis (e.g., following angioplasty of an arterial obstruction).
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Figure 4-18 Red and white infarcts. A, Hemorrhagic, roughly wedge-shaped pulmonary red infarct. B, Sharply demarcated white infarct in the spleen.





• White infarcts (Fig. 4-18B) occur with arterial occlusions in solid organs with end-arterial circulation (e.g., heart, spleen, and kidney), and where tissue density limits the seepage of blood from adjoining capillary beds into the necrotic area.



Infarcts tend to be wedge-shaped, with the occluded vessel at the apex and the periphery of the organ forming the base (Fig. 4-18); when the base is a serosal surface there may be an overlying fibrinous exudate resulting from an acute inflammatory response to mediators release from injured and necrotic cells. Fresh infarcts are poorly defined and slightly hemorrhagic, but over a few days the margins tend to become better defined by a narrow rim of congestion attributable to inflammation. With further passage of time, infarcts resulting from arterial occlusions in organs without a dual blood supply typically become progressively paler and more sharply defined (Fig. 4-18B). In comparison, in the lung hemorrhagic infarcts are the rule (Fig. 4-18A). Extravasated red cells in hemorrhagic infarcts are phagocytosed by macrophages, which convert heme iron into hemosiderin; small amounts do not grossly impart any appreciable color to the tissue, but extensive hemorrhage can leave a firm, brown hemosiderin-rich residuum.

The dominant histologic characteristic of infarction is ischemic coagulative necrosis (Chapter 2). Importantly, if the vascular occlusion has occurred shortly (minutes to hours) before the death of the person, histologic changes may be absent; it takes 4 to 12 hours for the dead tissue to show microscopic evidence of frank necrosis. Acute inflammation is present along the margins of infarcts within a few hours and is usually well defined within 1 to 2 days. Eventually a reparative response begins in the preserved margins (Chapter 3). In stable or labile tissues, parenchymal regeneration can occur at the periphery where underlying stromal architecture is preserved. However, most infarcts are ultimately replaced by scar (Fig. 4-19). The brain is an exception to these generalizations, in that central nervous system infarction results in liquefactive necrosis (Chapter 2).
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Figure 4-19 Remote kidney infarct replaced by a large fibrotic scar.





Septic infarctions occur when infected cardiac valve vegetations embolize or when microbes seed necrotic tissue. In these cases the infarct is converted into an abscess, with a correspondingly greater inflammatory response (Chapter 3). The eventual sequence of organization, however, follows the pattern already described.




Factors That Influence Development of an Infarct.

A vascular occlusion can cause effects ranging from virtually nothing to tissue dysfunction and necrosis sufficient to result in death. The variables that influence the outcome of vascular occlusion are the following:


• Anatomy of the vascular supply. The availability of an alternative blood supply is the most important determinant of whether vessel occlusion will cause tissue damage. As mentioned, the lungs have a dual pulmonary and bronchial artery blood supply that protects against thromboembolism-induced infarction. Similarly, the liver, with its dual hepatic artery and portal vein circulation, and the hand and forearm, with their dual radial and ulnar arterial supply, are all relatively resistant to infarction. In contrast, renal and splenic circulations are end-arterial, and vascular obstruction generally causes tissue death.

• Rate of occlusion. Slowly developing occlusions are less likely to cause infarction, because they provide time for development of collateral pathways of perfusion. For example, small interarteriolar anastomoses—normally with minimal functional flow—interconnect the three major coronary arteries in the heart. If one of the coronaries is occluded slowly (i.e., by an encroaching atherosclerotic plaque), flow within this collateral circulation may increase sufficiently to prevent infarction, even though the larger coronary artery is eventually occluded.

• Tissue vulnerability to hypoxia. Neurons undergo irreversible damage when deprived of their blood supply for only 3 to 4 minutes. Myocardial cells, although hardier than neurons, are also quite sensitive and die after only 20 to 30 minutes of ischemia (although, as mentioned, changes in the appearance of the dead cells take 4-12 hours to develop). In contrast, fibroblasts within myocardium remain viable even after many hours of ischemia (Chapter 12).

• Hypoxemia. Understandably, abnormally low blood O2 content (regardless of cause) increases both the likelihood and extent of infarction.
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Infarction


▪ Infarcts are areas of ischemic necrosis most commonly caused by arterial occlusion (typically due to thrombosis or embolization); venous outflow obstruction is a less frequent cause.

▪ Infarcts caused by venous occlusion or occurring in spongy tissues with dual blood supply and where blood can collect typically are hemorrhagic (red); those caused by arterial occlusion in compact tissues typically are pale (white).

▪ Whether or not vascular occlusion causes tissue infarction is influenced by collateral blood supplies, the rate at which an obstruction develops, intrinsic tissue susceptibility to ischemic injury, and blood oxygenation.




















Shock

Shock is a state in which diminished cardiac output or reduced effective circulating blood volume impairs tissue perfusion and leads to cellular hypoxia. At the outset the cellular injury is reversible; however, prolonged shock eventually leads to irreversible tissue injury and is often fatal. Shock may complicate severe hemorrhage, extensive trauma or burns, myocardial infarction, pulmonary embolism, and microbial sepsis. Its causes fall into three general categories (Table 4-3):


• Cardiogenic shock results from low cardiac output due to myocardial pump failure. This can be due to intrinsic myocardial damage (infarction), ventricular arrhythmias, extrinsic compression (cardiac tamponade; Chapter 11), or outflow obstruction (e.g., pulmonary embolism).

• Hypovolemic shock results from low cardiac output due to low blood volume, such as can occur with massive hemorrhage or fluid loss from severe burns.

• Shock associated with systemic inflammation may be triggered by a variety of insults, particularly microbial infections, burns, trauma, and or pancreatitis. The com­mon pathogenic feature is a massive outpouring of inflammatory mediators from innate and adaptive immune cells that produce arterial vasodilation, vascular leakage, and venous blood pooling. These cardiovascular abnormalities result in tissue hypoper­fusion, cellular hypoxia, and metabolic derangements that lead to organ dysfunction and, if severe and persistent, organ failure and death. It should be noted that diverse triggers of shock (microbial and non-microbial) associated with inflammation produce a similar set of clinical findings, which are referred to as the systemic inflammatory response syndrome. The pathogenesis of shock caused by microbial infection (septic shock) is discussed in detail below.




Table 4-3

Three Major Types of Shock
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Less commonly, shock can occur in the setting of an anesthetic accident or a spinal cord injury (neurogenic shock), or an IgE–mediated hypersensitivity reaction (anaphylactic shock, Chapter 6). In both of these forms of shock, acute vasodilation leads to hypotension and tissue hypoperfusion.


Pathogenesis of Septic Shock

With a mortality rate exceeding 20%, septic shock ranks first among the causes of death in intensive care units and accounts for over 200,000 lost lives each year in the United States. Its incidence is rising, ironically due to improvements in life support for critically ill patients, as well as the growing ranks of immunocompromised hosts (due to chemotherapy, immunosuppression, advanced age or HIV infection) and the increasing prevalence of multidrug resistant organisms in the hospital setting. Septic shock is most frequently triggered by gram-positive bacterial infections, followed by gram-negative bacteria and fungi. Hence, an older synonym, “endotoxic shock”, is no longer appropriate.

The ability of diverse microorganisms to cause septic shock is consistent with the idea that a variety of microbial constituents can trigger the process. As you will recall from Chapter 3, macrophages, neutrophils, dendritic cells, endothelial cells, and soluble components of the innate immune system (e.g., complement) recognize and are activated by several substances derived from microorganisms. Once activated, these cells and factors initiate a number of inflammatory responses that interact in a complex, incompletely understood fashion to produce septic shock and multiorgan dysfunction (Fig. 4-20).
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Figure 4-20 Major pathogenic pathways in septic shock. Microbial products (PAMPs, or pathogen-associated molecular patterns) activate endothelial cells and cellular and humoral elements of the innate immune system, initiating a cascade of events that lead to end-stage multiorgan failure. Additional details are given in the text. DIC, Disseminated vascular coagulation; HMGB1, high mobility group box 1 protein; NO, nitric oxide; PAF, platelet activating factor; PAI-1, plasminogen activator inhibitor 1; TF, tissue factor; TFPI, tissue factor pathway inhibitor.





Factors believed to play major roles in the pathophysi­ology of septic shock include the following:


• Inflammatory and counter-inflammatory responses. In sepsis, various microbial cell wall constituents engage receptors on cells of the innate immune system, triggering pro-inflammatory responses. Likely initiators of inflammation in sepsis are signaling pathways that lie downstream of Toll-like receptors (TLRs, Chapter 3), which you will recall recognize a host of microbe-derived substances containing so-called pathogen-associated molecular patterns (PAMPs), as well as G-protein coupled receptors that detect bacterial peptides, and nucleotide oligomerization domain proteins 1 and 2 [NOD1, NOD2]). Upon activation, innate immune cells produce TNF, IL-1, IFN-γ, IL-12, and IL-18, as well as other inflammatory mediators such as high mobility group box 1 protein (HMGB1). Reactive oxygen species and lipid mediators such as prostaglandins and platelet activating factor (PAF) are also elaborated. These effector molecules induce endothelial cells (and other cell types) to upregulate adhesion molecule expression and further stimulate cytokine and chemokine pro­duction. The complement cascade is also activated by microbial components, both directly and through the proteolytic activity of plasmin (Chapter 3), resulting in the production of anaphylotoxins (C3a, C5a), chemotactic fragments (C5a), and opsonins (C3b), all of which contribute to the pro-inflammatory state. In addition, microbial components can activate coagulation directly through factor XII and indirectly through altered endothelial function (discussed below). The accompanying widespread activation of thrombin may further augment inflammation by triggering protease-activated receptors (PARs) on inflammatory cells.
The hyperinflammatory state initiated by sepsis also activates counter-regulatory immunosuppressive mechanisms, which may involve both innate and adaptive immune cells. As a result, septic patients may oscillate between hyperinflammatory and immunosuppressed states during their clinical course. Proposed mechanisms for the immune suppression include a shift from pro-inflammatory (TH1) to anti-inflammatory (TH2) cytokines (Chapter 6), production of anti-inflammatory mediators (e.g., soluble TNF receptor, IL-1 receptor antagonist, and IL-10), lymphocyte apoptosis, the immunosuppressive effects of apoptotic cells, and the induction of cellular anergy.

• Endothelial activation and injury. The pro-inflammatory state and endothelial cell activation associated with sepsis leads to widespread vascular leakage and tissue edema, which have deleterious effects on both nutri­ent delivery and waste removal. One effect of inflammatory cytokines is to loosen endothelial cell tight junctions, making vessels leaky and resulting in the accumu­lation of protein-rich edema throughout the body. This alteration impedes tissue perfusion and may be exacerbated by attempts to support the patient with intravenous fluids. Activated endothelium also upregulates production of nitric oxide (NO) and other vasoactive inflammatory mediators (e.g., C3a, C5a, and PAF), which may contribute to vascular smooth muscle relaxation and systemic hypotension.

• Induction of a procoagulant state. The derangement in coagulation is sufficient to produce the formidable complication of disseminated intravascular coagula­tion in up to half of septic patients. Sepsis alters the expression of many factors so as to favor coagulation. Pro-inflammatory cytokines increase tissue factor production by monocytes and possibly endothelial cells as well, and decrease the production of endothelial anti-coagulant factors, such as tissue factor pathway inhibitor, thrombomodulin, and protein C (see Fig. 4-6 and Fig. 4-8). They also dampen fibrinolysis by increasing plasminogen activator inhibitor-1 expression (see Fig. 4-6B and Fig. 4-8). The vascular leak and tissue edema decrease blood flow at the level of small vessels, producing stasis and diminishing the washout of activated coagulation factors. Acting in concert, these effects lead to systemic activation of thrombin and the depo­sition of fibrin-rich thrombi in small vessels, often throughout the body, further compromising tissue perfusion. In full-blown disseminated intravascular coagulation, the consumption of coagulation factors and platelets is so great that deficiencies of these factors appear, leading to concomitant bleeding and hemorrhage (Chapter 14).

• Metabolic abnormalities. Septic patients exhibit insulin resistance and hyperglycemia. Cytokines such as TNF and IL-1, stress-induced hormones (such as glucagon, growth hormone, and glucocorticoids), and catecholamines all drive gluconeogenesis. At the same time, the pro-inflammatory cytokines suppress insulin release while simultaneously promoting insulin resistance in the liver and other tissues, likely by impairing the surface expression of GLUT-4, a glucose transporter. Hyperglycemia decreases neutrophil function—thereby suppressing bactericidal activity—and causes increased adhesion molecule expression on endothelial cells. Although sepsis is initially associated with an acute surge in glucocorticoid production, this phase may be followed by adrenal insufficiency and a functional deficit of glucocorticoids. This may stem from depression of the synthetic capacity of intact adrenal glands or frank adrenal necrosis due to disseminated intravas­cular dissemination (Waterhouse-Friderichsen syndrome, Chapter 25). Finally, cellular hypoxia and diminished oxidative phosphorylation leads to increased lactate production and lactic acidosis.

• Organ dysfunction. Systemic hypotension, interstitial edema, and small vessel thrombosis all decrease the delivery of oxygen and nutrients to the tissues, which fail to properly utilize those nutrients that are delivered due to cellular hypoxia. High levels of cytokines and secondary mediators diminish myocardial contractility and cardiac output, and increased vascular permeability and endothelial injury can lead to the acute respiratory distress syndrome (Chapter 15). Ultimately, these factors may conspire to cause the failure of multiple organs, particularly the kidneys, liver, lungs, and heart, culminating in death.



The severity and outcome of septic shock are likely dependent upon the extent and virulence of the infection; the immune status of the host; the presence of other co-morbid conditions; and the pattern and level of mediator production. The multiplicity of factors and the complexity of the interactions that underlie sepsis explain why most attempts to intervene therapeutically with antagonists of specific mediators have failed to be effective and may even have had deleterious effects in some cases. The standard of care remains antibiotics to treat the underlying infection and intravenous fluids, pressors and supplemental oxygen to maintain blood pressure and limit tissue hypoxia. Suffice it to say that even in the best of clinical centers, septic shock remains an obstinate clinical challenge.

It is worth mentioning here that an additional group of secreted bacterial proteins called superantigens also cause a syndrome similar to septic shock (e.g., toxic shock syndrome). Superantigens are polyclonal T-lymphocyte activators that induce the release of high levels of cytokines that result in a variety of clinical manifestations, ranging from a diffuse rash to vasodilation, hypotension, shock, and death.




Stages of Shock

Shock is a progressive disorder that, if uncorrected, leads to death. The exact mechanism(s) of death from sepsis are still unclear; aside from increased lymphocyte and enterocyte apoptosis there is only minimal cell death, and patients rarely have refractory hypotension, suggesting that organ failure secondary to edema and the attendant tissue hypoxia has a central role. For hypovolemic and cardiogenic shock, however, the pathways to death are reasonably well understood. Unless the insult is massive and rapidly lethal (e.g., a massive hemorrhage from a ruptured aortic aneurysm), shock in those settings tends to evolve through three general (albeit somewhat artificial) phases:


• An initial nonprogressive phase during which reflex compensatory mechanisms are activated and perfusion of vital organs is maintained

• A progressive stage characterized by tissue hypoperfusion and onset of worsening circulatory and metabolic imbalances, including lactic acidosis

• An irreversible stage that sets in after the body has incurred cellular and tissue injury so severe that even if the hemodynamic defects are corrected, survival is not possible



In the early nonprogressive phase of shock, a variety of neurohumoral mechanisms help to maintain cardiac output and blood pressure. These include baroreceptor reflexes, catecholamine release, activation of the renin-angiotensin axis, ADH release, and generalized sympathetic stimulation. The net effect is tachycardia, peripheral vasoconstriction, and renal conservation of fluid. Cutaneous vasoconstriction, for example, is responsible for the characteristic coolness and pallor of the skin in well-developed shock (although septic shock can initially cause cutaneous vasodilation and thus present with warm, flushed skin). Coronary and cerebral vessels are less sensitive to the sympathetic response and thus maintain relatively normal caliber, blood flow, and oxygen delivery.

If the underlying causes are not corrected, shock passes imperceptibly to the progressive phase, during which there is widespread tissue hypoxia. In the setting of persistent oxygen deficit, intracellular aerobic respiration is replaced by anaerobic glycolysis with excessive production of lactic acid. The resulting lactic acidosis lowers the tissue pH and blunts the vasomotor response; arterioles dilate, and blood begins to pool in the microcirculation. Peripheral pooling not only worsens the cardiac output, but also puts endothelial cells at risk for developing anoxic injury with subsequent disseminated intravascular coagulation. With widespread tissue hypoxia, vital organs are affected and begin to fail.

In severe cases, the process eventually enters an irreversible stage. Widespread cell injury is reflected in lysosomal enzyme leakage, further aggravating the shock state. If ischemic bowel allows intestinal flora to enter the circulation, bacteremic septic shock may be superimposed. At this point the patient may develop anuria as a result of acute tubular necrosis and renal failure (Chapter 20), and despite heroic measures the downward clinical spiral almost inevitably culminates in death.
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The cellular and tissue changes induced by cardiogenic or hypovolemic shock are essentially those of hypoxic injury (Chapter 2); changes can manifest in any tissue although they are particularly evident in brain, heart, lungs, kidneys, adrenals, and gastrointestinal tract. The adrenal changes in shock are those seen in all forms of stress; essentially there is cortical cell lipid depletion. This does not reflect adrenal exhaustion but rather conversion of the relatively inactive vacuolated cells to metabolically active cells that utilize stored lipids for the synthesis of steroids. The kidneys typically exhibit acute tubular necrosis (Chapter 20). The lungs are seldom affected in pure hypovolemic shock, because they are somewhat resistant to hypoxic injury. However, when shock is caused by sepsis or trauma, diffuse alveolar damage (Chapter 15) may develop, the so-called shock lung. In septic shock, the development of disseminated intravascular coagulation leads to widespread deposition of fibrin-rich microthrombi, particularly in the brain, heart, lungs, kidney, adrenal glands, and gastrointestinal tract. The consumption of platelets and coagulation factors also often leads to the appearance of petechial hemorrhages on serosal surface and the skin.

With the exception of neuronal and myocyte ischemic loss, virtually all of these tissues may revert to normal if the individual survives. Unfortunately, most patients with irreversible changes due to severe shock die before the tissues can recover.




Clinical Consequences.

The clinical manifestations of shock depend on the precipitating insult. In hypovolemic and cardiogenic shock the patient presents with hypotension; a weak, rapid pulse; tachypnea; and cool, clammy, cyanotic skin. In septic shock the skin may initially be warm and flushed because of peripheral vasodilation. The initial threat to life stems from the underlying catastrophe that precipitated the shock (e.g., myocardial infarct, severe hemorrhage, or sepsis). Rapidly, however, shock begets cardiac, cerebral, and pulmonary dysfunction, and eventually electrolyte disturbances and metabolic acidosis exacerbate the dire state of the patient further. Individuals who survive the initial complications may enter a second phase dominated by renal insufficiency and marked by a progressive fall in urine output as well as severe fluid and electrolyte imbalances. Coagulopathy frequently complicates shock, particularly when the cause is sepsis or trauma, and can have serious or even fatal consequences, particularly in patients with severe disseminated intravascular coagulation.

The prognosis varies with the origin of shock and its duration. Thus, greater than 90% of young, otherwise healthy patients with hypovolemic shock survive with appropriate management; in comparison, septic shock, or cardiogenic shock associated with extensive myocardial infarction, are associated with substantially worse mortality rates, even with state-of-the-art care.


[image: image] Key Concepts

Shock




• Shock is defined as a state of systemic tissue hypoperfusion due to reduced cardiac output and/or reduced effective circulating blood volume.

• The major types of shock are cardiogenic (e.g., myocardial infarction), hypovolemic (e.g., blood loss), and shock associated with systemic inflammatory responses (e.g., in the setting of severe infections); acute spinal or brain injuries and severe hypersensitivity reactions can also cause neurogenic and anaphylactic shock, respectively

• Shock of any form can lead to hypoxic tissue injury if not corrected.

• Septic shock is caused by the host response to bacterial, viral or fungal infections; it is a systemic inflammatory condition characterized by endothelial cell activation, tissue edema, disseminated intravascular coagulation, and metabolic derangements that often lead to organ failure and death.
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Genes and Human Diseases

In chapter 1 we discussed the architecture of the normal human genome. Here we build upon that knowledge to discuss the genetic basis of human diseases.

Genetic disorders are far more common than is widely appreciated. The lifetime frequency of genetic diseases is estimated to be 670 per 1000. Furthermore, the genetic diseases encountered in medical practice represent only the tip of the iceberg, that is, those with less extreme genotypic errors that permit full embryonic development and live birth. It is estimated that 50% of spontaneous abortuses during the early months of gestation have a demonstrable chromosomal abnormality; there are, in addition, numerous smaller detectable errors and many other genetic lesions that are only now coming into view thanks to advances in DNA sequencing. About 1% of all newborn infants possess a gross chromosomal abnormality, and serious disease with a significant genetic component develops in approximately 5% of individuals younger than age 25 years. How many more mutations remain hidden?

Before discussing specific aberrations that may cause genetic diseases, it is useful to summarize the genetic contribution to human disease. Human genetic disorders can be broadly classified into three categories:


• Disorders related to mutations in single genes with large effects. These mutations cause the disease or predispose to the disease and with some exceptions, like hemoglobinopathies, are typically not present in normal population. Such mutations and their associated disorders are highly penetrant, meaning that the presence of the mutation is associated with the disease in a large proportion of individuals. Because these diseases are caused by single gene mutations, they usually follow the classic Mendelian pattern of inheritance and are also referred to as Mendelian disorders. A few important exceptions to this rule are noted later.

Study of single genes and mutations with large effects has been extremely informative in medicine since a great deal of what is known about several physiologic pathways (e.g., cholesterol transport, chloride secretion) has been learned from analysis of single gene disorders. Although informative, these disorders are generally rare unless they are maintained in a population by strong selective forces (e.g., sickle cell anemia in areas where malaria is endemic, Chapter 14).

• Chromosomal disorders. These arise from structural or numerical alteration in the autosomes and sex chromosomes. Like monogenic disease they are uncommon but associated with high penetrance.

• Complex multigenic disorders. These are far more common than diseases in the previous two categories. They are caused by interactions between multiple variant forms of genes and environmental factors. Such variations in genes are common within the population and are also called polymorphisms. Each such variant gene confers a small increase in disease risk, and no single susceptibility gene is necessary or sufficient to produce the disease. It is only when several such polymorphisms are present in an individual that disease occurs, hence the term multigenic or polygenic. Thus, unlike mutant genes with large effects that are highly penetrant and give rise to Mendelian disorders, each polymorphism has a small effect and is of low penetrance. Since environmental interactions are important in the pathogenesis of these diseases, they are also called multifactorial disorders. In this category are some of the most common diseases that afflict humans, including atherosclerosis, diabetes mellitus, hypertension, and autoimmune diseases. Even normal traits such as height and weight are governed by polymorphisms in several genes.



The following discussion describes mutations that affect single genes, which underlie Mendelian disorders, followed by transmission patterns and selected samples of single gene disorders.


Mutations

A mutation is defined as a permanent change in the DNA. Mutations that affect germ cells are transmitted to the progeny and can give rise to inherited diseases. Mutations that arise in somatic cells understandably do not cause hereditary diseases but are important in the genesis of cancers and some congenital malformations.

General principles relating to the effects of gene mutations follow.


• Point mutations within coding sequences. A point mutation is a change in which a single base is substituted with a different base. It may alter the code in a triplet of bases and lead to the replacement of one amino acid by another in the gene product. Because these mutations alter the meaning of the sequence of the encoded protein, they are often termed missense mutations. If the substituted amino acid is biochemically similar to the original, typically it causes little change in the function of the protein and the mutation is called a “conservative” missense mutation. On the other hand, a “nonconservative” missense mutation replaces the normal amino acid with a biochemically different one. An excellent example of this type is the sickle mutation affecting the β-globin chain of hemoglobin (Chapter 14). Here the nucleotide triplet CTC (or GAG in mRNA), which encodes glutamic acid, is changed to CAC (or GUG in mRNA), which encodes valine. This single amino acid substitution alters the physicochemical properties of hemoglobin, giving rise to sickle cell anemia. Besides producing an amino acid substitution, a point mutation may change an amino acid codon to a chain terminator, or stop codon (nonsense mutation). Taking again the example of β-globin, a point mutation affecting the codon for glutamine (CAG) creates a stop codon (UAG) if U is substituted for C (Fig. 5-1). This change leads to premature termination of β-globin gene translation, and the short peptide that is produced is rapidly degraded. The resulting deficiency of β-globin chains can give rise to a severe form of anemia called β0-thalassemia (Chapter 14).

[image: image]
Figure 5-1 Nonsense mutation leading to premature chain termination. Partial mRNA sequence of the β-globin chain of hemoglobin showing codons for amino acids 38 to 40. A point mutation (C → U) in codon 39 changes a glutamine (Gln) codon to a stop codon, and hence protein synthesis stops at amino acid 38.





• Mutations within noncoding sequences. Deleterious effects may also result from mutations that do not involve the exons. Recall that transcription of DNA is initiated and regulated by promoter and enhancer sequences (Chapter 1). Point mutations or deletions involving these regulatory sequences may interfere with binding of transcription factors and thus lead to a marked reduction in or total lack of transcription. Such is the case in certain forms of hereditary anemias called thalassemias (Chapter 14). In addition, point mutations within introns may lead to defective splicing of intervening sequences. This, in turn, interferes with normal processing of the initial mRNA transcripts and results in a failure to form mature mRNA. Therefore, trans­lation cannot take place, and the gene product is not synthesized.

• Deletions and insertions. Small deletions or insertions involving the coding sequence can have two possible effects on the encoded protein. If the number of base pairs involved is three or a multiple of three, the reading frame will remain intact, and an abnormal protein lacking or gaining one or more amino acids will be synthesized (Fig. 5-2). If the number of affected coding bases is not a multiple of three, this will result in an alteration of the reading frame of the DNA strand, producing what is referred to as a frameshift mutation (Figs. 5-3 and 5-4). Typically, the result is the incorporation of a variable number of incorrect amino acids followed by truncation resulting from a premature stop codon.

[image: image]
Figure 5-2 Three-base deletion in the common cystic fibrosis (CF) allele results in synthesis of a protein that lacks amino acid 508 (phenylalanine). Because the deletion is a multiple of three, this is not a frameshift mutation. (From Thompson MW, et al: Thompson and Thompson Genetics in Medicine, 5th ed. Philadelphia, WB Saunders, 1991, p 135.)
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Figure 5-3 Single-base deletion at the ABO (glycosyltransferase) locus, leading to a frameshift mutation responsible for the O allele. (From Thompson MW, et al. Thompson and Thompson Genetics in Medicine, 5th ed. Philadelphia, WB Saunders, 1991, p 134.)
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Figure 5-4 Four-base insertion in the hexosaminidase A gene, leading to a frameshift mutation. This mutation is the major cause of Tay-Sachs disease in Ashkenazi Jews. (From Nussbaum RL, et al: Thompson and Thompson Genetics in Medicine, 6th ed. Philadelphia, WB Saunders, 2001, p 212.)





• Trinucleotide-repeat mutations. Trinucleotide-repeat mutations belong to a special category of genetic anomaly. These mutations are characterized by amplification of a sequence of three nucleotides. Although the specific nucleotide sequence that undergoes amplification differs in various disorders, almost all affected sequences share the nucleotides guanine (G) and cytosine (C). For example, in fragile X syndrome, prototypical of this category of disorders, there are 250 to 4000 tandem repeats of the sequence CGG within a gene called familial mental retardation 1 (FMR1). In normal populations the number of repeats is small, averaging 29. Such expansions of the trinucleotide sequences prevent normal expression of the FMR1 gene, thus giving rise to mental retardation. Another distinguishing feature of trinucleotide-repeat mutations is that they are dynamic (i.e., the degree of amplification increases during gametogenesis). These features, discussed in greater detail later, influence the pattern of inheritance and the phenotypic manifestations of the diseases caused by this class of mutation.



To summarize, mutations can interfere with gene expression at various levels. Transcription may be suppressed by gene deletions and point mutations involving promoter sequences. Abnormal mRNA processing may result from mutations affecting introns or splice junctions or both. Translation is affected if a nonsense mutation creates a stop codon (chain termination mutation) within an exon. Finally, some pathogenic point mutations may lead to expression of normal amounts of a dysfunctional protein.

Against this background, we now turn our attention to the three major categories of genetic disorders: (1) disorders related to mutant genes of large effect, (2) diseases with multifactorial inheritance, and (3) chromosomal disorders. To these three well-known categories must be added a heterogeneous group of single-gene disorders with nonclassic patterns of inheritance. This group includes disorders resulting from triplet-repeat mutations, those arising from mutations in mitochondrial DNA (mtDNA), and those in which the transmission is influenced by genomic imprinting or gonadal mosaicism. Diseases within this group are caused by mutations in single genes, but they do not follow the Mendelian pattern of inheritance. These are discussed later in this chapter.

It is beyond the scope of this book to review normal human genetics. Some fundamentals of DNA structure and regulation of gene expressions were described in Chapter 1. It is important here to clarify several commonly used terms—hereditary, familial, and congenital. Hereditary disorders, by definition, are derived from one's parents and are transmitted in the germ line through the generations and therefore are familial. The term congenital simply implies “born with.” Some congenital diseases are not genetic; for example, congenital syphilis. Not all genetic diseases are congenital; individuals with Huntington disease, for example, begin to manifest their condition only after their 20s or 30s.








Mendelian Disorders

Virtually all Mendelian disorders are the result of mutations in single genes that have large effects. It is not necessary to detail Mendel's laws here, since every student in biology, and possibly every garden pea, has learned about them at an early age. Only some comments of medical relevance are made.

It is estimated that every individual is a carrier of five to eight deleterious genes, a number originally estimated from studies of populations that appears to be borne out by genomic sequencing of normal individuals. Most of these are recessive and therefore do not have serious phenotypic effects. About 80% to 85% of these mutations are familial. The remainder represents new mutations acquired de novo by an affected individual.

Some autosomal mutations produce partial expression in the heterozygote and full expression in the homozy­gote. Sickle cell anemia is caused by substitution of normal hemoglobin (HbA) by hemoglobin S (HbS). When an individual is homozygous for the mutant gene, all the hemoglobin is of the abnormal, HbS, type, and even with normal saturation of oxygen the disorder is fully expressed (i.e., sickling deformity of all red cells and hemolytic anemia). In the heterozygote, only a proportion of the hemoglobin is HbS (the remainder being HbA), and therefore red cell sickling occurs only under unusual circumstances, such as exposure to lowered oxygen tension. This is referred to as the sickle cell trait to differentiate it from full-blown sickle cell anemia.

Although Mendelian traits are usually described as dominant or recessive, in some cases both of the alleles of a gene pair contribute to the phenotype—a condition called codominance. Histocom­patibility and blood group antigens are good examples of codominant inheritance.

A single mutant gene may lead to many end effects, termed pleiotropism; conversely, mutations at several genetic loci may produce the same trait (genetic heterogeneity). Sickle cell anemia is an example of pleiotropism. In this hereditary disorder not only does the point mutation in the gene give rise to HbS, which predisposes the red cells to hemolysis, but also the abnormal red cells tend to cause a logjam in small vessels, inducing, for example, splenic fibrosis, organ infarcts, and bone changes. The numerous differing end-organ derangements are all related to the primary defect in hemoglobin synthesis. On the other hand, profound childhood deafness, an apparently homogeneous clinical entity, results from many different types of autosomal recessive mutations. Recognition of genetic heterogeneity not only is important in genetic counseling but also is relevant in the understanding of the patho­genesis of some common disorders, such as diabetes mellitus.


Transmission Patterns of Single-Gene Disorders

Mutations involving single genes typically follow one of three patterns of inheritance: autosomal dominant, autosomal recessive, and X-linked. The general rules that govern the transmission of single-gene disorders are well known; only a few salient features are summarized. Single-gene disorders with nonclassic patterns of inheritance are described later.


Autosomal Dominant Disorders

Autosomal dominant disorders are manifested in the heterozygous state, so at least one parent of an index case is usually affected; both males and females are affected, and both can transmit the condition. When an affected person marries an unaffected one, every child has one chance in two of having the disease. In addition to these basic rules, autosomal dominant conditions are characterized by the following:


• With every autosomal dominant disorder, some proportion of patients do not have affected parents. Such patients owe their disorder to new mutations involv­ing either the egg or the sperm from which they were derived. Their siblings are neither affected nor at increased risk for disease development. The proportion of patients who develop the disease as a result of a new mutation is related to the effect of the disease on reproductive capability. If a disease markedly reduces reproductive fitness, most cases would be expected to result from new mutations. Many new mutations seem to occur in germ cells of relatively older fathers.

• Clinical features can be modified by variations in penetrance and expressivity. Some individuals inherit the mutant gene but are phenotypically normal. This is referred to as incomplete penetrance. Penetrance is expressed in mathematical terms. Thus, 50% penetrance indicates that 50% of those who carry the gene express the trait. In contrast to penetrance, if a trait is seen in all individuals carrying the mutant gene but is expressed differently among individuals, the phenomenon is called variable expressivity. For example, manifestations of neurofibromatosis type 1 range from brownish spots on the skin to multiple skin tumors and skeletal deformities. The mechanisms underlying incomplete penetrance and variable expressivity are not fully understood, but they most likely result from effects of other genes or environmental factors that modify the phenotypic expression of the mutant allele. For example, the phenotype of a patient with sickle cell anemia (resulting from mutation at the β-globin locus) is influenced by the genotype at the α-globin locus, because the latter influences the total amount of hemoglobin made (Chapter 14). The influence of environmental factors is exemplified by individuals heterozygous for familial hypercholesterolemia. The expression of the disease in the form of atherosclerosis is conditioned by the dietary intake of lipids.

• In many conditions the age at onset is delayed; symptoms and signs may not appear until adulthood (as in Huntington disease).



The biochemical mechanisms of autosomal dominant disorders depend upon the nature of the mutation and the type of protein affected. Most mutations lead to the reduced production of a gene product or give rise to a dysfunctional or inactive protein. Whether such a mutation gives rise to dominant or recessive disease depends on whether the remaining copy of the gene is capable of compensating for the loss. Thus, understanding the reasons why particular loss-of-function mutations give rise to dominant vs. recessive disease patterns requires an understanding of the biology. Many autosomal dominant diseases arising from deleterious mutations fall into one of a few familiar patterns:


1. Those involved in regulation of complex metabolic pathways that are subject to feedback inhibition. Membrane receptors such as the low-density lipoprotein (LDL) receptor provide one such example; in familial hypercholes­terolemia, discussed later, a 50% loss of LDL receptors results in a secondary elevation of cholesterol that, in turn, predisposes to atherosclerosis in affected heterozygotes.

2. Key structural proteins, such as collagen and cytoskeletal elements of the red cell membrane (e.g., spectrin). The biochemical mechanisms by which a 50% reduction in the amounts of such proteins results in an abnormal phenotype are not fully understood. In some cases, especially when the gene encodes one subunit of a multimeric protein, the product of the mutant allele can interfere with the assembly of a functionally normal multimer. For example, the collagen molecule is a trimer in which the three collagen chains are arranged in a helical configuration. Each of the three collagen chains in the helix must be normal for the assembly and stability of the collagen molecule. Even with a single mutant collagen chain, normal collagen trimers cannot be formed, and hence there is a marked deficiency of collagen. In this instance the mutant allele is called dominant negative, because it impairs the function of a normal allele. This effect is illustrated by some forms of osteogenesis imperfecta, characterized by marked deficiency of collagen and severe skeletal abnormalities (Chapter 26).



Less common than loss-of-function mutations are gain-of-function mutations, which can take two forms. Some mutations result in an increase in a protein’s normal function, for example, excessive enzymatic activity. In other cases, mutations impart a wholly new activity completely unrelated to the affected protein’s normal function. The transmission of disorders produced by gain-of-function mutations is almost always autosomal dominant, as illustrated by Huntington disease (Chapter 28). In this disease the trinucleotide-repeat mutation affecting the Huntington gene (see later) gives rise to an abnormal protein, called huntingtin, that is toxic to neurons, and hence even heterozygotes develop a neurologic deficit.

Table 5-1 lists common autosomal dominant disorders. Many are discussed more logically in other chapters. A few conditions not considered elsewhere are discussed later in this chapter to illustrate important principles.


Table 5-1

Autosomal Dominant Disorders



	System
	Disorder




	Nervous
	
Huntington disease

Neurofibromatosis

Myotonic dystrophy

Tuberous sclerosis






	Urinary
	Polycystic kidney disease





	Gastrointestinal
	Familial polyposis coli





	Hematopoietic
	
Hereditary spherocytosis

von Willebrand disease






	Skeletal
	
Marfan syndrome*

Ehlers-Danlos syndrome (some variants)*

Osteogenesis imperfecta

Achondroplasia






	Metabolic
	
Familial hypercholesterolemia*

Acute intermittent porphyria
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*Discussed in this chapter. Other disorders listed are discussed in appropriate chapters in the book.








Autosomal Recessive Disorders

Autosomal recessive traits make up the largest category of Mendelian disorders. They occur when both alleles at a given gene locus are mutated. These disorders are characterized by the following features: (1) The trait does not usually affect the parents of the affected individual, but siblings may show the disease; (2) siblings have one chance in four of having the trait (i.e., the recurrence risk is 25% for each birth); and (3) if the mutant gene occurs with a low frequency in the population, there is a strong likelihood that the affected individual (proband) is the product of a consanguineous marriage. The following features generally apply to most autosomal recessive disorders and distinguish them from autosomal dominant diseases:


• The expression of the defect tends to be more uniform than in autosomal dominant disorders.

• Complete penetrance is common.

• Onset is frequently early in life.

• Although new mutations associated with recessive disorders do occur, they are rarely detected clinically. Since the individual with a new mutation is an asymptomatic heterozygote, several generations may pass before the descendants of such a person mate with other heterozygotes and produce affected offspring.

• Many of the mutated genes encode enzymes. In heterozygotes, equal amounts of normal and defective enzyme are synthesized. Usually the natural “margin of safety” ensures that cells with half the usual complement of the enzyme function normally.



Autosomal recessive disorders include almost all inborn errors of metabolism. The various consequences of enzyme deficiencies are discussed later. The more common of these conditions are listed in Table 5-2. Most are presented elsewhere; a few prototypes are discussed later in this chapter.


Table 5-2

Autosomal Recessive Disorders



	System
	Disorder




	Metabolic
	
Cystic fibrosis

Phenylketonuria

Galactosemia

Homocystinuria

Lysosomal storage diseases*

α1-Antitrypsin deficiency

Wilson disease

Hemochromatosis

Glycogen storage diseases*






	Hematopoietic
	
Sickle cell anemia

Thalassemias






	Endocrine
	Congenital adrenal hyperplasia





	Skeletal
	
Ehlers-Danlos syndrome (some variants)*

Alkaptonuria*






	Nervous
	
Neurogenic muscular atrophies

Friedreich ataxia

Spinal muscular atrophy
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*Discussed in this chapter. Many others are discussed elsewhere in the text.









X-Linked Disorders

All sex-linked disorders are X-linked, and almost all are recessive. Several genes are located in the “male-specific region of Y”; all of these are related to spermatogenesis. Males with mutations affecting the Y-linked genes are usually infertile, and hence there is no Y-linked inheritance. As discussed later, a few additional genes with homologues on the X chromosome have been mapped to the Y chromosome, but only a few rare disorders resulting from mutations in such genes have been described.

X-linked recessive inheritance accounts for a small number of well-defined clinical conditions. The Y chromosome, for the most part, is not homologous to the X, and so mutant genes on the X do not have corresponding alleles on the Y. Thus, the male is said to be hemizygous for X-linked mutant genes, so these disorders are expressed in the male. Other features that characterize these disorders are as follows:


• An affected male does not transmit the disorder to his sons, but all daughters are carriers. Sons of heterozygous women have, of course, one chance in two of receiving the mutant gene.

• The heterozygous female usually does not express the full phenotypic change because of the paired normal allele. Because of the random inactivation of one of the X chromosomes in the female, however, females have a variable proportion of cells in which the mutant X chromosome is active. Thus, it is remotely possible for the normal allele to be inactivated in most cells, permitting full expression of heterozy­gous X-linked conditions in the female. Much more commonly, the normal allele is inactivated in only some of the cells, and thus the heterozygous female expresses the disorder partially. An illustrative con­dition is glucose-6-phosphate dehydrogenase (G6PD) deficiency. Transmitted on the X chromosome, this enzyme deficiency, which predisposes to red cell hemolysis in patients receiving certain types of drugs (Chapter 14), is expressed principally in males. In the female, a proportion of the red cells may be derived from precursors with inactivation of the normal allele. Such red cells are at the same risk for undergoing hemolysis as are the red cells in the hemizygous male. Thus, the female is not only a carrier of this trait but also is susceptible to drug-induced hemolytic reactions. Because the proportion of defective red cells in heterozygous females depends on the random inactivation of one of the X chromosomes, however, the severity of the hemolytic reaction is almost always less in heterozygous women than in hemizygous men. Most of the X-linked conditions listed in Table 5-3 are covered elsewhere in the text.


Table 5-3

X-Linked Recessive Disorders



	System
	Disease




	Musculoskeletal
	
Duchenne muscular dystrophy





	Blood
	
Hemophilia A and B

Chronic granulomatous disease

Glucose-6-phosphate dehydrogenase deficiency





	Immune
	
Agammaglobulinemia

Wiskott-Aldrich syndrome





	Metabolic
	
Diabetes insipidus

Lesch-Nyhan syndrome





	Nervous
	
Fragile X syndrome*
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*Discussed in this chapter. Others are discussed in appropriate chapters in the text.







There are only a few X-linked dominant conditions. They are caused by dominant disease-associated alleles on the X chromosome. These disorders are transmitted by an affected heterozygous female to half her sons and half her daughters and by an affected male parent to all his daughters but none of his sons, if the female parent is unaffected. Vitamin D–resistant rickets is an example of this type of inheritance.


[image: image] Key Concepts


Transmission Patterns of Single-Gene Disorders


▪ Autosomal dominant disorders are characterized by expression in heterozygous state; they affect males and females equally, and both sexes can transmit the disorder.

▪ Enzyme proteins are not affected in autosomal dominant disorders; instead, receptors and structural proteins are involved.

▪ Autosomal recessive diseases occur when both copies of a gene are mutated; enzyme proteins are frequently involved. Males and females are affected equally.

▪ X-linked disorders are transmitted by heterozygous females to their sons, who manifest the disease. Female carriers usually are protected because of random inactivation of one X chromosome.














Biochemical and Molecular Basis of Single-Gene (Mendelian) Disorders

Mendelian disorders result from alterations involving single genes. The genetic defect may lead to the formation of an abnormal protein or a reduction in the output of the gene product. Virtually any type of protein may be affected in single-gene disorders and by a variety of mechanisms (Table 5-4). To some extent the pattern of inheritance of the disease is related to the kind of protein affected by the mutation. For this discussion, the mechanisms involved in single-gene disorders can be classified into four categories: (1) enzyme defects and their consequences; (2) defects in membrane receptors and transport systems; (3) alterations in the structure, function, or quantity of nonenzyme proteins; and (4) mutations resulting in unusual reactions to drugs.


Table 5-4

Biochemical and Molecular Basis of Some Mendelian Disorders



	Protein Type/Function
	Example
	Molecular Lesion
	Disease




	Enzyme
	
Phenylalanine hydroxylase

Hexosaminidase


	
Splice-site mutation: reduced amount

Splice-site mutation or frameshift mutation with stop codon: reduced amount

Point mutations: abnormal protein with reduced activity


	
Phenylketonuria

Tay-Sachs disease





	Adenosine deaminase
	Severe combined immunodeficiency



	Enzyme inhibitor
	α1-Antitrypsin
	Missense mutations: impaired secretion from liver to serum
	Emphysema and liver disease



	Receptor
	Low-density lipoprotein receptor
	Deletions, point mutations: reduction of synthesis, transport to cell surface, or binding to low-density lipoprotein
	Familial hypercholesterolemia



	Vitamin D receptor
	Point mutations: failure of normal signaling
	Vitamin D–resistant rickets



	Transport
	
	
	



	
 Oxygen

 Ion channels


	Hemoglobin
	
Deletions: reduced amount

Defective mRNA processing: reduced amount

Point mutations: abnormal structure


	
α-Thalassemia

β-Thalassemia

Sickle cell anemia





	Cystic fibrosis transmembrane conductance regulator
	Deletions and other mutations: nonfunctional or misfolded proteins
	Cystic fibrosis



	Structural
	
	
	



	 Extracellular
	Collagen
	
Deletions or point mutations cause reduced amount of normal collagen or normal amounts of defective collagen

Missense mutations

Deletion with reduced synthesis

Heterogeneous


	
Osteogenesis imperfecta;

Ehlers-Danlos syndromes





	 Cell membrane
	
Fibrillin

Dystrophin

Spectrin, ankyrin, or protein 4.1




	
Marfan syndrome

Duchenne/Becker muscular dystrophy

Hereditary spherocytosis




	Hemostasis
	Factor VIII
	Deletions, insertions, nonsense mutations, and others: reduced synthesis or abnormal factor VIII
	Hemophilia A



	Growth regulation
	
Rb protein

Neurofibromin


	
Deletions

Heterogeneous


	
Hereditary retinoblastoma

Neurofibromatosis type 1
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Enzyme Defects and Their Consequences

Mutations may result in the synthesis of an enzyme with reduced activity or a reduced amount of a normal enzyme. In either case, the consequence is a metabolic block. Figure 5-5 provides an example of an enzyme reaction in which the substrate is converted by intracellular enzymes, denoted as 1, 2, and 3, into an end product through intermediates 1 and 2. In this model the final product exerts feedback control on enzyme 1. A minor pathway producing small quantities of M1 and M2 also exists. The biochemical consequences of an enzyme defect in such a reaction may lead to three major consequences:


• Accumulation of the substrate, depending on the site of block, may be accompanied by accumulation of one or both intermediates. Moreover, an increased concentration of intermediate 2 may stimulate the minor pathway and thus lead to an excess of M1 and M2. Under these conditions tissue injury may result if the precursor, the intermediates, or the products of alternative minor pathways are toxic in high concentrations. For example, in galactosemia, the deficiency of galactose-1-phosphate uridyltransferase (Chapter 10) leads to the accumulation of galactose and consequent tissue damage. Exces­sive accumulation of complex substrates within the lysosomes as a result of deficiency of degradative enzymes is responsible for a group of diseases generally referred to as lysosomal storage diseases.

• An enzyme defect can lead to a metabolic block and a decreased amount of end product that may be necessary for normal function. For example, a deficiency of melanin may result from lack of tyrosinase, which is necessary for the biosynthesis of melanin from its precursor, tyrosine, resulting in the clinical condition called albinism. If the end product is a feedback inhibitor of the enzymes involved in the early reactions (in Fig. 5-5 it is shown that the product inhibits enzyme 1), the deficiency of the end product may permit overproduction of intermediates and their catabolic products, some of which may be injurious at high concentrations. A prime example of a disease with such an underlying mechanism is the Lesch-Nyhan syndrome (Chapter 26).

• Failure to inactivate a tissue-damaging substrate is best exemplified by α1-antitrypsin deficiency. Individuals who have an inherited deficiency of serum α1-antitrypsin are unable to inactivate neutrophil elastase in their lungs. Unchecked activity of this protease leads to destruction of elastin in the walls of lung alveoli, leading eventually to pulmonary emphysema (Chapter 15).
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Figure 5-5 A possible metabolic pathway in which a substrate is converted to an end product by a series of enzyme reactions. M1, M2, products of a minor pathway.








Defects in Receptors and Transport Systems

As we discussed in chapter 1, biologically active substances have to be actively transported across the cell membrane. In some cases transport is achieved by receptor-mediated endocytosis. A genetic defect in a receptor-mediated transport system is exemplified by familial hypercholesterolemia, in which reduced synthesis or function of LDL receptors leads to defective transport of LDL into the cells and secondarily to excessive cholesterol synthesis by complex intermediary mechanisms. In cystic fibrosis the transport system for chloride ions in exocrine glands, sweat ducts, lungs, and pancreas is defective. By mechanisms not fully understood, impaired chloride transport leads to serious injury to the lungs and pancreas (Chapter 10).




Alterations in Structure, Function, or Quantity of Nonenzyme Proteins

Genetic defects resulting in alterations of nonenzyme proteins often have widespread secondary effects, as exemplified by sickle cell disease. The hemoglobinopathies, sickle cell disease being one, all of which are characterized by defects in the structure of the globin molecule, best exemplify this category. In contrast to the hemoglobinopathies, the thalassemias result from mutations in globin genes that affect the amount of globin chains synthesized. Thalassemias are associated with reduced amounts of structurally normal α-globin or β-globin chains (Chapter 14). Other examples of genetic disorders involving defective structural proteins include collagen, spectrin, and dystrophin, giving rise to osteogenesis imperfecta (Chapter 26), hereditary spherocytosis (Chapter 14), and muscular dystrophies (Chapter 27), respectively.




Genetically Determined Adverse Reactions to Drugs

Certain genetically determined enzyme deficiencies are unmasked only after exposure of the affected individual to certain drugs. This special area of genetics, called pharmacogenetics, is of considerable clinical importance. The classic example of drug-induced injury in the genetically susceptible individual is associated with a deficiency of the enzyme G6PD. Under normal conditions glucose-6 phosphate-dehydrogenase (G6PD) deficiency does not result in disease, but on administration, for example, of the antimalarial drug primaquine, a severe hemolytic anemia results (Chapter 14). In recent years an increasing number of polymorphisms of genes encoding drug-metabolizing enzymes, transporters, and receptors have been identified. In some cases these genetic factors have major impact on drug sensitivity and adverse reactions. It is hoped that advances in pharmacogenetics will lead to patient-tailored therapy, an example of “personalized medicine.”

With this overview of the biochemical basis of single-gene disorders, we now consider selected examples grouped according to the underlying defect.







Disorders Associated with Defects in Structural Proteins

Several diseases caused by mutations in genes that encode structural proteins are listed in Table 5-4. Many are discussed elsewhere in the text. Only Marfan syndrome and Ehlers-Danlos syndromes (EDSs) are discussed here, because they affect connective tissue and hence involve multiple organ systems.


Marfan Syndrome

Marfan syndrome is a disorder of connective tissues, manifested principally by changes in the skeleton, eyes, and cardiovascular system. Its prevalence is estimated to be 1 in 5000. Approximately 70% to 85% of cases are familial and transmitted by autosomal dominant inheritance. The remainder are sporadic and arise from new mutations.



Pathogenesis.

Marfan syndrome results from an inherited defect in an extracellular glycoprotein called fibrillin-1. There are two fundamental mechanisms by which loss of fibrillin leads to the clinical manifestations of Marfan syndrome: loss of structural support in microfibril rich connective tissue and excessive activation of TGF-β signaling. Each of these is discussed below.


• Fibrillin is the major component of microfibrils found in the extracellular matrix (Chapter 1). These fibrils provide a scaffolding on which tropoelastin is deposited to form elastic fibers. Although microfibrils are widely distributed in the body, they are particularly abundant in the aorta, ligaments, and the ciliary zonules that support the lens; these tissues are prominently affected in Marfan syndrome. Fibrillin occurs in two homologous forms, fibrillin-1 and fibrillin-2, encoded by two separate genes, FBN1 and FBN2, mapped on chromosomes 15q21.1 and 5q23.31, respectively. Mutations of FBN1 underlie Marfan syndrome; mutations of the related FBN2 gene are less common, and they give rise to congenital contractural arachnodactyly, an autosomal dominant disorder characterized by skeletal abnormalities. Mutational analysis has revealed more than 600 distinct mutations of the FBN1 gene in individuals with Marfan syndrome. Most of these are missense mutations that give rise to abnormal fibrillin-1. These can inhibit polymerization of fibrillin fibers (dominant negative effect). Alternatively, the reduction of fibrillin content below a certain threshold weakens the connective tissue (haploinsufficiency).

• While many clinical manifestations of Marfan syndrome can be explained by changes in the mechanical properties of the extracellular matrix resulting from abnormalities of fibrillin, several others such as bone overgrowth and myxoid changes in mitral valves cannot be attributed to changes in tissue elasticity. Recent studies indicate that loss of microfibrils gives rise to abnormal and excessive activation of transforming growth factor-β (TGF-β), since normal microfibrils sequester TGF-β and thus control the bioavailability of this cytokine. Excessive TGF-β signaling has deleterious effects on vascular smooth muscle development and it also increases the activity of metalloproteases, causing loss of extracellular matrix. This schema is supported by two sets of observations. First, in a small number of individuals with clinical features of Marfan syndrome (MFS2), there are no mutations in FBN1 but instead gain-of-function mutations in genes that encode TGF-β receptors. Second, in mouse models of Marfan syndrome generated by mutations in Fbn1, administration of antibodies to TGF-β prevents alterations in the aorta and mitral valves.






[image: image] Morphology

Skeletal abnormalities are the most striking feature of Marfan syndrome. Typically the patient is unusually tall with exceptionally long extremities and long, tapering fingers and toes. The joint ligaments in the hands and feet are lax, suggesting that the patient is double-jointed; typically the thumb can be hyperextended back to the wrist. The head is commonly dolichocephalic (long-headed) with bossing of the frontal eminences and prominent supraorbital ridges. A variety of spinal deformities may appear, including kyphosis, scoliosis, or rotation or slipping of the dorsal or lumbar vertebrae. The chest is classically deformed, presenting either pectus excavatum (deeply depressed sternum) or a pigeon-breast deformity.

The ocular changes take many forms. Most characteristic is bilateral subluxation or dislocation (usually outward and upward) of the lens, referred to as ectopia lentis. This abnormality is so uncommon in persons who do not have this disease that the finding of bilateral ectopia lentis should raise the suspicion of Marfan syndrome.

Cardiovascular lesions are the most life-threatening features of this disorder. The two most common lesions are mitral valve prolapse and, of greater importance, dilation of the ascending aorta due to cystic medionecrosis. Histologically the changes in the media are virtually identical to those found in cystic medionecrosis not related to Marfan syndrome (Chapter 12). Loss of medial support results in progressive dilation of the aortic valve ring and the root of the aorta, giving rise to severe aortic incompetence. In addition, excessive TGF-β signaling in the adventitia may also contribute to aortic dilation. Weakening of the media predisposes to an intimal tear, which may initiate an intramural hematoma that cleaves the layers of the media to produce aortic dissection. After cleaving the aortic layers for considerable distances, sometimes back to the root of the aorta or down to the iliac arteries, the hemorrhage often ruptures through the aortic wall. Such a calamity is the cause of death in 30% to 45% of these individuals.






Clinical Features.

Although mitral valve lesions are more frequent, they are clinically less important than aortic lesions. Loss of connective tissue support in the mitral valve leaflets makes them soft and billowy, creating a so-called floppy valve (Chapter 12). Valvular lesions, along with lengthening of the chordae tendineae, frequently give rise to mitral regurgitation. Similar changes may affect the tricuspid and, rarely, the aortic valves. Echocardiography greatly enhances the ability to detect the cardiovascular abnormalities and is therefore extremely valuable in the diagnosis of Marfan syndrome. The great majority of deaths are caused by rupture of aortic dissections, followed in importance by cardiac failure.

While the lesions just described typify Marfan syndrome, it must be emphasized that there is great variation in the clinical expression of this genetic disorder. Patients with prominent eye or cardiovascular changes may have few skeletal abnormalities, whereas others with striking changes in body habitus have no eye changes. Although variability in clinical expression may be seen within a family, interfamilial variability is much more common and extensive. Because of such variations, the clinical diagnosis of Marfan syndrome is currently based on the so called “revised Ghent criteria.” These take into account family history, cardinal clinical signs in the absence of family history, and presence or absence of fibrillin mutation. In general, major involvement of two of the four organ systems (skeletal, cardiovascular, ocular, and skin) and minor involvement of another organ is required for diagnosis.

The variable expression of the Marfan defect is best explained on the basis of of the many different mutations that affect the fibrillin locus, which number more than 600. This genetic heterogeneity also poses formidable challenges in the diagnosis of Marfan syndrome. The evolving high throughput sequencing technologies discussed later in this chapter may overcome this problem in the future.

The mainstay of the medical treatment is administration of β blockers which likely act by reducing heart rate and aortic wall stress. In animal models inhibition of TGF-β action by use of specific antibodies has been found useful. Since lifelong use of such antibodies in humans is not feasible, other strategies to block TGF-β signaling are being tested. Blockade of angiotensin type 2 receptors accomplishes this effect in humans and several preliminary studies are very promising.










Ehlers-Danlos Syndromes (EDS)

EDSs comprise a clinically and genetically heterogeneous group of disorders that result from some defect in the synthesis or structure of fibrillar collagen. Other disorders resulting from mutations affecting collagen synthesis include osteogenesis imperfecta (Chapter 26), Alport syndrome (Chapter 20), and epidermolysis bullosa (Chapter 25).

Biosynthesis of collagen is a complex process (Chapter 1) that can be disturbed by genetic errors that may affect any one of the numerous structural collagen genes or enzymes necessary for posttranscriptional modifications of collagen. Hence, the mode of inheritance of EDS encompasses all three Mendelian patterns. On the basis of clinical and molecular characteristics, six variants of EDS have been recognized. These are listed in Table 5-5. It is beyond the scope of this book to discuss each variant individually; instead, the important clinical features common to most variants are summarized and clinical manifestations are correlated with the underlying molecular defects in collagen synthesis or structure.


Table 5-5

Classification of Ehlers-Danlos Syndromes



	EDS Type*

	Clinical Findings
	Inheritance
	Gene Defects




	Classic (I/II)
	Skin and joint hypermobility, atrophic scars, easy bruising
	Autosomal dominant
	COL5A1, COL5A2



	Hypermobility (III)
	Joint hypermobility, pain, dislocations
	Autosomal dominant
	Unknown



	Vascular (IV)
	Thin skin, arterial or uterine rupture, bruising, small joint hyperextensibility
	Autosomal dominant
	COL3A1



	Kyphoscoliosis (VI)
	Hypotonia, joint laxity, congenital scoliosis, ocular fragility
	Autosomal recessive
	Lysyl hydroxylase



	Arthrochalasia (VIIa,b)
	Severe joint hypermobility, skin changes (mild), scoliosis, bruising
	Autosomal dominant
	COL1A1, COL1A2



	Dermatosparaxis (VIIc)
	Severe skin fragility, cutis laxa, bruising
	Autosomal recessive
	Procollagen N-peptidase
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*EDS types were previously classified by Roman numerals. Parentheses show previous numerical equivalents.





As might be expected, tissues rich in collagen, such as skin, ligaments, and joints, are frequently involved in most variants of EDS. Because the abnormal collagen fibers lack adequate tensile strength, skin is hyperextensible, and the joints are hypermobile. These features permit grotesque contortions, such as bending the thumb backward to touch the forearm and bending the knee forward to create almost a right angle. It is believed that most contortionists have one of the EDSs. A predisposition to joint dislocation, however, is one of the prices paid for this virtuosity. The skin is extraordinarily stretchable, extremely fragile, and vulnerable to trauma. Minor injuries produce gaping defects, and surgical repair or intervention is accomplished with great difficulty because of the lack of normal tensile strength. The basic defect in connective tissue may lead to serious internal complications. These include rupture of the colon and large arteries (vascular EDS), ocular fragility with rupture of cornea and retinal detachment (kyphoscoliosis EDS), and diaphragmatic hernia (classic EDS).

The biochemical and molecular bases of these abnormalities are known in several forms of EDS. These are described briefly, because they offer some insights into the perplexing clinical heterogeneity of EDS. Perhaps the best characterized is the kyphoscoliosis type, the most common autosomal recessive form of EDS. It results from mutations in the gene encoding lysyl hydroxylase, an enzyme necessary for hydroxylation of lysine residues during collagen synthesis. Affected patients have markedly reduced levels of this enzyme. Because hydroxylysine is essential for the cross-linking of collagen fibers, a deficiency of lysyl hydroxylase results in the synthesis of collagen that lacks normal structural stability.

The vascular type of EDS results from abnormalities of type III collagen. This form is genetically heterogeneous, because at least three distinct types of mutations affecting the COL3A1 gene encoding collagen type III can give rise to this variant. Some affect the rate of synthesis of pro-α1 (III) chains, others affect the secretion of type III procollagen, and still others lead to the synthesis of structurally abnormal type III collagen. Some mutant alleles behave as dominant negatives (see discussion under “Autosomal Dominant Disorders”) and thus produce severe phenotypic effects. These molecular studies provide a rational basis for the pattern of transmission and clinical features that are characteristic of this variant. First, because vascular-type EDS results from mutations involving a structural protein (rather than an enzyme protein), an autosomal dominant pattern of inheritance would be expected. Second, because blood vessels and intestines are known to be rich in collagen type III, an abnormality of this collagen is consistent with severe structural defects (e.g., vulnerability to spontaneous rupture) in these organs.

In two forms of EDS—arthrochalasia type and dermatosparaxis type—the fundamental defect is in the conversion of type I procollagen to collagen. This step in collagen synthesis involves cleavage of noncollagen peptides at the N terminus and C terminus of the procollagen molecule. This is accomplished by N-terminal–specific and C-terminal–specific peptidases. The defect in the conversion of procollagen to collagen in the arthrochalasia type has been traced to mutations that affect one of the two type I collagen genes, COL1A1 and COL1A2. As a result, structurally abnormal pro-α 1 (I) or pro-α2 (I) chains that resist cleavage of N-terminal peptides are formed. In patients with a single mutant allele, only 50% of the type I collagen chains are abnormal, but because these chains interfere with the formation of normal collagen helices, heterozygotes manifest the disease. In contrast, the related dermatosparaxis type is caused by mutations in the procollagen-N-peptidase genes, essential for the cleavage of collagens. Because in this case the disease is caused by an enzyme deficiency, it follows an autosomal recessive form of inheritance.

Finally, in classic type of EDS, molecular analysis suggests that genes other than those that encode collagen may also be involved. In 30% to 50% of these cases, mutations in the genes for type V collagen (COL5A1 and COL5A2) have been detected. Surprisingly, in the remaining cases, no other collagen gene abnormalities have been found despite clinical features typical of EDS. It is suspected that in some cases genetic defects that affect the biosynthesis of other extracellular matrix molecules that influence collagen synthesis indirectly may be involved. One example is an EDS-like condition caused by mutation in tenascin-X, a large multimeric protein, that affects the synthesis and fibril formation of type VI and type I collagens.

To summarize, the common thread in EDS is some abnormality of collagen. These disorders, however, are extremely heterogeneous. At the molecular level, a variety of defects, varying from mutations involving structural genes for collagen to those involving enzymes that are responsible for posttranscriptional modifications of mRNA, have been detected. Such molecular heterogeneity results in the expression of EDS as a clinically variable disorder with several patterns of inheritance.
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Marfan Syndrome


▪ Marfan syndrome is caused by a mutation in the FBN1 gene encoding fibrillin, which is required for structural integrity of connective tissues and regulation of TGF-β signaling.

▪ The major tissues affected are the skeleton, eyes, and cardiovascular system.

▪ Clinical features may include tall stature, long fingers, bilateral subluxation of lens, mitral valve prolapse, aortic aneurysm, and aortic dissection.

▪ Clinical trials with drugs that inhibit TGF-β signaling such as angiotensin receptor blockers are ongoing, as these have been shown to improve aortic and cardiac function in mouse models.






Ehlers-Danlos Syndromes


▪ There are six variants of Ehlers-Danlos syndromes, all characterized by defects in collagen synthesis or assembly. Each of the variants is caused by a distinct mutation involving one of several collagen genes or genes that encode other ECM proteins like tenascin-X.

▪ Clinical features may include fragile, hyperextensible skin vulnerable to trauma, hypermobile joints, and ruptures involving colon, cornea, or large arteries. Wound healing is poor.















Disorders Associated with Defects in Receptor Proteins


Familial Hypercholesterolemia

Familial hypercholesterolemia is a “receptor disease” that is the consequence of a mutation in the gene encoding the receptor for LDL, which is involved in the transport and metabolism of cholesterol. As a consequence of receptor abnormalities there is a loss of feedback control and elevated levels of cholesterol that induce premature atherosclerosis, leading to a greatly increased risk of myocardial infarction.

Familial hypercholesterolemia is one of the most frequently occurring Mendelian disorders. Heterozygotes with one mutant gene, representing about 1 in 500 individuals, have from birth a two-fold to three-fold elevation of plasma cholesterol level, leading to tendinous xanthomas and premature atherosclerosis in adult life (Chapter 11). Homozygotes, having a double dose of the mutant gene, are much more severely affected and may have five-fold to six-fold elevations in plasma cholesterol levels. Skin xanthomas and coronary, cerebral, and peripheral vascular atherosclerosis may develop in these individuals at an early age. Myocardial infarction may occur before age 20 years. Large-scale studies have found that familial hypercholesterolemia is present in 3% to 6% of survivors of myocardial infarction.


Normal Process of Cholesterol Metabolism and Transport

Approximately 7% of the body's cholesterol circulates in the plasma, predominantly in the form of LDL. As might be expected, the amount of plasma cholesterol is influenced by its synthesis and catabolism, and the liver plays a crucial role in both these processes (Fig. 5-6). The first step in this complex sequence is the secretion of very-low-density lipoproteins (VLDLs) by the liver into the bloodstream. VLDL particles are rich in triglycerides, but they contain lesser amounts of cholesteryl esters. When a VLDL particle reaches the capillaries of adipose tissue or muscle, it is cleaved by lipoprotein lipase, a process that extracts most of the triglycerides. The resulting molecule, called intermediate-density lipoprotein (IDL), is reduced in triglyceride content and enriched in cholesteryl esters, but it retains two of the three apoproteins (B-100 and E) present in the parent VLDL particle (Fig. 5-6). After release from the capillary endothelium, the IDL particles have one of two fates. Approximately 50% of newly formed IDL is rapidly taken up by the liver by receptor-mediated transport. The receptor responsible for the binding of IDL to the liver cell membrane recognizes both apoprotein B-100 and apoprotein E. It is called the LDL receptor, however, because it is also involved in the hepatic clearance of LDL (described later). In the liver cells, IDL is recycled to generate VLDL. The IDL particles not taken up by the liver are subjected to further metabolic processing that removes most of the remaining triglycerides and apoprotein E, yielding cholesterol-rich LDL particles. IDL is the immediate and major source of plasma LDL. There seem to be two mechanisms for removal of LDL from plasma, one mediated by an LDL receptor and the other by a receptor for oxidized LDL (scavenger receptor), described later.
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Figure 5-6 Low-density lipoprotein (LDL) metabolism and the role of the liver in its synthesis and clearance. Lipolysis of very-low-density lipoprotein (VLDL) by lipoprotein lipase in the capillaries releases triglycerides, which are then stored in fat cells and used as a source of energy in skeletal muscles. See text for explanation of abbreviations used.





Although many cell types, including fibroblasts, lymphocytes, smooth muscle cells, hepatocytes, and adrenocortical cells, possess high-affinity LDL receptors, approximately 70% of the plasma LDL is cleared by the liver, using a quite sophisticated transport process (Fig. 5-7). The first step involves binding of LDL to cell surface receptors, which are clustered in specialized regions of the plasma membrane called coated pits (Chapter 1). After binding, the coated pits containing the receptor-bound LDL are internalized by invagination to form coated vesicles, after which they migrate within the cell to fuse with the lysosomes. Here the LDL dissociates from the receptor, which is recycled to the surface. In the lysosomes the LDL molecule is enzymatically degraded; the apoprotein part is hydrolyzed to amino acids, whereas the cholesteryl esters are broken down to free cholesterol. This free cholesterol, in turn, crosses the lysosomal membrane to enter the cytoplasm, where it is used for membrane synthesis and as a regulator of cholesterol homeostasis. The exit of cholesterol from the lysosomes requires the action of two proteins, called NPC1 and NPC2 (see “Niemann-Pick Disease Type C”). Three separate processes are affected by the released intracellular cholesterol, as follows:


• Cholesterol suppresses cholesterol synthesis within the cell by inhibiting the activity of the enzyme 3-hydroxy-3-methylglutaryl coenzyme A (HMG CoA) reductase, which is the rate-limiting enzyme in the synthetic pathway.

• Cholesterol activates the enzyme acyl-coenzyme A: cholesterol acyltransferase, favoring esterification and storage of excess cholesterol.

• Cholesterol suppresses the synthesis of LDL receptors, thus protecting the cells from excessive accumulation of cholesterol.
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Figure 5-7 The LDL receptor pathway and regulation of cholesterol metabolism.





As mentioned earlier, familial hypercholesterolemia results from mutations in the gene encoding the receptor for LDL. Heterozygotes with familial hypercholesterolemia possess only 50% of the normal number of high-affinity LDL receptors, because they have only one normal gene. As a result of this defect in transport, the catabolism of LDL by the receptor-dependent pathways is impaired, and the plasma level of LDL increases approximately two-fold. Homozygotes have virtually no normal LDL receptors in their cells and have much higher levels of circulating LDL. In addition to defective LDL clearance, both the homozygotes and heterozygotes have increased synthesis of LDL. The mechanism of increased synthesis that contributes to hypercholesterolemia also results from a lack of LDL receptors (Fig. 5-6). IDL, the immediate precursor of plasma LDL, also uses hepatic LDL receptors (apoprotein B-100 and E receptors) for its transport into the liver. In familial hypercholesterolemia, impaired IDL transport into the liver secondarily diverts a greater proportion of plasma IDL into the precursor pool for plasma LDL.

The transport of LDL via the scavenger receptor seems to occur at least in part into the cells of the mononuclear phagocyte system. Monocytes and macrophages have receptors for chemically altered (e.g., acetylated or oxidized) LDL. Normally the amount of LDL transported along this scavenger receptor pathway is less than that mediated by the LDL receptor-dependent mechanisms. In the face of hypercholesterolemia, however, there is a marked increase in the scavenger receptor-mediated traffic of LDL cholesterol into the cells of the mononuclear phagocyte system and possibly the vascular walls (Chapter 11). This increase is responsible for the appearance of xanthomas and contributes to the pathogenesis of premature atherosclerosis.

The molecular genetics of familial hypercholesterolemia is extremely complex. More than 900 mutations involving the LDL receptor gene, including insertions, deletions, and missense and nonsense mutations, have been identified. These can be classified into five groups (Fig. 5-8): Class I mutations are relatively uncommon and lead to a complete failure of synthesis of the receptor protein (null allele). Class II mutations are fairly common; they encode receptor proteins that accumulate in the endoplasmic reticulum because their folding defects make it impossible for them to be transported to the Golgi complex. Class III mutations affect the LDL-binding domain of the receptor; the encoded proteins reach the cell surface but fail to bind LDL or do so poorly. Class IV mutations encode proteins that are synthesized and transported to the cell surface efficiently. They bind LDL normally, but they fail to localize in coated pits, and hence the bound LDL is not internalized. Class V mutations encode proteins that are expressed on the cell surface, can bind LDL, and can be internalized; however, the pH-dependent dissociation of the receptor and the bound LDL fails to occur. Such receptors are trapped in the endosome, where they are degraded, and hence they fail to recycle to the cell surface.
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Figure 5-8 Classification of LDL receptor mutations based on abnormal function of the mutant protein. These mutations disrupt the receptor's synthesis in the endoplasmic reticulum, transport to the Golgi complex, binding of apoprotein ligands, clustering in coated pits, and recycling in endosomes. Each class is heterogeneous at the DNA level. (Modified with permission from Hobbs HH, et al: The LDL receptor locus in familial hypercholesterolemia: mutational analysis of a membrane protein. Annu Rev Genet 24:133-170, 1990. © 1990 by Annual Reviews.)





The discovery of the critical role of LDL receptors in cholesterol homeostasis has led to the rational design of drugs that lower plasma cholesterol by increasing the number of LDL receptors. One strategy is based on the ability of certain drugs (statins) to suppress intracellular cholesterol synthesis by inhibiting the enzyme HMG CoA reductase. This, in turn, allows greater synthesis of LDL receptors (Fig. 5-8). Statins have been widely and successfully used for secondary prevention of ischemic heart disease. They exemplify rational design of drugs based on an understanding of pathophysiology.
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Familial Hypercholesterolemia


▪ Familial hypercholesterolemia is an autosomal dominant disorder caused by mutations in the gene encoding the LDL receptor.

▪ Patients develop hypercholesterolemia as a consequence of impaired transport of LDL into the cells.

▪ In heterozygotes, elevated serum cholesterol greatly increases the risk of atherosclerosis and resultant coronary artery disease; homozygotes have an even greater increase in serum cholesterol and a higher frequency of ischemic heart disease. Cholesterol also deposits along tendon sheaths to produce xanthomas.














Disorders Associated with Defects in Enzymes


Lysosomal Storage Diseases

Lysosomes are key components of the “intracellular digestive tract.” They contain a battery of hydrolytic enzymes, which have two special properties. First, they function in the acidic milieu of the lysosomes. Second, these enzymes constitute a special category of secretory proteins that are destined not for the extracellular fluids but for intracellular organelles. This latter characteristic requires special processing within the Golgi apparatus, which merits brief discussion.

Similar to all other secretory proteins, lysosomal enzymes (or acid hydrolases, as they are sometimes called) are synthesized in the endoplasmic reticulum and transported to the Golgi apparatus. Within the Golgi complex they undergo a variety of posttranslational modifications including the attachment of terminal mannose-6-phosphate groups to some of the oligosaccharide side chains. The phosphorylated mannose residues serve as an “address label” that is recognized by specific receptors found on the inner surface of the Golgi membrane. Lysosomal enzymes bind these receptors and are thereby segregated from the numerous other secretory proteins within the Golgi. Subsequently, small transport vesicles containing the receptor-bound enzymes are pinched off from the Golgi and proceed to fuse with the lysosomes. Thus, the enzymes are targeted to their intracellular abode, and the vesicles are shuttled back to the Golgi (Fig. 5-9). As indicated later, genetically determined errors in this remarkable sorting mechanism may give rise to one form of lysosomal storage disease.
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Figure 5-9 Synthesis and intracellular transport of lysosomal enzymes.





The lysosomal enzymes catalyze the breakdown of a variety of complex macromolecules. These large molecules may be derived from the metabolic turnover of intracellular organelles (autophagy), or they may be acquired from outside the cells by phagocytosis (heterophagy). An inherited deficiency of a functional lysosomal enzyme gives rise to two pathologic consequences (Fig. 5-10):


• Catabolism of the substrate of the missing enzyme remains incomplete, leading to the accumulation of the partially degraded insoluble metabolite within the lysosomes. This is called “primary accumulation”. Stuffed with incompletely digested macromolecules, lysosomes become large and numerous enough to interfere with normal cell functions.

• Since lysosomal function is also essential for autophagy, impaired autophagy gives rise to “secondary accumulation” of autophagic substrates such as polyubiquinated proteins and old and effete mitochondria. The absence of this quality control mechanism causes accumulation of dysfunctional mitochondria with poor calcium buffering capacity and altered membrane potentials. This can trigger generation of free radicals and apoptosis. While details are still lacking it is clear that defects in autophagy are common in lysosomal storage diseases and play an important role in tissue damage.
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Figure 5-10 Pathogenesis of lysosomal storage diseases. In the example shown, a complex substrate is normally degraded by a series of lysosomal enzymes (A, B, and C) into soluble end products. If there is a deficiency or malfunction of one of the enzymes (e.g., B), catabolism is incomplete and insoluble intermediates accumulate in the lysosomes. In addition to this primary storage, secondary storage and toxic effects result from defective autophagy.





There are three general approaches to the treatment of lysosomal storage diseases. The most obvious is enzyme replacement therapy, currently in use for several of these diseases. Another approach, the “substrate reduction therapy,” is based on the premise that if the substrate to be degraded by the lysosomal enzyme can be reduced, the residual enzyme activity may be sufficient to catabolize it and prevent accumulation. A more recent strategy is based on the understanding of the molecular basis of enzyme deficiency. In many disorders, exemplified by Gaucher disease, the enzyme activity is low because the mutant proteins are unstable and prone to misfolding, and hence degraded in the endoplasmic reticulum. In such diseases an exogenous competitive inhibitor of the enzyme can, paradoxically, bind to the mutant enzyme and act as the “folding template” that assists proper folding of the enzyme and thus prevents its degradation. Such molecular chaperone therapy is under active investigation.

Several distinctive and separable conditions are included among the lysosomal storage diseases (Table 5-6). In general, the distribution of the stored material, and hence the organs affected, is determined by two interrelated factors: (1) the tissue where most of the material to be degraded is found and (2) the location where most of the degradation normally occurs. For example, brain is rich in gangliosides, and hence defective hydrolysis of gangliosides, as occurs in GM1 and GM2 gangliosidoses, results primarily in accumulation within neurons and consequent neurologic symptoms. Defects in degradation of mucopolysaccharides affect virtually every organ, because mucopolysaccharides are widely distributed in the body. Because cells of the mononuclear phagocyte system are especially rich in lysosomes and are involved in the degradation of a variety of substrates, organs rich in phagocytic cells, such as the spleen and liver, are frequently enlarged in several forms of lysosomal storage disorders. The ever-expanding number of lysosomal storage diseases can be divided into rational categories based on the biochemical nature of the accumulated metabolite, thus creating such subgroups as the glycogenoses, sphingolipidoses (lipidoses), mucopolysaccharidoses (MPSs), and mucolipidoses (Table 5-6). Only the most common disorders are considered here.


Table 5-6

Lysosomal Storage Diseases



	Disease
	Enzyme Deficiency
	Major Accumulating Metabolites




	Glycogenosis
	
Type 2—Pompe disease

α-1,4-Glucosidase (lysosomal glucosidase)


	Glycogen



	Sphingolipidoses
	
	



	GM1 gangliosidosis
	GM1 ganglioside β-galactosidase
	GM1 ganglioside, galactose-containing oligosaccharides



	
 Type 1—infantile, generalized

 Type 2—juvenile

GM2 gangliosidosis

 Tay-Sachs disease

 Sandhoff disease

 GM2 gangliosidosis variant AB


	
Hexosaminidase, α subunit

Hexosaminidase, β subunit

Ganglioside activator protein


	
GM2 ganglioside

GM2 ganglioside, globoside

GM2 ganglioside





	Sulfatidoses
	
	



	
Metachromatic leukodystrophy

Multiple sulfatase deficiency


	
Arylsulfatase A

Arylsulfatase A, B, C; steroid sulfatase; iduronate sulfatase; heparan N-sulfatase


	
Sulfatide

Sulfatide, steroid sulfate, heparan sulfate, dermatan sulfate





	
Krabbe disease

Fabry disease

Gaucher disease

Niemann-Pick disease: types A and B


	
Galactosylceramidase

α-Galactosidase A

Glucocerebrosidase

Sphingomyelinase


	
Galactocerebroside

Ceramide trihexoside

Glucocerebroside

Sphingomyelin





	
Mucopolysaccharidoses (MPSs)

MPS I H (Hurler)

MPS II (Hunter)


	
α-L-Iduronidase

L-Iduronosulfate sulfatase


	Dermatan sulfate, heparan sulfate



	Mucolipidoses (MLs)
	
	



	I-cell disease (ML II) and pseudo-Hurler polydystrophy
	Deficiency of phosphorylating enzymes essential for the formation of mannose-6-phosphate recognition marker; acid hydrolases lacking the recognition marker cannot be targeted to the lysosomes but are secreted extracellularly
	Mucopolysaccharide, glycolipid



	
Other diseases of complex carbohydrates

Fucosidosis

Mannosidosis

Aspartylglycosaminuria


	
α-Fucosidase

α-Mannosidase

Aspartylglycosamine amide hydrolase


	
Fucose-containing sphingolipids and glycoprotein fragments

Mannose-containing oligosaccharides

Aspartyl-2-deoxy-2-acetamido-glycosylamine





	
Other lysosomal storage diseases

Wolman disease

Acid phosphate deficiency


	
Acid lipase

Lysosomal acid phosphatase


	
Cholesterol esters, triglycerides

Phosphate esters










Tay-Sachs Disease (GM2 Gangliosidosis: Hexosaminidase α-Subunit Deficiency)

GM2 gangliosidoses are a group of three lysosomal storage diseases caused by an inability to catabolize GM2 gan­gliosides. Degradation of GM2 gangliosides requires three polypeptides encoded by three distinct genes. The phenotypic effects of mutations affecting these genes are fairly similar, because they result from accumulation of GM2 gangliosides. The underlying enzyme defect, however, is different for each. Tay-Sachs disease, the most common form of GM2 gangliosidosis, results from mutations in the α-subunit locus on chromosome 15 that cause a severe deficiency of hexosaminidase A. This disease is especially prevalent among Jews, particularly among those of Eastern European (Ashkenazic) origin, in whom a carrier rate of 1 in 30 has been reported.


[image: image] Morphology

The hexosaminidase A is absent from virtually all the tissues, so GM2 ganglioside accumulates in many tissues (e.g., heart, liver, spleen, nervous system), but the involvement of neurons in the central and autonomic nervous systems and retina dominates the clinical picture. On histologic examination, the neurons are ballooned with cytoplasmic vacuoles, each representing a markedly distended lysosome filled with gangliosides (Fig. 5-11A). Stains for fat such as oil red O and Sudan black B are positive. With the electron microscope, several types of cytoplasmic inclusions can be visualized, the most prominent being whorled configurations within lysosomes composed of onion-skin layers of membranes (Fig. 5-11B). In time there is progressive destruction of neurons, proliferation of microglia, and accumulation of complex lipids in phagocytes within the brain substance. A similar process occurs in the cerebellum as well as in neurons throughout the basal ganglia, brain stem, spinal cord, and dorsal root ganglia and in the neurons of the autonomic nervous system. The ganglion cells in the retina are similarly swollen with GM2 ganglioside, particularly at the margins of the macula. A cherry-red spot thus appears in the macula, representing accentuation of the normal color of the macular choroid contrasted with the pallor produced by the swollen ganglion cells in the remainder of the retina (Chapter 29). This finding is characteristic of Tay-Sachs disease and other storage disorders affecting the neurons.
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Figure 5-11 Ganglion cells in Tay-Sachs disease. A, Under the light microscope, a large neuron has obvious lipid vacuolation. B, A portion of a neuron under the electron microscope shows prominent lysosomes with whorled configurations. Part of the nucleus is shown above. (A, Courtesy of Dr. Arthur Weinberg, Department of Pathology, University of Texas Southwestern Medical Center, Dallas, TX. B, Electron micrograph courtesy of Dr. Joe Rutledge, University of Texas Southwestern Medical Center, Dallas, TX.)









Clinical Features.

The affected infants appear normal at birth but begin to manifest signs and symptoms at about age 6 months. There is relentless motor and mental dete­rioration, beginning with motor incoordination, mental obtundation leading to muscular flaccidity, blindness, and increasing dementia. Sometime during the early course of the disease, the characteristic, but not pathognomonic, cherry-red spot appears in the macula of the eye in almost all patients. Over the span of 1 or 2 years a complete vegetative state is reached, followed by death at age 2 to 3 years. More than 100 mutations have been described in the α-subunit gene; most affect protein folding. Such misfolded proteins trigger the “unfolded protein” response (Chapter 2) leading to apoptosis. These findings have given rise to the possibility of chaperone therapy of Tay-Sachs disease.

Antenatal diagnosis and carrier detection are possible by enzyme assays and DNA-based analysis. The clinical features of the two other forms of GM2 gangliosidosis, Sandhoff disease, resulting from β-subunit defect, and GM2 activator deficiency, are similar to those of Tay-Sachs disease.







Niemann-Pick Disease Types A and B

Niemann-Pick disease types A and B are two related disorders that are characterized by lysosomal accumulation of sphingomyelin due to an inherited deficiency of sphingomyelinase. Type A is a severe infantile form with extensive neurologic involvement, marked visceral accumulations of sphingomyelin, and progressive wasting and early death within the first 3 years of life. In contrast, type B disease patients have organomegaly but generally no central nervous system involvement. They usually survive into adulthood. As with Tay-Sachs disease, Niemann-Pick disease types A and B are common in Ashkenazi Jews. The gene for acid sphingomyelinase maps to chromosome 11p15.4 and is one of the imprinted genes that is preferentially expressed from the maternal chromosome as a result of epigenetic silencing of the paternal gene (discussed later). Although, this disease is typically inherited as an autosomal recessive, those heterozygotes who inherit the mutant allele from the mother can develop Nieman Pick Disease. More than 100 mutations have been found in the acid sphingomyelinase gene and there seems to be a correlation between the type of mutation, the severity of enzyme deficiency, and the phenotype.
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In the classic infantile type A variant, a missense mutation causes almost complete deficiency of sphingomyelinase. Sphingomyelin is a ubiquitous component of cellular (including organellar) membranes, and so the enzyme deficiency blocks degradation of the lipid, resulting in its progressive accumulation within lysosomes, particularly within cells of the mono­nuclear phagocyte system. Affected cells become enlarged, sometimes to 90 µm in diameter, due to the distention of lysosomes with sphingomyelin and cholesterol. Innu­merable small vacuoles of relatively uniform size are created, imparting foaminess to the cytoplasm (Fig. 5-12). In frozen sections of fresh tissue, the vacuoles stain for fat. Electron microscopy confirms that the vacuoles are engorged secondary lysosomes that often contain membranous cytoplasmic bodies resembling concentric lamellated myelin figures, sometimes called “zebra” bodies.
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Figure 5-12 Niemann-Pick disease in liver. The hepatocytes and Kupffer cells have a foamy, vacuolated appearance due to deposition of lipids. (Courtesy of Dr. Arthur Weinberg, Department of Pathology, University of Texas Southwestern Medical Center, Dallas, TX.)





The lipid-laden phagocytic foam cells are widely distributed in the spleen, liver, lymph nodes, bone marrow, tonsils, gastrointestinal tract, and lungs. The involvement of the spleen generally produces massive enlargement, sometimes to ten times its normal weight, but the hepatomegaly is usually not quite so striking. The lymph nodes are generally moderately to markedly enlarged throughout the body.

Involvement of the brain and eye deserves special mention. In the brain, the gyri are shrunken and the sulci widened. The neuronal involvement is diffuse, affecting all parts of the nervous system. Vacuolation and ballooning of neurons constitute the dominant histologic change, which in time leads to cell death and loss of brain substance. A retinal cherry-red spot similar to that seen in Tay-Sachs disease is present in about one third to one half of affected individuals.



Clinical manifestations in type A disease may be present at birth and almost invariably become evident by age 6 months. Infants typically have a protuberant abdomen because of the hepatosplenomegaly. Once the manifestations appear, they are followed by progressive failure to thrive, vomiting, fever, and generalized lymphadenopathy as well as progressive deterioration of psychomotor function. Death comes, usually within the first or second year of life.

The diagnosis is established by biochemical assays for sphingomyelinase activity in liver or bone marrow biopsy. Individuals affected with types A and B as well as carriers can be detected by DNA analysis.




Niemann-Pick Disease Type C

Although previously considered to be related to types A and B, Niemann-Pick disease type C (NPC) is distinct at the biochemical and genetic levels and is more common than types A and B combined. Mutations in two related genes, NPC1 and NPC2, can give rise to NPC, with NPC1 being responsible for 95% of cases. Unlike most other storage diseases, NPC is due to a primary defect in non­enzymatic lipid transport. NPC1 is membrane bound whereas NPC2 is soluble. Both are involved in the transport of free cholesterol from the lysosomes to the cytoplasm. NPC is clinically heterogeneous. It may present as hydrops fetalis and stillbirth, as neonatal hepatitis, or, most commonly, as a chronic form characterized by progressive neurologic damage. The latter presents in childhood and is marked by ataxia, vertical supranuclear gaze palsy, dystonia, dysarthria, and psychomotor regression.




Gaucher Disease

Gaucher disease refers to a cluster of autosomal recessive disorders resulting from mutations in the gene encoding glucocerebrosidase. It is the most common lysosomal storage disorder. The affected gene encodes glucocerebrosidase, an enzyme that normally cleaves the glucose residue from ceramide. As a result of the enzyme defect, glucocerebroside accumulates principally in phagocytes but in some subtypes also in the central nervous system. Glucocerebrosides are continually formed from the catabolism of glycolipids derived mainly from the cell membranes of senescent leukocytes and red cells. It is clear now that the pathologic changes in Gaucher disease are caused not just by the burden of storage material but also by activation of macrophages and the consequent secretion of cytokines such as IL-1, IL-6, and tumor necrosis factor (TNF).

Three clinical subtypes of Gaucher disease have been distinguished.


• The most common, accounting for 99% of cases, is called type I, or the chronic nonneuronopathic form. In this type, storage of glucocerebrosides is limited to the mononuclear phagocytes throughout the body without involving the brain. Splenic and skeletal involvements dominate this pattern of the disease. It is found principally in Jews of European stock. Individuals with this disorder have reduced but detectable levels of glucocerebrosidase activity. Longevity is shortened but not markedly.

• Type II, or acute neuronopathic Gaucher disease, is the infantile acute cerebral pattern. This form has no predilection for Jews. In these patients there is virtually no detectable glucocerebrosidase activity in the tissues. Hepato­splenomegaly is also seen in this form of Gaucher disease, but the clinical picture is dominated by progressive central nervous system involvement, leading to death at an early age.

• A third pattern, type III, is intermediate between types I and II. These patients have the systemic involvement characteristic of type I but have progressive central nervous system disease that usually begins in adolescence or early adulthood.
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Glucocerebrosides accumulate in massive amounts within phagocytic cells throughout the body in all forms of Gaucher disease. The distended phagocytic cells, known as Gaucher cells, are found in the spleen, liver, bone marrow, lymph nodes, tonsils, thymus, and Peyer patches. Similar cells may be found in both the alveolar septa and the air spaces in the lung. In contrast to other lipid storage diseases, Gaucher cells rarely appear vacuolated but instead have a fibrillary type of cytoplasm likened to crumpled tissue paper (Fig. 5-13). Gaucher cells are often enlarged, sometimes up to 100 µm in diameter, and have one or more dark, eccentrically placed nuclei. Periodic acid–Schiff staining is usually intensely positive. With the electron microscope the fibrillary cytoplasm can be resolved as elongated, distended lysosomes, containing the stored lipid in stacks of bilayers.
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Figure 5-13 Gaucher disease involving the bone marrow. Gaucher cells (A, Wright stain; B, Hematoxylin and eosin) are plump macrophages that characteristically have the appearance in the cytoplasm of crumpled tissue paper due to accumulation of glucocerebroside. (Courtesy of Dr. John Anastasi, Department of Pathology, University of Chicago, Chicago, IL.)





In type I disease, the spleen is enlarged, sometimes up to 10 kg. The lymphadenopathy is mild to moderate and is body-wide. The accumulation of Gaucher cells in the bone marrow occurs in 70% to 100% of cases of type I Gaucher disease. It produces areas of bone erosion that are some­times small but in other cases sufficiently large to give rise to pathologic fractures. Bone destruction occurs due to the secretion of cytokines by activated macrophages. In patients with cerebral involvement, Gaucher cells are seen in the Virchow-Robin spaces, and arterioles are surrounded by swollen adventitial cells. There is no storage of lipids in the neurons, yet neurons appear shriveled and are progressively destroyed. It is suspected that the lipids that accumulate in the phagocytic cells around blood vessels secrete cytokines that damage nearby neurons.




Clinical Features.

The clinical course of Gaucher disease depends on the clinical subtype. In type I, symptoms and signs first appear in adult life and are related to splenomegaly or bone involvement. Most commonly there is pancytopenia or thrombocytopenia secondary to hypersplenism. Pathologic fractures and bone pain occur if there has been extensive expansion of the marrow space. Although the disease is progressive in the adult, it is compatible with long life. In types II and III, central nervous system dysfunction, convulsions, and progressive mental deterioration dominate, although organs such as the liver, spleen, and lymph nodes are also affected. The diagnosis of homozygotes can be made by measurement of glucocerebrosidase activity in peripheral blood leukocytes or in extracts of cultured skin fibroblasts. In principle, heterozygotes can be identified by detection of mutations. However, because more than 150 mutations in the glucocerebroside gene can cause Gaucher disease, currently it is not possible to use a single genetic test. However, with rapid advances in next generation sequencing (discussed later), it is likely that a comprehensive molecular diagnostic test for carriers will soon be developed.

Replacement therapy with recombinant enzymes is the mainstay for treatment of Gaucher disease; it is effective, and those with type I disease can expect normal life expectancy with this form of treatment. However, such therapy is extremely expensive. Because the fundamental defect resides in mononuclear phagocytic cells originating from marrow stem cells, allogeneic hematopoietic stem cell transplantation can be curative. Other work is directed toward correction of the enzyme defect by transfer of the normal glucocerebrosidase gene into the patient's hematopoietic stem cells. Substrate reduction therapy with inhibitors of glucosylceramide synthetase is also being evaluated.







Mucopolysaccharidoses (MPS)

The MPSs are a group of closely related syndromes that result from genetically determined deficiencies of enzymes involved in the degradation of mucopolysaccharides (glycosaminoglycans). Chemically, mucopolysaccharides are long-chain complex carbohydrates that are linked with proteins to form proteoglycans. They are abundant in the ground substance of connective tissue. The glycosaminoglycans that accumulate in MPSs are dermatan sulfate, heparan sulfate, keratan sulfate, and chondroitin sulfate. The enzymes involved in the degradation of these molecules cleave terminal sugars from the polysaccharide chains disposed along a polypeptide or core protein. In the absence of enzymes, these chains accumulate within lysosomes in various tissues and organs of the body.

Several clinical variants of MPS, classified numerically from MPS I to MPS VII, have been described, each resulting from the deficiency of one specific enzyme. All the MPSs except one are inherited as autosomal recessive traits; the exception, Hunter syndrome, is an X-linked recessive trait. Within a given group (e.g., MPS I, characterized by a deficiency of α-l-iduronidase), subgroups exist that result from different mutant alleles at the same genetic locus. Thus, the severity of enzyme deficiency and the clinical picture even within subgroups are often different.

In general, MPSs are progressive disorders, characterized by coarse facial features, clouding of the cornea, joint stiffness, and mental retardation. Urinary excretion of the accumulated mucopolysaccharides is often increased.
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The accumulated mucopolysaccharides are generally found in mononuclear phagocytic cells, endothelial cells, intimal smooth muscle cells, and fibroblasts throughout the body. Common sites of involvement are thus the spleen, liver, bone marrow, lymph nodes, blood vessels, and heart.

Microscopically, affected cells are distended and have apparent clearing of the cytoplasm to create so-called balloon cells. Under the electron microscope, the clear cytoplasm can be resolved as numerous minute vacuoles. These are swollen lysosomes containing a finely granular periodic acid–Schiff–positive material that can be identified biochemically as mucopolysaccharide. Similar lysosomal changes are found in the neurons of those syndromes characterized by central nervous system involvement. In addition, however, some of the lysosomes in neurons are replaced by lamellated zebra bodies similar to those seen in Niemann-Pick disease. Hepato­splenomegaly, skeletal deformities, valvular lesions, and subendothelial arterial deposits, particularly in the coronary arteries, and lesions in the brain are common threads that run through all of the MPSs. In many of the more protracted syndromes, coronary subendothelial lesions lead to myocardial ischemia. Thus, myocardial infarction and cardiac decompensation are important causes of death.




Clinical Features.

Of the seven recognized variants, only two well-characterized syndromes are described briefly here. Hurler syndrome, also called MPS I-H, results from a deficiency of α-l-iduronidase. It is one of the most severe forms of MPS. Affected children appear normal at birth but develop hepatosplenomegaly by age 6 to 24 months. Their growth is retarded, and, as in other forms of MPS, they develop coarse facial features and skeletal deformities. Death occurs by age 6 to 10 years and is often due to cardiovascular complications. Hunter syndrome, also called MPS II, differs from Hurler syndrome in mode of inheritance (X-linked), absence of corneal clouding, and milder clinical course.
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Lysosomal Storage Diseases

Inherited mutations leading to defective lysosomal enzyme functions gives rise to accumulation and storage of complex substrates in the lysosomes and defects in autophagy resulting in cellular injury.


▪ Tay-Sachs disease is caused by an inability to metabolize GM2 gangliosides due to lack of the α subunit of lysosomal hexosaminidase. GM2 gangliosides accumulate in the central nervous system and cause severe mental retardation, blindness, motor weakness, and death by 2 to 3 years of age.

▪ Niemann-Pick disease types A and B are caused by a deficiency of sphingomyelinase. In the more severe type A variant, accumulation of sphingomyelin in the nervous system results in neuronal damage. Lipid also is stored in phagocytes within the liver, spleen, bone marrow, and lymph nodes, causing their enlargement. In type B, neuronal damage is not present.

▪ Niemann-Pick disease type C is caused by a defect in cholesterol transport and resultant accumulation of cholesterol and gangliosides in the nervous system. Affected children most commonly exhibit ataxia, dysarthria, and psychomotor regression.

▪ Gaucher disease results from lack of the lysosomal enzyme glucocerebrosidase and accumulation of glucocerebroside in mononuclear phagocytic cells. In the most common, type I variant, affected phagocytes become enlarged (Gaucher cells) and accumulate in liver, spleen, and bone marrow, causing hepatosplenomegaly and bone erosion. Types II and III are characterized by variable neuronal involvement.

▪ Mucopolysaccharidoses result in accumulation of mucopolysaccharides in many tissues including liver, spleen, heart, blood vessels, brain, cornea, and joints. Affected patients in all forms have coarse facial features. Manifestations of Hurler syndrome include corneal clouding, coronary arterial and valvular deposits, and death in childhood. Hunter syndrome is associated with a milder clinical course.














Glycogen Storage Diseases (Glycogenoses)

The glycogen storage diseases result from a hereditary deficiency of one of the enzymes involved in the synthesis or sequential degradation of glycogen. Depending on the tissue or organ distribution of the specific enzyme in the normal state, glycogen storage in these disorders may be limited to a few tissues, may be more widespread while not affecting all tissues, or may be systemic in distribution.

The significance of a specific enzyme deficiency is best understood from the perspective of the normal metabolism of glycogen (Fig. 5-14). Glycogen is a storage form of glucose. Glycogen synthesis begins with the conversion of glucose to glucose-6-phosphate by the action of a hexokinase (glucokinase). A phosphoglucomutase then transforms the glucose-6-phosphate to glucose-1-phosphate, which, in turn, is converted to uridine diphosphoglucose. A highly branched, large polymer is then built (molecular weight as high as 100 million), containing as many as 10,000 glucose molecules linked together by α-1,4-glucoside bonds. The glycogen chain and branches continue to be elongated by the addition of glucose molecules mediated by glycogen synthetases. During degradation, distinct phosphorylases in the liver and muscle split glucose-1-phosphate from the glycogen until about four glucose residues remain on each branch, leaving a branched oligosaccharide called limit dextrin. This can be further degraded only by the debranching enzyme. In addition to these major pathways, glycogen is also degraded in the lysosomes by acid maltase. If the lysosomes are deficient in this enzyme, the glycogen contained within them is not accessible to degradation by cytoplasmic enzymes such as phosphorylases.
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Figure 5-14 Pathways of glycogen metabolism. Asterisks mark the enzyme deficiencies associated with glycogen storage diseases. Roman numerals indicate the type of glycogen storage disease associated with the given enzyme deficiency. Types V and VI result from deficiencies of muscle and liver phosphorylases, respectively. (Modified from Hers H, et al: Glycogen storage diseases. In Scriver CR, et al [eds]: The Metabolic Basis of Inherited Disease, 6th ed. New York, McGraw-Hill, 1989, p 425.)





On the basis of specific enzyme deficiencies and the resultant clinical pictures, glycogenoses have traditionally been divided into a dozen or so syndromes designated by roman numerals, and the list continues to grow. On the basis of pathophysiology glycogenoses can be divided into three major subgroups (Table 5-7):


• Hepatic forms. The liver is a key player in glycogen metabolism. It contains enzymes that synthesize glycogen for storage and ultimately break it down into free glucose, which is then released into the blood. An inherited deficiency of hepatic enzymes that are involved in glycogen degradation therefore leads not only to the storage of glycogen in the liver but also to a reduction in blood glucose concentrations (hypoglycemia) (Fig. 5-15). Deficiency of the enzyme glucose-6-phosphatase (von Gierke disease, or type I glycogenosis) is a prime example of the hepatic-hypoglycemic form of glycogen storage disease (Table 5-7). Other examples include deficiencies of liver phosphorylase and debranching enzyme, both involved in the breakdown of glycogen (Fig. 5-15). In all these disorders glycogen is stored in many organs, but hepatic enlargement and hypoglycemia dominate the clinical picture.

• Myopathic forms. In the skeletal muscles, as opposed to the liver, glycogen is used predominantly as a source of energy during physical activity. ATP is generated by glycolysis, which leads ultimately to the formation of lactate (Fig. 5-15). If the enzymes that fuel the glycolytic pathway are deficient, glycogen storage occurs in the muscles and is associated with muscular weakness due to impaired energy production. Examples in this category include deficiencies of muscle phos­phorylase (McArdle disease, or type V glycogenosis), muscle phosphofructokinase (type VII glycogen storage disease), and several others. Typically, individuals with the myopathic forms present with muscle cramps after exercise and lactate levels in the blood fail to rise after exercise due to a block in glycolysis.

• Glycogen storage diseases associated with (1) deficiency of α-glucosidase (acid maltase) and (2) lack of branching enzyme do not fit into the hepatic or myopathic categories. They are associated with glycogen storage in many organs and death early in life. Acid maltase is a lysosomal enzyme, and hence its deficiency leads to lysosomal storage of glycogen (type II glycogenosis, or Pompe disease) in all organs, but cardiomegaly is the most prominent feature (Fig. 5-16).
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Glycogen Storage Diseases


▪ Inherited deficiency of enzymes involved in glycogen metabolism can result in storage of normal or abnormal forms of glycogen, predominantly in liver or muscles, but also in other tissues as well.

▪ In the hepatic form (von Gierke disease), liver cells store glycogen because of a lack of hepatic glucose-6-phosphatase. There are several myopathic forms, including McArdle disease, in which muscle phosphorylase lack gives rise to storage in skeletal muscles and cramps after exercise. In Pompe disease there is lack of lysosomal acid maltase, and all organs are affected, but heart involvement is predominant.









Table 5-7

Principal Subgroups of Glycogenoses



	Clinicopathologic Category
	Specific Type
	Enzyme Deficiency
	Morphologic Changes
	Clinical Features




	Hepatic type
	Hepatorenal—von Gierke disease (type I)
	Glucose-6-phosphatase
	
Hepatomegaly—intracytoplasmic accumulations of glycogen and small amounts of lipid; intranuclear glycogen

Renomegaly—intracytoplasmic accumulations of glycogen in cortical tubular epithelial cells


	
In untreated patients: failure to thrive, stunted growth, hepatomegaly, and renomegaly

Hypoglycemia due to failure of glucose mobilization, often leading to convulsions

Hyperlipidemia and hyperuricemia resulting from deranged glucose metabolism; many patients develop gout and skin xanthomas

Bleeding tendency due to platelet dysfunction

With treatment: Most survive and develop late complications (e.g., hepatic adenomas)





	Myopathic type
	McArdle disease (type V)
	Muscle phosphorylase
	Skeletal muscle only—accumulations of glycogen predominant in subsarcolemmal location
	Painful cramps associated with strenuous exercise; myoglobinuria occurs in 50% of cases; onset in adulthood (>20 years); muscular exercise fails to raise lactate level in venous blood; serum creatine kinase always elevated; compatible with normal longevity



	Miscellaneous types
	Generalized glycogenosis—Pompe disease (type II)
	Lysosomal glucosidase (acid maltase)
	
Mild hepatomegaly—ballooning of lysosomes with glycogen, creating lacy cytoplasmic pattern

Cardiomegaly—glycogen within sarcoplasm as well as membrane-bound

Skeletal muscle—similar to changes in heart


	Massive cardiomegaly, muscle hypotonia, and cardiorespiratory failure within 2 years; a milder adult form with only skeletal muscle involvement, presenting with chronic myopathy; enzyme replacement therapy available
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Figure 5-15 A, Normal glycogen metabolism in the liver and skeletal muscles. B, Effects of an inherited deficiency of hepatic enzymes involved in glycogen metabolism. C, Consequences of a genetic deficiency in the enzymes that metabolize glycogen in skeletal muscles.
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Figure 5-16 Pompe disease (glycogen storage disease type II). A, Normal myocardium with abundant eosinophilic cytoplasm. B, Patient with Pompe disease (same magnification) showing the myocardial fibers full of glycogen seen as clear spaces. (Courtesy of Dr. Trace Worrell, Department of Pathology, University of Texas Southwestern Medical Center, Dallas, TX.)











Disorders Associated with Defects in Proteins That Regulate Cell Growth

Normal growth and differentiation of cells are regulated by two classes of genes; proto-oncogenes and tumor suppressor genes, whose products promote or restrain cell growth (Chapter 7). It is now well established that mutations in these two classes of genes are important in the pathogenesis of tumors. In the vast majority of cases, cancer-causing mutations affect somatic cells and hence are not passed in the germ line. In approximately 5% of all cancers, however, mutations transmitted through the germ line contribute to the development of cancer. Most familial cancers are inherited in an autosomal dominant fashion, but a few recessive disorders have also been described. This subject is discussed in Chapter 7. Specific forms of familial tumors are described in various chapters.








Complex Multigenic Disorders

As discussed previously, such disorders are caused by interactions between variant forms of genes and environmental factors. A gene that has at least two alleles, each of which occurs at a frequency of at least 1% in the population, is polymorphic, and each variant allele is referred to as a polymorphism. According to the common disease/common variant hypothesis, complex genetic disorders occur when many polymorphisms, each with a modest effect and low penetrance, are co-inherited. Two additional facts that have emerged from studies of common complex disorders, such as type 1 diabetes, are:






• While complex disorders result from the collective inheritance of many polymorphisms, different polymorphisms vary in significance. For example, of the 20 to 30 genes implicated in type 1 diabetes, six to seven are most important, and a few HLA-alleles contribute more than 50% of the risk (Chapter 24).

• Some polymorphisms are common to multiple diseases of the same type, while others are disease specific. This is best illustrated in immune-mediated inflammatory diseases (Chapter 6).



Several normal phenotypic characteristics are governed by multifactorial inheritance, such as hair color, eye color, skin color, height, and intelligence. These characteristics show a continuous variation in population groups, producing the standard bell-shaped curve of distribution. Environmental influences, however, significantly modify the phenotypic expression of complex traits. For example, type 2 diabetes mellitus has many of the features of a multifactorial disorder. It is well recognized that individuals often first manifest this disease after weight gain. Thus, obesity as well as other environmental influences unmasks the diabetic genetic trait. Nutritional influences may cause even monozygous twins to achieve different heights. The culturally deprived child cannot achieve his or her full intellectual capacity.

Assigning a disease to this mode of inheritance must be done with caution. It depends on many factors but first on familial clustering and the exclusion of Mendelian and chromosomal modes of transmission. A range of levels of severity of a disease is suggestive of a complex multigenic disorder, but, as pointed out earlier, variable expressivity and reduced penetrance of single mutant genes may also account for this phenomenon. Because of these problems, sometimes it is difficult to distinguish between Mendelian and multifactorial disease.




Chromosomal Disorders


Normal Karyotype

As you will remember, human somatic cells contain 46 chromosomes; these comprise 22 homologous pairs of autosomes and two sex chromosomes, XX in the female and XY in the male. The study of chromosomes—karyotyping—is the basic tool of the cytogeneticist. The usual procedure to examine chromosomes is to arrest dividing cells in metaphase with mitotic spindle inhibitors (e.g., N-diacetyl-N-methylcolchicine [Colcemid]) and then to stain the chromosomes. In a metaphase spread, the individual chromosomes take the form of two chromatids connected at the centromere. A karyotype is obtained by arranging each pair of autosomes according to length, followed by sex chromosomes.

A variety of staining methods have been developed that allow identification of individual chromosomes on the basis of a distinctive and reliable pattern of alternating light and dark bands. The one most commonly used involves a Giemsa stain and is hence called G banding. A normal male karyotype with G banding is illustrated in Figure 5-17. With standard G banding, approximately 400 to 800 bands per haploid set can be detected. The resolution obtained by banding can be markedly improved by obtaining the cells in prophase. The individual chromosomes appear markedly elongated, and as many as 1500 bands per karyotype can be recognized. The use of these banding techniques permits certain identification of each chromosome and roughly delineates breakpoints and other gross alterations (described later).

[image: image]
Figure 5-17 G-banded karyotype from a normal male (46,XY). Also shown is the banding pattern of the X-chromosome with nomenclature of arms, regions, bands, and sub-bands. (Courtesy of Dr. Stuart Schwartz, Department of Pathology, University of Chicago, Chicago, IL.)






Commonly Used Cytogenetic Terminology

Karyotypes are usually described using a shorthand system of notations in the following order: total number of chromosomes is given first, followed by the sex chromosome complement, and finally the description of abnormalities in ascending numerical order. For example, a male with trisomy 21 is designated 47,XY,+21. Notations denoting structural alterations of chromosomes and their corresponding abnormalities are described later.

The short arm of a chromosome is designated p (for petit), and the long arm is referred to as q (the next letter of the alphabet). In a banded karyotype, each arm of the chromosome is divided into two or more regions bordered by prominent bands. The regions are numbered (e.g., 1, 2, 3) from the centromere outward. Each region is further subdivided into bands and sub-bands, and these are ordered numerically as well (Fig. 5-17). Thus, the notation Xp21.2 refers to a chromosomal segment located on the short arm of the X chromosome, in region 2, band 1, and sub-band 2.






Structural Abnormalities of Chromosomes

The aberrations underlying cytogenetic disorders may take the form of an abnormal number of chromosomes or alterations in the structure of one or more chromosomes. The normal chromosome complement is expressed as 46,XX for the female and 46,XY for the male. Any exact multiple of the haploid number of chromosomes (23) is called euploid. If an error occurs in meiosis or mitosis and a cell acquires a chromosome complement that is not an exact multiple of 23, it is referred to as aneuploidy. The usual causes for aneuploidy are nondisjunction and anaphase lag. When nondisjunction occurs during gametogenesis, the gametes formed have either an extra chromosome (n + 1) or one less chromosome (n − 1). Fertilization of such gametes by normal gametes results in two types of zygotes—trisomic (2n + 1) or monosomic (2n − 1). In anaphase lag, one homologous chromosome in meiosis or one chromatid in mitosis lags behind and is left out of the cell nucleus. The result is one normal cell and one cell with monosomy. As seen subsequently, monosomy or trisomy involving the sex chromosomes, or even more bizarre aberrations, are compatible with life and are usually associated with variable degrees of phenotypic abnormalities. Monosomy involving an autosome generally causes loss of too much genetic information to permit live birth or even embryogenesis, but several autosomal trisomies do permit survival. With the exception of trisomy 21, all yield severely handicapped infants who almost invariably die at an early age.

Occasionally, mitotic errors in early development give rise to two or more populations of cells with different chromosomal complement, in the same individual, a condition referred to as mosaicism. Mosaicism can result from mitotic errors during the cleavage of the fertilized ovum or in somatic cells. Mosaicism affecting the sex chromosomes is relatively common. In the division of the fertilized ovum, an error may lead to one of the daughter cells receiving three sex chromosomes, whereas the other receives only one, yielding, for example, a 45,X/47,XXX mosaic. All descendent cells derived from each of these precursors thus have either a 47,XXX complement or a 45,X complement. Such a patient is a mosaic variant of Turner syndrome, with the extent of phenotypic expression dependent on the number and distribution of the 45,X cells.

Autosomal mosaicism seems to be much less common than that involving the sex chromosomes. An error in an early mitotic division affecting the autosomes usually leads to a nonviable mosaic due to autosomal monosomy. Rarely, the nonviable cell population is lost during embryogenesis, yielding a viable mosaic (e.g., 46,XY/47,XY,+21). Such a patient is a trisomy 21 mosaic with variable expression of Down syndrome, depending on the proportion of cells containing the trisomy.

A second category of chromosomal aberrations is associated with changes in the structure of chromosomes. To be visible by routine banding techniques, a fairly large amount of DNA (approximately 2 to 4 million base pairs), containing many genes, must be involved. The resolution is much higher with fluorescence in situ hybridization (FISH), which can detect changes as small as kilobases. Structural changes in chromosomes usually result from chromosome breakage followed by loss or rearrangement of material. In the next section the more common forms of alterations in chromosome structure and the notations used to signify them are reviewed.

Deletion refers to loss of a portion of a chromosome (Fig. 5-18). Most deletions are interstitial, but rarely terminal deletions may occur. Interstitial deletions occur when there are two breaks within a chromosome arm, followed by loss of the chromosomal material between the breaks and fusion of the broken ends. One can specify in which regions and at what bands the breaks have occurred. For example, 46,XY,del(16)(p11.2p13.1) describes breakpoints in the short arm of chromosome 16 at 16p11.2 and 16p13.1 with loss of material between breaks. Terminal deletions result from a single break in a chromosome arm, producing a fragment with no centromere, which is then lost at the next cell division, and a chromosome bearing a deletion. The end of the chromosome is protected by acquiring telomeric sequences.

[image: image]
Figure 5-18 Types of chromosomal rearrangements.





A ring chromosome is a special form of deletion. It is produced when a break occurs at both ends of a chromosome with fusion of the damaged ends (Fig. 5-18). If significant genetic material is lost, phenotypic abnormalities result. This might be expressed as 46,XY,r(14). Ring chromosomes do not behave normally in meiosis or mitosis and usually result in serious consequences.

Inversion refers to a rearrangement that involves two breaks within a single chromosome with reincorporation of the inverted, intervening segment (Fig. 5-18). An inversion involving only one arm of the chromosome is known as paracentric. If the breaks are on opposite sides of the centromere, it is known as pericentric. Inversions are often fully compatible with normal development.

Isochromosome formation results when one arm of a chromosome is lost and the remaining arm is duplicated, resulting in a chromosome consisting of two short arms only or of two long arms (Fig. 5-18). An isochromosome has morphologically identical genetic information in both arms. The most common isochromosome present in live births involves the long arm of the X and is designated i(X)(q10). The Xq isochromosome is associated with monosomy for genes on the short arm of X and with trisomy for genes on the long arm of X.

In a translocation, a segment of one chromosome is transferred to another (Fig. 5-18). In one form, called balanced reciprocal translocation, there are single breaks in each of two chromosomes, with exchange of material. A balanced reciprocal translocation between the long arm of chromosome 2 and the short arm of chromosome 5 would be written 46,XX,t(2;5)(q31;p14). This individual has 46 chromosomes with altered morphology of one of the chromosomes 2 and one of the chromosomes 5. Because there has been no loss of genetic material, the individual is likely to be phenotypically normal. A balanced translocation carrier, however, is at increased risk for producing abnormal gametes. For example, in the case cited earlier, a gamete containing one normal chromosome 2 and a translocated chromosome 5 may be formed. Such a gamete would be unbalanced because it would not contain the normal complement of genetic material. Subsequent fertilization by a normal gamete would lead to the formation of an abnormal (unbalanced) zygote, resulting in spontaneous abortion or birth of a malformed child. The other important pattern of translocation is called a robertsonian translocation (or centric fusion), a translocation between two acrocentric chromosomes. Typically the breaks occur close to the centromeres of each chromosome. Transfer of the segments then leads to one very large chromosome and one extremely small one. Usually the small product is lost (Fig. 5-18); however, because it carries only highly redundant genes (e.g., ribosomal RNA genes), this loss is compatible with a normal phenotype. Robertsonian translocation between two chromosomes is encountered in 1 in 1000 apparently normal individuals. The significance of this form of translocation also lies in the production of abnormal progeny, as discussed later with Down syndrome.

Many more numerical and structural chromosomal aberrations are described in specialized texts, and more and more abnormal karyotypes are being identified in disease. As pointed out earlier, the clinically detected chromosome disorders represent only the “tip of the iceberg.” It is estimated that approximately 7.5% of all conceptions have a chromosomal abnormality, most of which are not compatible with survival or live birth. Even in live-born infants the frequency is approximately 0.5% to 1.0%. It is beyond the scope of this book to discuss most of the clinically recognizable chromosomal disorders. Hence, we focus attention on those few that are most common.




Cytogenetic Disorders Involving Autosomes


Trisomy 21 (Down Syndrome)

Down syndrome is the most common of the chromosomal disorders and is a major cause of mental retardation. In the United States the incidence in newborns is about 1 in 700. Approximately 95% of affected individuals have trisomy 21, so their chromosome count is 47. FISH with chromosome 21–specific probes reveals the extra copy of chromosome 21 in such cases (Fig. 5-19). Most others have normal chromosome numbers, but the extra chromosomal material is present as a translocation. As mentioned earlier, the most common cause of trisomy and therefore of Down syndrome is meiotic nondisjunction. The parents of such children have a normal karyotype and are normal in all respects.

[image: image]
Figure 5-19 Fluorescence in situ hybridization analysis of an interphase nucleus using locus-specific probes to chromosome 13 (green) and chromosome 21 (red), revealing three red signals consistent with trisomy 21. (Courtesy of Dr. Stuart Schwartz, Department of Pathology, University of Chicago, Chicago, IL.)





Maternal age has a strong influence on the incidence of trisomy 21. It occurs once in 1550 live births in women under age 20, in contrast to 1 in 25 live births for mothers older than age 45. The correlation with maternal age suggested that most cases the meiotic nondisjunction of chromosome 21 occurs in the ovum. Indeed, studies in which DNA polymorphisms were used to trace the parental origin of chromosome 21 have revealed that in 95% of the cases with trisomy 21 the extra chromosome is of maternal origin. Although many hypotheses have been advanced, the reason for the increased susceptibility of the ovum to nondisjunction remains unknown.

In about 4% of cases of Down syndrome, the extra chromosomal material derives from the presence of a robertsonian translocation of the long arm of chromosome 21 to another acrocentric chromosome (e.g., 22 or 14). Because the fertilized ovum already possesses two normal autosomes 21, the translocated material provides the same triple gene dosage as in trisomy 21. Such cases are frequently (but not always) familial, and the translocated chromosome is inherited from one of the parents (usually the mother), who is a carrier of a robertsonian translocation, for example, a mother with karyotype 45,XX,der(14;21)(q10;q10). In cells with robertsonian translocations, the genetic material normally found on two pairs of chromosomes is distributed among only three chromosomes. This affects chromosome pairing during meiosis, and as a result the gametes have a high probability of being aneuploid.

Approximately 1% of Down syndrome patients are mosaics, having a mixture of cells with 46 or 47 chromosomes. This mosaicism results from mitotic nondisjunction of chromosome 21 during an early stage of embryogenesis. Symptoms in such cases are variable and milder, depending on the proportion of abnormal cells. Clearly, in cases of translocation or mosaic Down syndrome, maternal age is of no importance.

The diagnostic clinical features of this condition—flat facial profile, oblique palpebral fissures, and epicanthic folds (Fig. 5-20)—are usually readily evident, even at birth. Down syndrome is a leading cause of severe mental retardation; approximately 80% of those afflicted have an IQ of 25 to 50. While intellectually disadvantaged, these children typically have a gentle, shy manner and often seem more content with life than their normal siblings. It should be pointed out that some mosaics with Down syndrome have mild phenotypic changes and may even have normal or near-normal intelligence. In addition to the phenotypic abnormalities and the mental retardation already noted, some other clinical features are worthy of note.


• Approximately 40% of the patients have congenital heart disease, most commonly defects of the endocardial cushion, including ostium primum, atrial septal defects, atrioventricular valve malformations, and ventricular septal defects. Cardiac problems are responsible for the majority of the deaths in infancy and early childhood. Several other congenital malformations, including atresias of the esophagus and small bowel, are also common.

• Children with trisomy 21 have a 10-fold to 20-fold increased risk of developing acute leukemia. Both acute lymphoblastic leukemias and acute myeloid leukemias occur. The latter, most commonly, is acute megakaryoblastic leukemia.

• Virtually all patients with trisomy 21 older than age 40 develop neuropathologic changes characteristic of Alzheimer disease, a degenerative disorder of the brain.

• Patients with Down syndrome have abnormal immune responses that predispose them to serious infections, par­ticularly of the lungs, and to thyroid autoimmunity. Although several abnormalities, affecting mainly T-cell functions, have been reported, the basis of immunologic disturbances is not clear.



[image: image]
Figure 5-20 Clinical features and karyotypes of selected autosomal trisomies.





Despite all these problems, improved medical care has increased the longevity of individuals with trisomy 21. Currently the median age at death is 47 years (up from 25 years in 1983).

Although the karyotype and clinical features of trisomy 21 have been known for decades, little is known about the molecular basis of Down syndrome. Based on study of humans with partial trisomy of chromosome 21 and mouse models of trisomy, the critical region of human chromosome 21 that is involved in the pathogenesis has been identified. Based on these studies, several gene clusters, each of which is predicted to participate in the same biologic pathway, have been implicated. For example, 16 genes are involved in the mitochondrial energy pathway; several are likely to influence central nervous system development and one group is involved in folate metabolism. It is not known how each of these groups of genes is related to Down syndrome. The gene dosage hypothesis assumes that the phenotypic features of the trisomy 21 are related to overexpression of genes. In reality only about 37% of the genes on chromosomes 21 are overexpressed by 150%, whereas others have variable degrees of changes in expression. Further complexity in defining the specific genes involved in the pathogenesis of Down syndrome is related to the presence of several miRNA genes on chromosome 21 that can shut down translation of genes that map elsewhere in the genome. Thus, despite the availability of the gene map of chromosome 21, the progress in understanding the molecular basis of Down syndrome remains slow.

Much progress is being made in the molecular diagnosis of Down syndrome prenatally. Approximately 5% to 10% of the total cell free DNA in maternal blood is derived from the fetus and can be identified by polymorphic genetic markers. By using next generation sequencing the gene dosage of chromosome 21 linked genes in fetal DNA can be determined with great precision. This is emerging as a powerful noninvasive method for prenatal diagnosis of trisomy 21 as well as other trisomies.


Other Trisomies

A variety of other trisomies involving chromosomes 8, 9, 13, 18, and 22 have been described. Only trisomy 18 (Edwards syndrome) and trisomy 13 (Patau syndrome) are common enough to merit brief mention here. As noted in Figure 5-20, they share several karyotypic and clinical features with trisomy 21. Thus, most cases result from meiotic nondisjunction and therefore carry a complete extra copy of chromosome 13 or 18. As in Down syndrome, an association with increased maternal age is also noted. In contrast to trisomy 21, however, the malformations are much more severe and wide ranging. As a result, only rarely do infants survive beyond the first year of life. Most succumb within a few weeks to months.




Chromosome 22q11.2 Deletion Syndrome

Chromosome 22q11.2 deletion syndrome encompasses a spectrum of disorders that result from a small deletion of band q11.2 on the long arm of chromosome 22. The syndrome is fairly common, occurring in as many as 1 in 4000 births, but it is often missed because of variable clinical features. These include congenital heart defects, abnormalities of the palate, facial dysmorphism, developmental delay, and variable degrees of T-cell immunodeficiency and hypocalcemia. Previously, these clinical features were considered to represent two different disorders—DiGeorge syndrome and velocardiofacial syndrome.

Patients with DiGeorge syndrome have thymic hypoplasia, with resultant T-cell immunodeficiency (Chapter 6), parathyroid hypoplasia giving rise to hypocalcemia, a variety of cardiac malformations affecting the outflow tract, and mild facial anomalies. The clinical features of the so-called velocardiofacial syndrome include facial dysmorphism (prominent nose, retrognathia), cleft palate, cardiovascular anomalies, and learning disabilities. Less frequently, these patients also have immunodeficiency.

Until recently the overlapping clinical features of these two conditions (e.g., cardiac malformations, facial dysmorphology) were not appreciated; it was only after these two apparently unrelated syndromes were found to be associated with a similar cytogenetic abnormality that the clinical overlap came into focus. Recent studies indicate that, in addition to the numerous structural malformations, individuals with the 22q11.2 deletion syndrome are at a particularly high risk for psychotic illnesses, such as schizophrenia and bipolar disorders. In fact, it is estimated that schizophrenia develops in approximately 25% of adults with this syndrome. Conversely, deletions of the region can be found in 2% to 3% of individuals with childhood-onset schizophrenia. In addition, attention deficit hyperactivity disorder is seen in 30% to 35% of affected children.

The diagnosis of this condition may be suspected on clinical grounds but can be established only by detection of the deletion by FISH (Fig. 5-21). By this test, approximately 90% of those previously diagnosed as having DiGeorge syndrome and 80% of those with the velocardiofacial syndrome have a deletion of 22q11.2. Thirty percent of individuals with conotruncal cardiac defects but no other features of this syndrome also reveal deletions of the same chromosomal region.

[image: image]
Figure 5-21 Fluorescence in situ hybridization of both metaphase chromosomes and an interphase cell from a patient with DiGeorge syndrome demonstrating the deletion of a probe that maps to chromosome 22q11.2. The 22q11.2 probe is in red, and the control probe, localized to 22q, is in green. The metaphase spread shows one chromosome 22 with both a green signal (control probe) and a red signal (from the 22q11.2 probe). The other chromosome 22 shows only hybridization with the control probe (green), but no red 22q11.2 signal since there is a deletion on this chromosome. The interphase cell also shows a hybridization pattern consistent with a deletion of chromosome 22q11.2. (Courtesy of Dr. Stuart Schwartz, Department of Pathology, University of Chicago, Chicago, IL.)





The molecular basis of this syndrome is not fully understood. The deleted region is large (approximately 1.5 megabases) and includes many genes. The clinical heterogeneity, with predominant immunodeficiency in some cases (DiGeorge syndrome) and predominant dysmorphology and cardiac malformations in other cases, probably reflects the variable position and size of the deleted segment from this genetic region. Approximately 30 candidate genes have been mapped to the deleted region. Among these, TBX1, a T-box transcription factor is most closely associated with the phenotypic features of this syndrome. This gene is expressed in the pharyngeal mesenchyme and endodermal pouch from which facial structures, thymus, and parathyroid are derived. The targets of TBX1 include PAX9, a gene that controls the development of the palate, parathyroids, and thymus. Clearly there are other genes that contribute to the behavioral and psychiatric disorders that remain to be identified.
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Cytogenetic Disorders Involving Autosomes


▪ Down syndrome is associated with an extra copy of genes on chromosome 21, most commonly due to trisomy 21 and less frequently from translocation of extra chromosomal material from chromosome 21 to other chromosomes or from mosaicism.

▪ Patients with Down syndrome have severe mental retardation, flat facial profile, epicanthic folds, cardiac malformations, higher risk of leukemia and infections, and premature development of Alzheimer disease.

▪ Deletion of genes at chromosomal locus 22q11.2 gives rise to malformations affecting the face, heart, thymus, and parathyroids. The resulting disorders are recognized as

▪ DiGeorge syndrome (thymic hypoplasia with diminished T-cell immunity and parathyroid hypoplasia with hypocalcemia) and

▪ Velocardiofacial syndrome (congenital heart disease involving outflow tracts, facial dysmorphism, and developmental delay).














Cytogenetic Disorders Involving Sex Chromosomes

Genetic diseases associated with changes involving the sex chromosomes are far more common than those related to autosomal aberrations. Furthermore, imbalances (excess or loss) of sex chromosomes are much better tolerated than are similar imbalances of autosomes. In large part, this latitude relates to two factors that are peculiar to the sex chromosomes: (1) lyonization or inactivation of all but one X chromosome and (2) the modest amount of genetic material carried by the Y chromosome. These features are discussed briefly in relation to sex chromosomal disorders.

In 1961, Lyon outlined the idea of X-inactivation, now commonly known as the Lyon hypothesis. It states that (1) only one of the X chromosomes is genetically active, (2) the other X of either maternal or paternal origin undergoes heteropyknosis and is rendered inactive, (3) inactivation of either the maternal or paternal X occurs at random among all the cells of the blastocyst on or about day 5.5 of embryonic life, and (4) inactivation of the same X chromosome persists in all the cells derived from each precursor cell. Thus, the great preponderance of normal females are in reality mosaics and have two populations of cells, one with an inactivated maternal X and the other with an inactivated paternal X. Herein lies the explanation of why females have the same dosage of X-linked active genes as have males. The inactive X can be seen in the interphase nucleus as a darkly staining small mass in contact with the nuclear membrane known as the Barr body, or X chromatin. The molecular basis of X inactivation involves a unique gene called XIST, whose product is a long noncoding RNA (Chapter 1) that is retained in the nucleus, where it “coats” the X chromosome that it is transcribed from and initiates a gene-silencing process by chromatin modification and DNA methylation. The XIST allele is switched off in the active X.

Although it was initially thought that all the genes on the inactive X are “switched off,” more recent studies have revealed that many genes escape X inactivation. Molecular studies suggest that 21% of genes on Xp, and a smaller number (3%) on Xq escape X inactivation. At least some of the genes that are expressed from both X chromosomes are important for normal growth and development. This notion is supported by the fact that patients with monosomy of the X chromosome (Turner syndrome: 45,X) have severe somatic and gonadal abnormalities. If a single dose of X-linked genes were sufficient, no detrimental effect would be expected in such cases. Furthermore, although one X chromosome is inactivated in all cells during embryogenesis, it is selectively reactivated in oogonia before the first meiotic division. Thus, it seems that both X chromosomes are required for normal oogenesis.

With respect to the Y chromosome, it is well known that this chromosome is both necessary and sufficient for male development. Regardless of the number of X chromosomes, the presence of a single Y determines the male sex. The gene that dictates testicular development (SRY: sex-determining region Y gene) is located on its distal short arm. For quite some time this was considered to be the only gene of significance on the Y chromosome. Recent studies of the Y chromosome, however, have yielded a rich harvest of gene families in the so-called “male-specific Y,” or MSY region encoding at least 75 protein coding genes. All of these are believed to be testes-specific and are involved in spermatogenesis. In keeping with this, all Y chromosome deletions are associated with azoospermia. The following features are common to all sex chromosome disorders.


• In general, sex chromosome disorders cause subtle, chronic problems relating to sexual development and fertility.

• Sex chromosome disorders are often difficult to diagnose at birth, and many are first recognized at the time of puberty.

• In general, the greater the number of X chromosomes, in both male and female, the greater the likelihood of mental retardation.



The two most important disorders arising in aberrations of sex chromosomes are described briefly here.


Klinefelter Syndrome

Klinefelter syndrome is best defined as male hypogonadism that occurs when there are two or more X chromosomes and one or more Y chromosomes. It is one of the most frequent forms of genetic disease involving the sex chromosomes as well as one of the most common causes of hypogonadism in the male. The incidence of this condition is approximately 1 in 660 live male births.

Klinefelter syndrome can rarely be diagnosed before puberty, particularly because the testicular abnormality does not develop before early puberty. Most patients have a distinctive body habitus with an increase in length between the soles and the pubic bone, which creates the appearance of an elongated body. Also characteristic are eunuchoid body habitus with abnormally long legs; small atrophic testes often associated with a small penis; and lack of such secondary male characteristics as deep voice, beard, and male distribution of pubic hair. Gynecomastia may be present. The mean IQ is somewhat lower than normal, but mental retardation is uncommon. There is increased incidence of type 2 diabetes and the metabolic syndrome that gives rise to insulin resistance. Curiously, mitral valve prolapse is seen in about 50% of adults with Klinefelter syndrome. There is also an increased incidence of osteoporosis and fractures due to sex hormonal imbalance.

It should be evident that the clinical features of this condition are variable, the only consistent finding being hypogonadism. Plasma gonadotropin concentrations, particularly follicle-stimulating hormone, are consistently elevated, whereas testosterone levels are variably reduced. Mean plasma estradiol levels are elevated by an as yet unknown mechanism. The ratio of estrogens and testosterone determines the degree of feminization in individual cases.

Klinefelter syndrome is an important genetic cause of reduced spermatogenesis and male infertility. In some patients the testicular tubules are totally atrophied and replaced by pink, hyaline, collagenous ghosts. In others, apparently normal tubules are interspersed with atrophic tubules. In some patients all tubules are primitive and appear embryonic, consisting of cords of cells that never developed a lumen or progressed to mature spermatogenesis. Leydig cells appear prominent, as a result of the atrophy and crowding of the tubules and elevation of gonadotropin concentrations.

Patients with Klinefelter syndrome have a higher risk for breast cancer (20 times more common than in normal males), extragonadal germ cell tumors, and autoimmune diseases such as systemic lupus erythematosus.

The classic pattern of Klinefelter syndrome is associated with a 47,XXY karyotype (90% of cases). This complement of chromosomes results from nondisjunction during the meiotic divisions in the germ cells of one of the parents. Maternal and paternal nondisjunction at the first meiotic division are roughly equally involved. There is no phenotypic difference between those who receive the extra X chromosome from their father and those who receive it from their mother. Maternal age is increased in the cases associated with errors in oogenesis. In addition to this classic karyotype, approximately 15% of patients with Klinefelter syndrome have been found to have a variety of mosaic patterns, most of them being 46,XY/47,XXY. Other patterns are 47,XXY/48,XXXY and variations on this theme.

As is the case with normal females, all but one X chromosome undergoes inactivation in patients with Klinefelter syndrome. Why then, do the patients with this disorder have hypogonadism and associated features? The explanation for this lies in genes on the X chromosome that escape lyonization and in the pattern of X inactivation.


• One pathogenic mechanism is related to uneven dosage compensation during X-inactivation. In some cases about 15% of the X-linked genes escape inactivation. Thus, there is an extra dose of these genes compared to normal males in whom only one copy of X is active, and it appears that “overexpression” of one or more of these genes leads to hypogonadism.

• A second mechanism involves the gene encoding the androgen receptor, through which testosterone mediates its effects. The androgen receptor gene maps to the X chromosome and contains highly polymorphic CAG (trinucleotide) repeats. The functional response of the receptor to any particular dose of androgen is dictated, in part, by the number of CAG repeats, as receptors with shorter CAG repeats are more sensitive to androgens than those with long CAG repeats. In persons with Klinefelter syndrome, the X chromosome bearing the androgen receptor allele with the shortest CAG repeat is preferentially inactivated. In XXY males with low testosterone levels, expression of androgen receptors with long CAG repeats exacerbates the hypogonadism and appears to account for certain aspects of the phenotype, such as small penis size.
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