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  WOULD YOU LIKE TO HAVE A MEMORY LIKE GOOGLE?


   


  Have you tried the tricks other memory books teach and given up? Can you actually improve your memory? What does science say?


  Memory researcher Jeremy Genovese knows there's good news — science offers real help. A growing body of research has given us tools and techniques for REAL memory improvement. Unfortunately, most people are unaware of the science of peak memory. Dr. Genovese’s book bridges that gap.


  Remembering Willie Nelson: The Science of Peak Memory introduces a number of ideas accepted by memory scientists, but largely unknown outside the laboratory. In easy-to-understand language, Dr. Genovese explains how you can harness these ideas to dramatically improve your memory.


  What would a better memory mean for you? Better grades? A better income? Not forgetting someone's name? Remembering where you parked?


  What would a mind like Google mean to you?
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  REMEMBERING


  WILLIE NELSON


   


   


  Chapter 1


   


  Forgetting Willie Nelson


   


  Some people say I have a good memory. They are mistaken, and I can prove it. I once forgot Willie Nelson, or rather I forgot his name. For the life of me, I could not recover the name of the famous rebel country singer. In my mind, I could remember what he looked like; I could recall his voice in several songs. I even remembered he starred in the movie The Electric Horseman, with Robert Redford and sang the song “Mammas Don't Let Your Babies Grow Up To Be Cowboys” but I just could not call up his name. 


  We often don't know why we forget. But in this case I blame Woody Starr. You see, when I forgot Willie Nelson's name I was sure it was Woody's fault. Woody is an unforgettable character who lives at the Chautauqua Institution in western New York, where I spend my summers. So unforgettable, an extreme extrovert with long hair and a cowboy hat, all the local postal workers know him and he has no problem receiving mail simply addressed to Woody, Chautauqua, New York.


  One day Woody stopped me, he stops everyone, and showed me a photograph of himself with Willie Nelson. He told me Willie was a great human being and recommended I read his book the Tao of Willie. I trace my memory failure to this encounter. Now when I try to call up Willie's name I often get stuck on Woody's.


  I was experiencing what psychologists call a tip of the tongue state, the inability to recall a piece of information with the accompanying sense we actually do know. These states are both frustrating and embarrassing. They are sometimes called “senior moments” and their increasing occurrence reminds us of our aging and our mortality. It seems inexplicable that we cannot recover information when we need it. To our surprise the information will sometimes come to us later without any effort, it just pops into mind; strong evidence the information was there all along, but we were simply unable to locate it. Frequently, we sense what we are looking for and feel blocked by some similar information. In this case my association between Willie and Woody, two names that sound similar, made it hard for me to retrieve Willie's name.


  Tip of the tongue states are not the only frustrations we have with memory. Why can't we remember where we put the keys or parked the car? Will we recall the material we studied when we take the exam? Why do we have so much trouble matching the face with the name? What was the title of that great book we read?


  I wrote this book because our situation is far from hopeless. I have learned through personal experience and academic research that there are ways we can improve memory and keep our brains active and engaged as we grow older. We do not need to surrender to inevitable senility, we can take positive action.


  I've also seen firsthand the tragedy of dementia. As a student, I conducted field research with dementia patients in a nursing home and witnessed the devastating consequence of memory loss. As the population ages, we face a tidal wave of Alzheimer’s disease. The techniques described in this book may reduce your risk of dementia. I hope to convince you of the benefits of memory training and cognitive engagement. I hope more people will be able to live longer with their memories intact.


  When people tell me I have a good memory I correct them and say “no I have a trained memory.” There clearly are people who learn faster than others and people with extraordinary powers of recall. Examples of powerful memories include Solomon Shereshevsky, who could recall long strings of random digits 15 years after hearing them only once, and Kim Peek, a savant who could remember everything he read and was the model for the title character in the film Rain Man.


  I am not one of these people and, I suspect, neither are you. However, it is likely you have a perfectly good memory you could learn to use much more efficiently. This is a possible because a science of memory has emerged that gives us new insight into how information is acquired, retained, and recalled. It is now within our power to put this science into service of an improved memory.


  I have been interested in memory improvement since my early teens. The first memory improvement book I ever read was 10 Days to a Successful Memory by Dr. Joyce Brothers and Edward Egan.1 I was, at that time, a struggling junior high school student and I recognized that a better memory might make school easier. Unfortunately, the book was a disappointment. It did tell a great story; how Dr. Brothers memorized enough information about the sport of boxing to win the top prize on the 1950s quiz show The $64,000 Question. Unfortunately, most of the advice didn't seem to help much, and I don't think I actually finished reading it.


  Over time I read other memory improvement books, such as The Memory Book by Harry Lorayne and Jerry Lucas,2 and found the mnemonic strategies they advocated were helpful, but of limited application.


  Later, while pursuing my doctorate, I came to the scientific study of memory. Reading across several sub-disciplines of psychology, educational, developmental, cognitive, and behavioral, I realized that real progress has been made in our understanding of how memory works and how it could be improved. The goal of this book is to teach you how to train your memory. I believe this kind of brain exercise is no less important than physical exercise for our bodies. The training advocated in this book will help you with everyday memory issues and, yes, there is evidence it may reduce your risks of dementia.


  


  We Are Our Memories


   


  Our survival depends on our ability to locate ourselves in time and space. We synthesize information from our senses to map our position in the three-dimensional world of space, but to locate ourselves in the fourth dimension of time we need powers of memory and anticipation. Memory holds our sense of continuity in life. It retains hard lessons learned and the material for agreeable nostalgia. It allows us to reflect on the turning points in our lives and recollect both the sweet and the bitter. It tells us friend from enemy and holds the names of our kin. It is the repository of the skills that allow us to make a living and ride a bicycle. It is where our beliefs, illusions, regrets, accomplishments, ambitions, and inclinations are stored. When poet John Donne wondered “where all past years are," he invoked the powerful mystery of time and memory. Our past exists only in our memory and, to some large extent, we are our memories.


  Frau Auguste D. was a patient of the psychiatrist Alois Alzheimer. She was the first individual identified with the form of dementia that now bears the name Alzheimer's. As her memory failed she voiced our deepest fear; “I have lost myself.”3


  It is this identity of self and memory that makes forgetting so frightening. As we age we worry about decline into dementia, where the damaged brain fails even elementary memory tasks. People with Alzheimer’s disease frequently do not know where they are, cannot recognize loved ones, and often inhabit a world of confusion and despair.


  As life expectancy increases, so does the number of people diagnosed with dementia. It is likely every reader has encountered someone suffering from clinical memory loss. We cannot help but worry that this could be our fate. We examine ourselves for evidence of decline. Did we forget our keys again? Did we forget the name of the last book we read? Have I told this story before, and will I be seen as an aging bore by people too kind to tell me they have heard it all before?


  Memory does become more difficult with age. This book does not promise impossible miracles, but we need not be complacent or defeatist. We would not expect our older bodies to have the same athletic prowess as in our twenties. Yet, despite our physical decline we still see the value in exercise. Exercise slows the pace of aging and is protective against many of the forces of mortality. Exercise will not give us unending youth, but it will improve the quality of our lives. The message of this book is that the use of memory strategies and memory training can produce real benefits. We can continue to learn and even improve our memories into old age, we can stave off or, at least moderate, many of the cognitive effects of the aging process. Just like physical exercise, it will take a commitment to regular daily work, but the payoffs are high, and it is worth the effort.


  Lest you think this claim is hyperbole, let me give you the example of Akira Haraguchi who at age 61 set the world record for memorizing digits of pi; he successfully recited 100,000 digits in 16.5 hours. The digit sequence of pi is random with no order or known pattern, and it is a popular test of superior memory performance.


  Haraguchi denies having any special power of memory. He told one interviewer “I'm certainly no genius, I'm just an ordinary old guy.” In addition, Haraguchi believes that memory can actually improve with age:


   


  When you are young, you look at the sky and think it's a nice day. Then you might think, “I might as well go driving.” When you grow older, however, you start observing the sunlight and its reflection on leaves. You develop the ability to imagine more, which helps you associate things . . . A whole new different way of memorizing things becomes available when you get older.4


   


  Memorization of the digits of pi is, undoubtedly, an arcane pursuit. Yet by studying the techniques used by memory athletes like Haraguchi we have learned a lot about strategies to improve memory. Some of these techniques, called mnemonics, will be described in this book. But this is not just a book about mnemonics, this is a book about memory training as the key to brain training.


   


  What Lies Ahead


   


  The message of brain training has reached the public. We are told to keep our minds engaged to reduce our risk of dementia. This is good advice. Unfortunately, the type of brain training that has been widely advocated is probably not demanding enough to have much of an effect. Completing a daily sudoku puzzle is simply not enough.


  In subsequent chapters, I will review the evidence for the benefits of brain training and suggest foreign language learning as an ideal approach to brain training. I will introduce you to the notion of spaced repetition, mnemonics, and the testing effect and explain how to use computer software to harness these effects.


  Finally, I will outline a plan of daily memory training using spaced repetition software to help you avoid tip of the tongue forgetting and keep your memory strong.


   


   


   


   


   


  Chapter 2


   


  A Case for Memory


   


  Everyone seems to want a better memory. Given the demand for memory improvement, it might seem strange or unnecessary to have to make a case for memory.


  Yet memory has been under attack from a number of quarters. In popular culture, in political circles, and, most surprising of all, among some educators, memory is often dismissed as unnecessary and even harmful. American culture has strong anti-intellectual undertones that values street smarts over book knowledge and dismisses factual knowledge as trivia.5 Memory is even held, by some, to be a distraction from learning and seen as detrimental to higher order skills, such as creativity or critical thinking.


  This anti-memory bias is reflected in oft repeated admonition "you don't need to know that, you can always look it up." Teachers are told to focus on the higher order skills and avoid those onerous memory tasks. For example, Alfie Kohn, a popular writer on education, claims “committing things to memory may train you to be a better memorizer, but there is absolutely no reason to think that it provides any real cognitive benefits.”6


  So memory does need a defense and I am prepared to offer one here.  


  It has been suggested, that schools should downplay memorization and concentrate on higher order thinking. Kohn also wrote, “if school is based on the ‘bunch o’ facts’ model for long enough, our children may be less likely to develop the skills and dispositions of critical thinking.”7


  Along a similar line, educational researchers David Berliner and Bruce Biddle argued:


  


  America needs citizens who are flexible, who embrace new ideas, who can reason well when faced with complex ideas, and who are capable of self-directed learning. It is difficult to understand how citizens with these skills and interests are likely to develop if our high schools merely pump concrete bits of knowledge from the past into passive students.8


   


  If we ignore the fact that Berliner and Biddle contradict themselves a page later and argue that “it is necessary that students have an appropriate knowledge base”9 (emphasis in the original) we can see there are a number of unexamined assumptions here; that flexibility and new ideas operate in a zero-sum competition with knowledge, and that concrete knowledge is only acquired passively. There is reason to doubt both these claims.


  This assertion that memory comes at the expense of critical reasoning skills is seriously mistaken. One source of this belief appears to arise from a misunderstanding of Benjamin Bloom's distinction between higher and lower cognitive skills. In 1956 Bloom, a respected educational psychologist, proposed a systematic classification of educational goals. The system he and his colleagues created has had great influence both in educational measurement and instructional planning. Bloom proposed that educational objectives could be organized in a hierarchy of six categories: 


  1 Knowledge


  2 Comprehension


  3. Application


  4. Analysis


  5. Synthesis


  6. Evaluation10


  Over time this ordering has come to be regarded as a value judgment. The first category, knowledge, is often described as counterposed to categories two through six the higher levels of learning. For example, an article in the journal Educational Leadership tells us that


   


  educators are adept at focusing on memorization of facts. Common examples include multiplication tables, spelling, and sets of principles in different subjects. However, an overemphasis on such procedures leave the learner impoverished, does not facilitate the transfer of learning and probably interferes with the development of understanding.11


   


  In this view, knowledge is seen as debased and debasing. Bloom, however, was clear that the distinction between lower and higher skills was not a value judgment and that we need both sets of skills. He saw these levels of education as cumulative with higher skills resting on lower level accomplishments; "as we have defined them, the objectives in one class are likely to make use of and build on the behaviors found in the preceding classes in this list."12


  Research supports Blooms contention, suggesting that higher order skills require strong background knowledge. In several path breaking studies, Barbara Hayes-Roth and Carol Walker found that people who committed facts to memory demonstrated greater ability to reason about those facts than individuals who had free access to the same information in text form.13 These researchers found evidence of differences between how we search for information stored in written text and how we search for information stored in memory. When the information needed to solve a higher order problem is stored in text, we first need to extract the relevant facts. Then we need to compare all possible configurations of those facts. Using this procedure we soon exhaust our brain's processing capacity.


  To understand this we need to think about the mathematics of combination. Imagine a child building a tower with four blocks each of a different color. Let's say red, white, blue, and green. We would like to know how many different four block towers the child could build. For the first block of any tower, there are four possible colors to choose. By virtue of choosing one block, there will be only 3 colors to choose from for the second block. The way to figure out the total number of arrangements is to multiply together the number of choices at each step. So this would be 4 x 3 x 2 x 1, which equals 24. Mathematicians call this procedure the factorial and it is represented by a number followed by an exclamation point. Thus, if the child had 5 blocks the number of possible combinations would be 5! = 5 x 4 x 3 x 2 x 1 = 120. One feature of the factorial is that the number of possible arrangements grows rapidly. If you had to arrange only ten blocks, there would be 3,628,800 possible different orderings.


  The point here is that a simple procedure can generate enormous numbers of combinations. Think of the game of chess. While the rules of the game are finite and played with 32 pieces on 64 squares, the number of possible games is estimated to be about ten to the power of 120; that is one followed by 120 zeros.14


  Similarly a small set of facts related by some finite set of rules may be able to form an unthinkably large number of potential connections. Trying to examine each one of the exploding number of combinations would soon swamps our brain’s limited processing capacity. 


  Hayes-Roth and Walker pointed out that asked to solve a logic problem from text, a computer might compare exhaustively every possible logical configuration of facts. While within the capacity of a powerful computer, it is a feat beyond human processing ability. They conclude that "simply reading relevant texts for familiarization and then referring to them as needed provides an inadequate basis for deductive logic."15 How is it, then, that we are able to reason about text? We solve the problem by storing acquired information in our long term memory based on logical associations.


  If we compare the chess expertise of computers and humans we can see this difference in action. Chess computers do well because they can exhaustively compare the strengths of many alternative moves. Human chess experts cannot do this; they rely, instead, on their mastery of the underlying logic of the game, and the many games they have committed to memory. They are able to hold this information in long term memory because, after thousands of hours of play, they have internalized the logical structure of the game. This is one of the major differences between expert and novice players. Chess grand masters understand the board positions because the information they store in memory is structured in a way that reflects the relationships of pieces. Not only do they know more chess games than beginning player, they also have superior memory for board positions.16 For chess players, as for expert performers in many fields, memory and skill are bound together in a tight reciprocal relationship.


  In general, when information is stored in memory it is retained in a network of associations that, to some, extent already reflects the logical relationships between the facts. Hayes-Roth and Walker suggest that "once learned, pairs of critical facts are likely to be have been stored in integrated memory representations"17 These authors conclude "apparently, learning the individual facts that are involved in a complex knowledge structure is an important, and perhaps necessary, precursor to a thorough understanding of the relationships among those facts."18


  In order to retrieve information from long term memory, there must be some kind of search process. We do not examine every fact randomly until we hit upon the correct one; memory must have a structure and a search procedure.19 Facts in our memory are already associated by their logical structure, and recalling one fact increases the probability of remembering a logically associated fact. When we try to solve problems with an insufficient knowledge base, the facts we look-up are isolated from each other and we are forced into an inefficient and, often, ineffective strategy of combining and comparing.


  There is an irony here. Memory in education is often dismissed as the memorization of unconnected facts. Yet it is through memory that we find meaning in information by associating new information into our mental networks. It is precisely when we have to look everything up that we are faced with the problem of unconnected facts in uncertain relations. As Ralph Waldo Emerson pointed out “what was an isolated, unrelated belief or conjecture, our later experience instructs us how to place in just connection with other views which confirm and expand it.” 20


  Imagine that you had to find the meaning of the word from a dictionary whose words were arranged randomly. You would be forced to look at each word sequentially until you found the one you were seeking. Fortunately, the dictionary is arranged in an order that allows you to quickly find the unknown word.21 It is worth noting that to find information in the dictionary you must already hold in your memory the rules of alphabetization, otherwise the volume might as well be random.


  Efforts to create artificial intelligence have also demonstrated the importance of factual knowledge. Both humans and intelligent machines perform better when they have the relevant background knowledge.22 John Sweller, Emeritus Professor of Education at the University of New South Wales, has written that "competent problems solvers in a given area were competent because they had stored an enormous amount of information in long term memory."23 One of the central problems for artificial intelligence computing is finding ways to build, organize, and access large amounts of background knowledge.


  As author Susan Jacoby points out "without memory, judgments are made on the unsound basis of the most recent bit of half-digested information."24


  One clear finding that has emerged from the research on memory is that meaningful material is easier to remember than information without meaning. Your ability to remember new material is facilitated if you can establish associations with material that you already know. For example, If I asked you to repeat "ua mau ke ea o ke aina i ka pono" after one hearing you would probably find it difficult. On the other hand, I suspect you would have no trouble repeating "many diamonds scintillate." Both phrases use 23 letters from the English alphabet. But in order to repeat a sentence you must first hold it, at least temporarily, in memory. For English speakers the second phrase is meaningful, we know each word individually and understand the message of the sentence as a whole. The first sentence is in the Hawaiian language, it is the motto of the state of Hawaii and means "the life of the land is perpetuated in righteousness." If you speak the Hawaii language, that is, if you are able to find meaning in those words, you would have no difficulty repeating the phrase.25


  Psychologists often define meaningfulness as how well new information associates with existing knowledge.26 Research has show that if you have deep knowledge of an area it is easier to remember new information about that subject.


  One of the most difficult laboratory tests of memory is remembering numbers paired with words. In these tests, pairs of words and numbers are presented at rate of one pair every two seconds. The volunteers are then given one member of the pair and asked to recall the other. Performance is typically quite poor. Yet the difficult task is routinely performed by sports fans who easily remember the scores of many specific games. They can successfully recall the score when cued with the name of a specific game. In fact, there is a relationship between knowledge about a sport and the ability to remember scores. More knowledgeable fans have better memories for scores.27


  This is not a new observation. Psychologist and philosopher William James, in a series of lectures delivered in 1892, noted that "a college athlete, who remains a dunce at his books, may amaze you by his knowledge of the 'records' at various feats and games, and provide himself a walking dictionary of sporting statistics." For the athlete, sports statistics form "not so many odd facts, but a concept system, so they stick"28 Before James, Emerson noted “Tomorrow, when I know more, I recall that piece of knowledge and use it better.”29


  The point is that rich background knowledge makes it easier to remember new material. Psychologist Gabriel Radvansky tells us that memory improves as the amount of information it contains grows. She compares it to a key collection: "the more keys you have, the more locks you can open."30


  This is true, not only for sports, but for many critical areas of life. Remembering a doctor's advice and instructions can have real medical consequences. More knowledgeable patients have better memory of doctor's instructions than less knowledgeable patients.31


   All this suggests that the common belief about memory, that you do not need to memorize anything that you can easily look-up, is deeply misguided. Knowledge builds on knowledge. Knowing facts about the world, knowing background, history, and context improves memory. Psychologist James Weinland pointed out:


   


  Memory is in one respect like money. The more money one has, the more interest it earns, which increases the capital and earns still more money. The more memories one accumulates, the more easily new memories are accumulated, which increases one's memory capital and earn more memory interest. Memories breed memories.32


  


  Experimental research supports Weinland's contention. Another technique used by psychologists to study memory is called the word pair association task. Here an individual is given a set of word pairs to learn such as “zebra — horizon.” Later the person will be given one member of the word pair and asked to recall the other. The ability to recall the missing word depends on the quantity and quality of the associations the individual is able to establish between the two words. As researcher Patrick Kyllonen, and his colleagues pointed out:


   


  because relations between two paired-associate terms are constructed by drawing on previously stored facts, the breadth of factual knowledge an individual brings to the learning situation might be expected at least partly to determine paired-associate learning success. A learner with a rich network of facts stored in long-term memory will be able to retrieve numerous diverse facts related to each term. The more facts retrieved, the more likely that the learner will be able to construct a relation between terms. Further, with a richer knowledge base, a relation constructed will be more likely to be a distinctive relation, which will also contribute to memorability. A learner with an impoverished knowledge base, on the other hand, will be less likely to retrieve facts during study that will be useful for creating linking relations. Any relations constructed are likely to be poorer quality, that is less distinctive, than those constructed from a richer knowledge base. 33


   


  Education based only on memorization of facts would be barren; a curriculum based only on higher order skills is not possible.  Psychologist Robert Sternberg wrote "to think critically, you need first to have content about which to think. Content in the absence of thinking is inert and meaningless; but thinking in the absence of content is vacuous."34


   


  Fluency


   


  The ability to respond automatically to lower level questions frees up capacity for other types of cognitive processes. An algebra student who has not mastered basic math facts is at an extreme disadvantage. Fluency in basic skills is a prerequisite for achievement at higher levels of education.35


  The requirements of foreign language learning make a mockery of the claim that memory should play a limited role in education. Of course, you could look-up a word in a foreign language dictionary every time you needed it or try to rely on Google translations. But few would seriously think these strategies could replace the need to learn foreign languages.


  The goal of most language learners is fluency. Fluency is ability to retrieve information from memory quickly. One the first things taught of any foreign language is the number system and new learners, with some effort, are able to master counting in the new language. However, these learners will often fail in even simple real word situations involving numbers such as making change. This is because they lack fluency with the newly learned number system. Fluency is a basic memory skill.36


  Fluency in language requires a large vocabulary and the ability to call up information quickly. The critics of memory would doom us to a monolingual isolation. Howard Gardner reminds us that while language instruction would be "pointless" without "the opportunity to use the language productively — for reading, writing, or speaking." He acknowledges that "without question, many aspects of foreign language study can — and some must — be acquired by routine drill."37


  While rote learning is often condemned, learning by repetition remains an unavoidable part of foreign language learning. Having said this, however, the science of memory has shown us that repetition can be made much more effective and far less burdensome. As we will see factors such as the spacing, number, and type of repetition can be manipulated to improve learning.38


  As your second language vocabulary grows it becomes easier to learn new words in that language. The growing vocabulary creates more opportunities for associating new words. In addition, as you learn more words you come to recognize structural similarities between words, which, in turn, facilitates additional learning.39 In other words, memorization facilitates new learning.


  


  The Two Englishes


   


  While the case for deliberate memorization may be clear for learning a second language, what is its role in learning English vocabulary? While it is true that we learn much of our vocabulary from context, rather than explicit instruction, it may still be that many English speakers would benefit from direct instruction of English vocabulary.40


  This is because English is a diglossic language, in the sense that it contains two vocabularies. In a diglossic language, at least two versions of the language exist, each associated with different positions in the social hierarchy. In some cases, such as English, the language contains two vocabularies that reflect social stratification, with one acting as the language of ordinary people and common interaction and the other vocabulary being the words of prestige and power.


  A number of languages are diglossic. For example, Hindi-Urdu, sometimes called Hindustani, is a diglossic language spoken on the Indian subcontinent. The name Hindi-Urdu identifies the two dialects of the same language. Hindi and Urdu share many words and essentially the same grammar. While they have different writing systems, for everyday conversations they are effectively the same and Urdu and Hindi speakers can communicate without difficulty. However, when one wants to discuss topics outside of ordinary interactions, say education, economics, or science, the languages diverge substantially. That is because their higher vocabularies draw on different sources. The higher vocabulary for Hindi comes from the ancient liturgical language of Hinduism; Sanskrit. While Urdu's higher vocabulary comes from Persian and Arabic. 41


  Arabic itself is also a diglossic language with an everyday dialect and literary dialect. Research has found that for many Arabic speakers learning the literary dialect is, in some ways, like learning a foreign language. The Arabic of the schools and books is different from the Arabic of home and this may contribute to lower levels of academic achievement.42


  English also can be said to have two vocabularies both rooted in its historical development. Anglo-Saxon English was established in England by the early Germanic invaders. Latin words were introduced more slowly beginning with the Roman invasion and continuing as a consequence of the spread of Christianity. A major shift occurred with the Norman conquest of England in 1066. The Normans spoke a dialect of French that became the language of the ruling class. This meant that the British aristocracy spoke a Latinate language while the common people spoke Anglo-Saxon English, a Germanic language.


  This division still persists in our vocabulary. There is an English that everyone learns to speak, this is the English of everyday interactions and its origins lie in Anglo-Saxon English. There is also an academic English, the English of science, literature, and education. This English is largely Latin and Greek in origin and includes words that were imported into English from the Norman Conquest and, later, during the Renaissance.43 This difference is illustrated by two great works of English, both written around the same time, the King James Bible and the works of Shakespeare.


  The King James Bible was written in Anglo-Saxon English, and while it was originally published in 1611 it is still largely comprehensible to most native English speakers. Indeed, it remains the preferred Bible for many Protestant churches.


  Shakespeare, on the other hand, is a Renaissance author and students often find his writing difficult. Many English words borrowed from Latin and Greek are first recorded in his plays.44


  Some linguists believe the Renaissance was the greatest period of vocabulary growth in the English language, primarily because of the importation of Graeco-Latinate words.


  Educational arrangements in Elizabethan England served to perpetuate class distinctions in language. Schools for the poor and lower classes, when they existed at all, taught only the rudiments of reading and writing in the Anglo-Saxon English, while schools for the children of the elite taught Latin and, sometimes, Greek. Some elite schools required students to speak exclusively in Latin.45


  In Jane Austen's novels, we can find a distinction in the use of Latinate words between high and low status characters.46


  David Corson,47 professor at the University of Toronto, claimed that English continues to contain two incompatible vocabularies, one Anglo-Saxon the other Graeco-Latinate. The Anglo-Saxon words are used for the concrete while Greek and Latin words reserved used for more abstract discourse. Graeco-Latinate words are used in higher education and specialist vocabularies


  Some English speakers, generally those with better educated parents, learn the Graeco-Latinate lexicon from exposure at home. Those, who come from homes where only concrete Anglo-Saxon words are used, enter school with a real disadvantage. Corson describes this disadvantage as the "lexical bar" and, even, “lexical apartheid.” 48


  In order to function at the levels required by higher education one must be able to penetrate the Latinate vocabulary of the academy. Our failure to teach this vocabulary, dis-empowers students and locks them out of the central discourse of our culture. Corson argues that “children's differences in language ability, more than any other observable factor, affect their potential for success in schooling.”49 For example, we know that reading comprehension is closely correlated with vocabulary ability.50 Indeed, the correlation between vocabulary and comprehension is so high that vocabulary tests are good substitutes for comprehension tests.51 Psychologist Edgar Dale even argued that "all education is vocabulary development."52


  You may recall the advertising slogan "people judge you by the words you use" for a vocabulary improvement program called Verbal Advantage.53 This slogan hints at an essential truth; there are well documented vocabulary differences and these differences have social consequences. School and career success are correlated with vocabulary size.54


  Vocabulary differences are linked to social class and may play a role in perpetuating income inequality. Betty Hart and Todd Risley, of the University of Kansas, found large social class differences in the vocabulary children hear. In their research, they observed 42 families with children for more than two years. The families were from three socioeconomic categories: professional, working class, or welfare. Hart and Risley observed and tape recorded parent-child interactions one hour every month.55


  Extrapolating from their observations, Hart and Risley found that in a professional family an average child would be exposed to 215,000 words a week. The average child in a working class home would be exposed to 125,000 words. In the family where welfare was the main means of support an average child would be exposed to only 62,000 words per week.


  Not surprisingly these differences in exposure were correlated with measures of vocabulary size. Children exposed to more words developed a bigger stock of words. Without educational intervention, these early differences set the stage for lifelong differences in vocabulary.


  The Weschler Adult Intelligence Scale is a widely used test of cognitive ability. It has been standardized on large representative samples. Joseph Matarazzo published the percentage of adults between the age of 16 and 65 who could correctly define some of the test's vocabulary items in its 1955 standardization sample. Not surprisingly, everyone could define common physical objects such as a bed or a penny. As words became more abstract, the percentages dropped sharply. Only 65% could define the word “domestic” and only 20% knew the meaning of the word “ominous.” The majority did not know the words “calamity,” “tranquil,” or “fortitude.” The word “travesty” was only known to 5% of the sample.56 As Gottfredson pointed out “none of these words is esoteric; anyone who has attended U.S. high schools or read national newspapers or magazines has surely encountered them. Vocabulary tests gauge the ease with which individuals have routinely caught on to new and more complex concepts they encounter in the general culture.” 57


  The difference between the two forms of English is not simply a matter of synonyms. It is not the case that there is a plain-spoken alternative for every hifalutin word used by know-it-all academics. Rather if you speak only Anglo-Saxon English you lack access to powers of analysis given by a more powerful vocabulary.58 Vocabulary is the single biggest factor predicting reading comprehension. Indeed, vocabulary knowledge is more important than knowledge of grammar for comprehension. 59


  Available evidence suggests that American vocabulary skills have declined over time. We have evidence for this from the WORDSUM test administered as part of the General Social Survey (GSS). The GSS is a national face to face survey conducted annually by the National Opinion Research Center on a large representative sample of the English speaking American public. The WORDSUM is a ten item vocabulary test that is often included in the GSS.60


  In this test, a person is given a card with a word in capital letters, such as BEAST, and six possible responses. For example, BEAST might be followed by 1. afraid, 2. words, 3. large, 4. animal, 5. separate, and 6, DON'T KNOW. Analysis of people's performance on the WORDSUM suggest that it contains six easy words, which a majority answer correctly, and, four hard words, which are answered correctly only by a minority.61 At all educational levels only a minority of people interviewed received a perfect score. However, obtaining a perfect score was closely tied to education level. Only 1.4% of those with 0 to 4 years of education received a perfect score, while 36.7% of those with 20 years of education received a perfect score.62 Reviews of WORDSUM scores adjusted for age and education level show that vocabulary scores have been falling over time.63


  A variety of explanations have been proposed to explain this decline including a shift to television viewing and away from newspaper reading.64 Others have argued that the decline is related to textbook simplification. In an effort to make textbooks more accessible and easier to read publishers have used readability algorithms that may have made schoolbooks less challenging. Simplified text books may have created an impoverished linguistic environment for students.65


  In the account of language given by Soviet psychologist Lev Vygotsky, our internal mental life, that which seems so intimate and private is bound to the larger culture. For humans, language structures the way we think, as children internalize language mental processes become more a kind of self-talk.66 A number of thinkers have pointed out how our growth in vocabulary is linked to our growth in ideas. Edgar Dale wrote about the "explosive effect" of learning new words "pushing the possessor on to search for new applications. when our words change, we change."67


  Our academic language has its roots in ancient Greece. The word "academic" itself is Greek in origin referring the estate of Academus that became the place where Plato taught.68 Classical scholar Bruno Snell noted a vocabulary gulf between the early Greek of Homer and the richer language of the classical period. Over time, the Geeks created a vocabulary that allowed them to express increasingly abstract ideas. The new vocabulary allowed for a shift from egocentric to ideocentric discourse.69 In a sense, children recapitulate this transformation when they acquire the academic vocabulary, moving from egocentric concerns to a more ideocentric orientation. Acquiring this vocabulary is so important that academic language may be seen as a special language requiring special instruction.70


  Memory for vocabulary words, then, has an important effect on education and success in life. There is encouraging evidence that we can improve most student's memory for vocabulary words through a process of direct instruction. One promising approach is to teach students the Latin and Greek roots that form the basis for our academic lexicon. In one study, the use of a computerized tutorial on Latin and Greek roots used twice a week for 45 minutes produced substantial improvements in vocabulary for high school students.71


   


  Incidental Learning?


   


  This notion of teaching vocabulary especially English language vocabulary flies in the face of the cult of incidental learning. Incidental learning is a real phenomenon. It can be defined as learning without the intention to learn. In memory experiments this refers to situations where a person is exposed to information, but not told in advance that a test will occur. In the world outside the laboratory incidental learning covers the many thing we learn from the environment in an unplanned way. For example, the many words whose meanings we have learned simply from listening to them being used in context.


  While it is certainly true that we acquire a large percentage of our vocabulary through inference from context, a large percentage of our academic vocabulary is learned through instruction. The mere existence of incidental learning does not tell us if it is the most appropriate method to teach students the words they need to succeed academically. Indeed, we know that it is more difficult to learn from context from the written word as opposed to the spoken language.72


  The debate over vocabulary instruction is not limited to learning words in our own language but also over foreign language learning. Language acquisition expert Jan Hulstijn described the terms of the argument. Advocates of incidental learning argue that when learners have to infer meaning from context they expend more mental effort, and consequently better remember information. While, on the other hand, advocates of instructional approaches point out that "context seldom offers enough information for the inferring method to be successfully applied."73 Hulstijn conducted several experiments comparing incidental to instructional approaches for teaching foreign language vocabularies. He found that retention with incidental learning was "very low indeed."74


  Hulstijn notes three problems with incidental learning from context. First, the context may not contain enough information to make an inference. Second, there is the real danger that the learner may make an incorrect inference. Finally, students many differ in their ability to infer word meaning.75


  Incidental learning does have a role. But in foreign language learning, direct teaching of vocabulary and the incidental learning of words from context should be complementary processes.76


  All this suggests that direct instruction of vocabulary is essential for many students.


   


  David Ausubel's Critique of Incidental Learning


   


  We can think of the debates over vocabulary learning as a prototype for many of the arguments over incidental and more didactic approaches to education. The correct observation that incidental learning takes place becomes the rationale for the claim that most or all teaching should be indirect and grow out of discovery rather than instruction.


  This popular belief was perhaps a reaction to the overly regimented approaches to teaching. However, it does not follow that anarchism is the best alter- native to authoritarian teaching.


  When children learn language from context without special effort we are impressed, but it does not follow that all learning can be effortless and incidental. We rightly react against instruction based on punishment or teaching that is simply boring. This visceral reaction has led some teachers to reject the important drill and practice component of education. The phrase "drill and kill" has been used to dismiss all didactic instruction.


  David Ausubel was an influential educational psychologist who died in 2008. While not unsympathetic to many aspects of progressive education he recognized a contradiction between two widely held beliefs. “On the one hand,” he wrote, “we minimize the value of drill in educational theory regarding it as rote, mechanical, passive, and old fashioned.”77 On the other hand, educators believe that practice makes perfect. According to Ausubel, this conflict means that when we use drill in the classroom we “do so half-heartedly, apologetically, and in ways that detract from its effectiveness.”78


  Drill is vital to education, it provides practice and feedback. It need not be boring and oppressive. Psychologist Stephen Ray Flora has suggested we need to find ways to "drill and thrill"79 students.


   


  The Joy of Memory


   


  This “fetish of naturalism and incidental learning”80 that Ausubel described is related to the anti-memory bias we see in some educators. One under apprec- iated consequence of this bias may be the disadvantaging of students who excel at memory. It is tragic that students with good memory skills are often discouraged by the school system.
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