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    It gives me immense pleasure to introduce the book “Future Farming: Advancing Agriculture with Artificial Intelligence” edited by Dr. Praveen Kumar Shukla, Department of Computer Science & Engineering, School of Engineering, Babu Banarasi Das University, Lucknow, India and Dr. Tushar Kanti Bera, Department of Electrical Engineering, National Institute of Technology, Durgapur, India. I appreciate the sincere efforts of the editors and authors of the book in framing the content on the most recent and promising area of smart agriculture.




    The application of technology-driven solutions in the implementation of agricultural activities is a key concern in the agriculture sector nowadays. Basically, it is one of the most effective ways of raising agricultural production and subsequently fulfilling the food requirements in society. Artificial Intelligence, the Internet of Things (IoT), Robotics, Drones, Sensors, Telecommunications, Data Analytics, Satellite, Geo-positioning Systems, Unmanned Aerial Vehicles, etc. are the most promising technologies being utilized in smart agriculture. The implementation of smart agriculture is helping farmers by automating agricultural activities, i.e. monitoring of crop health, prediction of crop yield, variable rate irrigation, precise use of fertilizers, diagnosis and curing the crop diseases.




    Although there are many advantages of applying technology in the agricultural activities, but its adoption in society is still facing problems. The reasons may be of social acceptance and lack of awareness, lack of light weight intelligent algorithms for precise decision making, data and quality of data for real time decision making, financial issues, security concerns for the deployed systems, etc.




    I feel that this book will be an outstanding contribution to the researchers working in the area of smart and precision agriculture.




    

      Vrijendra Singh


      Department of Information Technology,


      Indian Institute of Information Technology Allahabad Prayagraj,


      India
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    Agriculture is one of the oldest professions in the world for feeding the global population. Due to the growth of population and reduction in agricultural land, it is to be planned to move towards smart farming with the help of technology. Artificial Intelligence is playing a vital role in implementing smart methods for agriculture and it will change the aspects of performing agricultural activities. The objective of this book is to explore the applications of artificial intelligence in improving agricultural activities.




    The book addresses several aspects of artificial intelligence applications in smart agriculture including, pest control, leaf disease identification, identification of weeds, field security, and applications of drones in smart farming.




    A pest control and leaf disease identification system using machine learning technique is implemented where a novel algorithm is proposed, titled Black Window Optimization Algorithm with MayFly Optimization Algorithm (BWO-MA). Also, intelligent recognition and classification of Tomato Leaf Diseases using the Transfer Learning Model are discussed. A pre-trained Squeeze Net Model is used to implement the Transfer Learning Model. Another leaf disease detection system for Millet Leaves is elaborated on in the book. The proposed approach is implemented using Convolutional Neural Network.




    Robots are important components in the implementation of smart farming and are playing a big role. A solar-powered robot for the identification of weeds and damage in vegetables is developed and is one of the prime works published in the book. The proposed approach provides the capability for effective control of weeds and damage to crops and also assists in harvesting.




    Apart from machine learning and robotics systems, the Internet of Things (IoT) systems are also playing a vital role in the implementation of smart farming and precision agriculture. An IoT-based system powered with AI classification technique is developed for the security of the field and it is mentioned and explained in the book.




    Weather conditions are very important for the agricultural system. The prediction of weather conditions will play a big role in planning agricultural activities and dealing with adverse weather conditions. A weather forecasting system for smart farming is also developed using machine learning techniques.




    The book also addresses the role of artificial intelligence and drones in smart farming along with the introduction of precision farming, intelligent crop planning and climate smart agriculture.




    We hope that the book will surely help the people working in the area of smart agriculture and precision agriculture as it addresses many real-world problems of the agriculture sector through machine learning, IoT, deep learning, etc.




    

      Praveen Kumar Shukla


      Department of Computer Science & Engineering,


      Babu Banarasi Das University,


      Lucknow, UP, India
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      Tushar Kanti Bera


      Department of Electrical Engineering,


      National Institute of Technology,
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      Abstract




      The agricultural sector has become an important income source for our country. In terms of nutrient absorption, plant diseases affecting the agricultural yield are creating a great hazard. In agriculture, recognizing infectious plants seems challenging due to the premise of the needed infrastructure. To prevent the spread of diseases, the identification of infectious leaves in the plant is observed to be a necessary step. This work aims to propose a machine learning technique on the ANN method for plant diseases identification and classification. This paper proposes a novel hybrid algorithm, called Black Widow Optimization Algorithm with Mayfly Optimization Algorithm (BWO-MA), for solving global optimization problems.




      In this paper, a BWO-MA with Artificial Neural Networks (ANN) based diagnostic model for earlier diagnosis of plant diseases is developed. Comparison has been done with existing machine learning methods with the proposed BWO-MA-based ANN architecture to accommodate greater performance. The comprehensive analysis showed that our proposal achieved splendid state-of-the-art performance.
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      INTRODUCTION




      The agricultural industry has a vital contribution to global food security and provides a significant amount of nutrients to the population. Besides its ecological significance, the value of farming has expanded across the world, for both human foods and as a tourist attraction. For instance, consumption per capita increased from 9.0 kg in 1961 to 20.2 kg in 2015 [1-4]. Agricultural products are one of the most important nutritious foods for humans, as they are high in proteins, vitamins, and minerals, and low in fat. Vitamins A, C, D, K, and Vitamin B2, omega-3 fatty acids, calcium, phosphorus, and minerals such as zinc, iodine, iron, etc. are all abundant in them. As a result, they can be considered as a potential remedy to various human health issues. In recent times, agricultural demand is continuing to increase as the world's population grows and the advantages of agricultural products as a source have become more widely acknowledged. The global agricultural production in 2018 was 179.2 million tonnes. Human consumption accounts for around 156 million tonnes of the world’s total, which equates to an average of 19.5 kilograms per person. Furthermore, agriculture accounted for 51.5% of the total amount consumed by humans, or 80.3 million tonnes, retaining the remaining for the agricultural industry. Consumption has demonstrated a strong trend of demand in both developed and developing countries in recent years [5-11]. The plant species are identified based on their specimens and these specimens identified are based on visual features such as texture, shape, head shape, and color.




      Meanwhile, the accurate identification of various species supports scientific research such as ecology, evolutionary studies, plant medicine, and taxonomy [7, 8]. As the agriculture business expands, several concerns develop from current techniques, including the constant occurrence of infectious illnesses in farms, as well as environmental issues that limit agricultural output [1]. Plant illness is one of the most serious risks to many farms; therefore, the use of quick techniques for effective diagnosis is required in addition to experience and knowledge of plant health. Some of the common sources of infection are bacterial, parasitic, fungal infections, and viral infections. Furthermore, the frequency and severity of infections were enhanced by a combination of stressful farm conditions caused by high stocking rates and worsening environmental variables [9-13]. Many incurable diseases need the use of professional diagnosis specialists to properly diagnose and treat them. Some plant infections are particularly contagious and spread fast. If the diagnosis is delayed and proper treatment is not administered promptly, the agricultural products will become contaminated and become unusable in a short amount of time. A real-time and remote diagnostic expert system for plant illness is built based on contemporary internet communication technology to accomplish plant disease diagnosis and treatment on time, therefore reducing the risk of damage created to plants [3]. As observation and information technology become advanced, more and more photographs were taken [2]. There are various techniques to detect various plant diseases based on parameters such as visible external signs, atmospheric conditions, and symptoms, behavior signs, water conditions, a captured image of the infected plant, microscopic images, and others. Changes in viewpoint, lighting conditions, and occlusion, among other things, are all issues related to the plant’s illness detection. However, image-based tracking and detection are more important for the early illness and recognition of a complex pattern in decision-making of a plant’s illness [10]. Pattern matching, physical and statistical behavior, and feature extraction are the essential components of automated plant disease recognition. Plant disease identification is also crucial for plant species counts, population assessments, plant counting, plant association studies, and ecosystem monitoring [7]. Usually, monitoring is done visually in the field or by analyzing photos recorded at crucial points, which necessitates specialized training in addition to being a laborious, time-consuming, and expensive operation. Automatic solutions based on computer vision have been developed to help in the identification of plant species to address these challenges [5, 6].


    




    

      RELATED WORK




      Jing Hu et al. [14] have presented the multi-class support vector machine (MSVM) approach for categorizing plant species through texture features and color. Here, for the classification process, MSVM based one-against-one algorithm was employed. Likewise, Md. Shoaib Ahmed et al. [14, 15] have developed the Support Vector Machine (SVM) approach to recognize disease- affected plants. The working process was divided into two phases. The initial phase includes the denoising progression. In the second phase, the classification process was conducted through the SVM with a kernel function. On the other hand, Meng-Che Chuang et al. [16, 17] have presented the error-resilient classifier and unsupervised feature learning approaches to recognize plant diseases. Furthermore, an unsupervised clustering approach was utilized for the presented classifier. Likewise, Anderson Aparecido dos Santos, et al. [17] have presented the Convolutional Neural Network (CNN) to identify the Pantanal plant species. Similarly, Sourav Kumar Bhoi et al. [18, 19] have presented the fuzzy logic-based method and Triangular Membership Function (TMFN) to recognize them as Leaf spots, Leaf Blights, Rusts, Powdery Mildew, Downy Mildew, and Black spot disease in plants. Further, a canny edge detector was utilized to process the black spots in the diseased plant images. On the other hand, Valentin Lyubchenko et al. [19] have presented the color image segmentation approach to identify plant disease. Here, the plant surface was taken as the primary information factor. Likewise, Shaveta Malik et al. have employed the FAST (Features from Accelerated Segment Test) and Histograms of Oriented Gradients Feature Descriptor to detect diseases in plants.


    




    

      BACKGROUND STUDY




      

        



        Artificial Neural Network (ANN)




        ANN is a computational model that is designed in a way that the human brain analyses and processes information. It is based on Artificial Intelligent (AI) and connects various processing elements; each is similar to a single node. ANN consists of interconnected processing components which are called neurons. All nodes take various signals based on the internal weight as an input and produce a single output. The generated output is the input for another neuron. The architecture of ANN is categorized into different layers such as the input layer, various hidden layers, and the output layer. The input layer accepts the input and processes it. The output layer provides the final output. The mathematical function is performed in the hidden layers and it doesn’t have any direct interaction with the user program.




        ANN adapts its configuration based on the internal or external data that runs over the network during the learning process. ANN has the ability to mitigate the error, and possibility of recalling, and provides high-speed data. Therefore, it is utilized to solve complex problems like prediction and classification. ANN has been applicable in various fields such as prediction, character recognition, and data forecasting. ANN learning can be either supervised or unsupervised. Supervised training is one of the common neural network trainings, which is accomplished by providing a set of sample data with the expected outcome from every sample to the neural network. Unsupervised training is almost similar to supervised training the only difference is that it does not provide the expected outcome to the neural network. This unsupervised training occurs when the neural network classifies the input into numerous groups. The ANN architecture is shown in Fig. (1).
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Fig. (1))


        Basic structure of ANN.

      




      

        Mayfly Optimization




        The main perception of the MFO technique is stimulated by the behavior of mayflies, especially during the mating process. The mayfly belongs to the Ephemeroptera order which is one kind of primitive group of insects called Balaenoptera. The name mayfly is derived from the event that they appear mainly in the UK in the month of May. This optimization technique depends on the PSO and comprises the advantage of GA and FA. Adolescent mayflies are visible to the naked eye after completing the hatching. An adult mayfly only exists for one or two days, until achieving the ultimate goal of breeding. The male attracts the female by assembling swarms, a few meters above the water, and performing a nuptial dance. The female fly enters the swarm and mates with a male. This mating process exists for a few seconds. After completing the mating process, the female mayfly drops the eggs onto the surface of the water and the process goes on. The feasible solution to the problem is denoted by each mayfly position in the search. At first, two sets of mayflies are generated randomly which contain the female and male populations. The swarm is gathered by the movement of the male mayfly which indicates the male mayfly’s position. Whereas the female mayfly does not gather the swarm but they fly to the male for the breeding process. The selection of parents is done through the male and female populations. Parent selection happens in the same way when a female attracts a male. The selection is either done in a random process or by their fitness value. At last, the finest female breeds with the finest male mayfly and the process goes on.




        

          Male Mayflie’s Movement




          The male mayflies gathering in swarm indicate each male mayfly’s location based on its own knowledge or by its neighbour flies. Let us consider, the current position of the fly is [image: ] in the search space at time step i. The position of the flies is varied based on the addition of velocity [image: ] to the current position. This is given in the below equation.
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          Moreover, the velocity of the male mayfly m is evaluated as follows:
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          where [image: ] indicates mayfly velocity, pbestm is the best position of the mayfly, [image: ] are positive attractive constants which are utilized to scale the contribution of the cognitive and social component. rp and rg are the Cartesian distance between the αm and pbestm as well as αm and gbest respectively. These distances are evaluated as follows:
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              	(3)

            


          




          where αmn indicates the nth element of mayfly m, Am is equal to the pbestm and gbest.


        




        

          Female Mayflie’s Movement




          The female mayflies fly in the direction of males for the breeding process. Consider [image: ] as the current position of the female mayfly m in the search space at time step i. The position of the flies is varied based on the addition of velocity [image: ] to the current position. Whereas, the attraction process is performed at random. Therefore, this process is modelled as a deterministic process based on the fitness function that the best male will attract the best female, then the second-best male attracts the second-best female, and so on. Subsequently, the minimization problem is taken into account and its velocities are evaluated as follows.
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              	(4)

            


          




          Where, rm indicates the cartesian distance between the female and male mayfly, fl indicates the coefficient of the random walk, therefore, the value of r ranges from [-1,1]. [image: ] is the velocity of female fly m in dimension n =1, , …..… x at time step i.


        




        

          Mating of Mayfly




          The mating process of two mayflies is indicated by the crossover operator. In the mating process, the parent is selected from either the male or female population. Whereas, the male attracted the female based on the parent selection process. Normally, the selection process is carried out either at random or based on a fitness function. In the end, the best female breeds with the best male, then the second-best female breeds with the second-best male, and so on. The outcome of the crossover is the two offsprings which are produced as follows:
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              	(6)

            


          




          Where, M and F indicate the male and female parent, L indicates the random value within a particular range. Whereas the initial velocities of the offspring are fixed as zero.
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