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    Artificial Intelligence & Knowledge Processing is playing a vital role in changing most of the sectors’ processes and landscapes. AI has an enormous impact on various automation industries and their functioning converting traditional industries to AI-based factories. New algorithms are changing the way business processes and results are analyzed. You will encounter a few of the topics such as AI in Robotics, AI in IoT, AI in Marketing and Operations, AI in Healthcare, how insights are extracted from bigdata, Museums including Lighting and Cooling Systems, forecast visitor behavior, management of security systems and economic use of energy and other resources, automated path planning in a garden environment using reinforcement learning and analysis of human gait by utilizing regression in this collection of articles and papers. You will undoubtedly like them as much as I did when taking part, I'm sure. With its numerous research articles and chapters on Artificial Intelligence and Knowledge Processing: Methods and Applications, which is applicable to and helpful in our current world, I hope this book makes a significant contribution to various sectors.
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    Artificial Intelligence has been gradually invading our lives, and we are using it to accomplish many fundamental tasks. Talking to Siri or Alexa, and avoiding traffic using Google Maps are the most common examples of Artificial Intelligence in our daily lives.




    Intelligence, as a quality possessed by humans, is the ability to acquire and apply knowledge. This knowledge is gained through observation, perception, application of reasoning and logic to the observed facts. Artificial intelligence transforms how knowledge is captured, developed, shared, and efficiently used within organisations.




    Many tools are used in AI, including mathematical optimization, logic, and probability and dwell in the fields of computer science, psychology, linguistics and many other subjects.




    The major application of AI in Robotics, IoT, Marketing and Operations, how insights are extracted from bigdata, Museums including Lighting and Cooling Systems, forecast visitor behavior, management of security systems and economic use of energy and other resources, automated path planning in a garden environment using reinforcement learning and analysis of human gait by utilizing regression are discussed in this book. This book also gives insights into violence detection using computer vision for smart cities.




    AI is also increasingly used in the health sector. For example, Artificial Neural Network is used to predict the presence or absence of heart disease. Scientists have used AI to predict crop suitability and rainfall prediction, referred to as a Crop Management system. Crop Management System uses parameters like the ratio of nitrogen, phosphorous, potassium, pH value of soil, and environmental factors such as humidity, rainfall, temperature, etc. These issues are also discussed in this book.




    This book written in simple language throws light on the AI applications in several fields, including machine learning, medicine, and agriculture and briefs how AI impacts daily life. We hope that this book will be beneficial for students, researchers and all people who are interested in Artificial Intelligence and Knowledge Processing. We express our sincere thanks to the editorial and production teams who worked relentlessly to publish this book on time.
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      Abstract




      Artificial intelligence is promoted by means of incomprehensible advocacy through business majors that cannot easily be equated with human consciousness and abilities. Behavioral natural systems are quite different from language models and numeric inferences. This paper reviews through centuries of evolved human knowledge, and the resolutions as referred through the critics of mythology, literature, imagination of celluloid, and technical work products, which are against the intellect of both educative and fear mongering. Human metamorphic abilities are compared against the possible machine takeover and scope of envisaged arguments across both the worlds of ‘Artificial Intelligence’ and ‘Artificial General Intelligence’ with perpetual integrations through ‘Deep Learning’ and ‘Machine Learning’, which are early adaptive to ‘Artificial Narrow Intelligence’ — a cross examination of hypothetical paranoid that is gripping humanity in modern history. The potentiality of a highly sensitive humanoid and sanctification to complete consciousness at par may not be a near probability, but social engineering through the early stages in life may indoctrinate biological senses to a much lower level of ascendancy to Artificial Narrow Intelligence — with furtherance in swindling advancement in processes may reach to a pseudo-Artificial Intelligence {i}. There are no convincing answers to the discoveries from ancient scriptures about the consciousness of archetypal humans against an anticipated replication of a fulfilling Artificial Intelligence {ii}. Human use of lexicon has been the focal of automata for the past few years and the genesis for knowledge, and with the divergence of languages and dialects, scores of dictionaries and tools that perform bidirectional voice and text — contextual services are already influencing the lives, and appeasement to selective humanly incidentals is widely sustainable today {iii}. Synthesizing and harmonizing a pretentious labyrinthine gizmo is the center of human anxiety, but only evaluative research could corroborate that tantamount to genetic consciousness.
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      INTRODUCTION




      Human, the conditioned being to near living of earthly matters, is expected to become a mere biological slave in front of the mammoth data insiders where machines to become brainy, and with very sturdy self-corrective aptitudes to work against the Darwinian doctrine of species. The hypothetical apocalypse of a kind that is expected to dominate all biological inhibitions and races to reduce to nothing but menials. So far, superior being on the surface of the earth system, homo-sapiens, appraised to get into deep descent in their metamorphic intelligence being transmuted to the ownership of machines. The egoistic behavior of creative gizmo with intelligence and superlative augmentation of digital proficiency is meant for reduction of civilization to an imminent atrophy. Forced authority with an invisible antagonist in the form of a burgeoning digital consciousness is foreseen to be a certainty against future genealogy. These are pragmatic proclamations, though — the reality could well be very much a disregard for the prospects of dream merchants.




      Dutch artist Maurits C. Escher (1898-1972) is famous for his lithographic depiction of ‘drawing hands’ and is the greatest testimony to contemplation of exertion towards a lifeless scheme to be judicious. He was not of any great repute by the art world but was idolized by mathematicians [1]. The synopsis constitutes a perfect example of a genuinely strange loop, but this conviction arises from our suspended skepticism and psychic sneak into Escher’s intriguing domain [2] (p.103). The venerated mastery in Escher’s artistry is envisioned for perplexity across unattainability and pragmatism. Logico-semantic paradoxes may stretch a supposition to approval in the coincidence of a parallelly persistent unacceptability as contrary [3] (pp.299-308). This innate fortitude through ardent stimulus by frontal lobes for temporal paradox and reflexes is preserved to be a unique ability by humans as a biological competency that may be compared to none of artificiality and in generations to survive. Among the greatest of abilities, an unusual trait of a Liar Paradox1 is very significant in reciprocal transactions among human intelligence — and for sure as polymorphism in egotistical motivations. The Liar had to be regarded of every circumstance as a statement that is both true and false [4], a true anomalous contradiction.




      Every endeavor of the human is not definitely effortless since it warps through the multitude of fluidity and complexity of logical amplitude. The antiquity and chronicled experiences among races in each case of every being tend to be unique and unparallel. Indeed, the bizarre dilemma of annoyance, John Locke’s2 empirical epistemology symbolizes a logical and political conclusion, with advanced theories from Wollstonecraft3 and Godwin4 in which humans figured already as artificially altered creatures who deserve liberation from the tyranny of political systems that had perverted and contorted their biological intelligence [5] (p.183).




      Artificial Life (A-Life) is a theoretical intelligence in observations of natural occurrences to biological life — explicit to the most apparent composition of living thing, and aptitude to self-regulate as an instantaneous buildup of form and structure [6] (p.507). Langton5 articulates that A-Life is the study relating to the replication of natural living systems through man-made appliances and would complement the synthesized biological demeanor by artificial means. Contrary, Darwinian biological evolution has many pathways in determining species across millions of years, and at each juncture of transfiguration in relinquishing those unwanted and acquisition of required abilities for continuing genetic lineage — and to have been an exhaustive fulfilment of skill in ecological conditioning, which is seized to temporal stature with categorical constraints of survival.




      But enthusiastic at the arrival of the computation machine, in February 1951, Turing6 wrote to one of his colleagues at the National Physical Laboratory, “Our new machine [the Ferranti Mark I] is to start arriving on Monday. I am hoping as one of the first jobs to do something about ‘chemical embryology’. In particular I think one can account for the appearance of Fibonacci numbers in connection with fir-cones”. These were free interpretations from the first-generation computing probabilities, and seven decades of information history must explain these ambitions. He certainly had a question of “Can machines think?”, but believed it to be meaningless to deserve discussion at his time. Turing was very cautious in his argument and believed that “at the end of the century using these words and general educated opinion will have altered so much that one will be able to speak of machines thinking without expecting to be contradicted” [7]. By the late twentieth century, humans started defining the scope and variants in the hierarchy of artificial to deliver intelligence, so ancient sages had their own definitions of intelligence and super intelligence in the holy scriptures.


    




    

      Elucidation of Echelons, the Hierarchy




      AnI is a very feeble AI and delivered in many forms, i.e., Amazon, Netflix, Siri and Alexa are examples of task affirmative request comprehension. Smartphones, IoT, and pet robots are also some other forms of machines that may also be called AnI, since equipped with human supportive applications within their systems.




      AI is implemented in machines to perform tasks that would require human intelligence to substantiate the functioning due to dynamics in presence, reasoning, likes and dislikes, learning, problem solving and quick decision making. AI is nothing but algorithms with certain sets of rules that try to learn the




      scope from the iteration of maturity in confidence level where the digital data learning (aka machine learning algorithms) is predetermined to the system.




      AgI is a level of intelligence like the above ecological ability of human beings. It is to process and analyze knowledge to form psyche and reactions that can create irrevocable changes in humanity. AgI would be self-powered to access an AI digital brain connected to the internet and completely control humanity in imperceptible ways.




      AsI, when AGI could accomplish complete control over humanity and gradually obtain a level of superintelligence, it can be so independent with extraordinary abilities and do not require any green thumb for catastrophic growth. AsI can perform unbelievable, according to scientists and come to have in bending atoms, destroy our world, rebuild it, and move and build machines or robotics at extremely fast rates while connected in real-time with other super-intelligent peers.




      (Free adaptation from Cyrus A. Parsa, CEO, The AI Organization; and judiciously ameliorated classifications)


    




    

      Ancient Mythological Milieu




      Genesis 2:7; “The LORD God formed the man from the dust of the ground and breathed into his nostrils the breath of life, and the man became a living being.” [8]. A sequence after the humans in theodicy of a pandora, the evil of AI — from the dawning of humans by God on this microcosm, man to devise machines, machines reinvent and refurbish to intelligent machines, mechanization to craft clayed inanimate to the life of superhumans, and stellar humans to... an insurmountable god matter with the phenomenon of a Prometheus7, extravagantly a parabolic order. Since the ages of civilization, humans have been riding with the tide of mystical conception in replication to rebuild themselves, and automatons that mimic human faculties or alleviate them, or a desire to overpower evolution into own hands, or even play God. Dialectical Materialism8 may refute any such fortuity since emphasizing the importance of earthly circumstances and the presence of contradictions within things. Again, idealist Hegelian Dialectic9 emphasizes the observation that contradicts material singularities which could be resolved by juxtaposition and synthesis of a solution whilst retaining their essence, a probable superhuman/posthuman phenomenon.




      The worship of the elephant-faced Ganesa, the son of Lord Siva and Goddess Parvati and the Lord of the troops of inferior deities among the retinue of Siva, is prayed together with the atonement and offerings of floral affords in attaining enjoyment of earthly bliss [9] (p.100) and solace from all deterrents. There are a variety of legends reckoned for his acquisition of elephant heads. Popular among all is that an abiogenetic from the clay of grime by Parvathi as her descendant and was at the wrath of Siva when a challenge to enter his house. Upon beheading Ganesa, his social father Siva condoles Parvati and transplants an elephant capitulum [10] (p.111). Artificial life as an investigation was said to have been performed twice on a single azoic, which is inquisitive to the scientific authority of parthenogenesis. Adi Shankara10 depicted Ganesa is an unborn and formless (ajam nirvikalpam nirākāram ekam), which may be the superlative of faith that is always fastened to spiritual divinity called supernatural power (māya). The nature of māya may be hypothesized with modern scientific appreciation as an appropriation of judgement through the human cerebral to the comprehension in AI [11] (pp.562-568). Taittiriya Upaniṣad11 explores the innermost cogitation of human consciousness, which is conceived of multiplicity in assimilation through sensory, emotions, genius, and attitudes. First Prapāṭhaka12 in Chandogya Upaniṣad explicit that the bodily entity (udgitha) as the soul and God revered udgitha as the form for attaining life (prāṇa), the vitality of breath and life-principle, and these are deities (devtva) inside man and body organs of senses. By virtue, it is the conglomerate of monumentality in organics across immense formulate and prospects of cloning on a volatile and alien system must be investigated to be a reality or deceitful.




      Ancient myths of Greeks were no different than Hindus and with timeless aspirations about artificial life and immortality. Folklores of mythological heroes of Hephaestus and Daedalus integrated the idea of artificial beings in the form of intelligent robots like Pandora. Hephaestus13 contrived all the weapons of the gods in Olympus, and Daedalus14 created Icarus with artificial wings and who flew very close to the solar flare, and the wax-built wings melted due to heat, and Icarus fell to Earth to his death. Talos and Pandora were also the mystique of invention by Hephaestus. Ancient Greeks had been very thoughtful on the perception of biotechne15, on how organics of human outgrowth such as aging can be challenged with technology. Scholars contest Greek antiquity about the truth or mythical about automata. Heron of Alexandria16 did fabricate many originations of speech automata. Superstitiously, “Pandora was a kind of AI agent, who was bestowed with gods’ knowledge by Hephaestus, and the quest was to pervade the human agility by exoneration of her jar of miseries.” [12]. Greek visual-artists and authors described amazement (sebas), wonder (thauma), and astonishment (thambos) about these obscure memoirs. Homer17 verbalizes those automata “of their own motion they entered the conclave of Gods on Olympus”, may have ascended out of complacence that ‘administrators do not require any aide’ and ‘masters about their slaves’. Aristotle18 speculated in his Politics19 that automata could, in the future, for instance, bring about human tolerance and eradication of slavery. This prophetic vision sounds a valid pretext in thoughtful to build AgI, and to be reduced to appropriate automata in elevating human ambitions alone but not the utopia of AsI.




      Egyptians burdened to have forged automatons for not only by multifarious shapes but also motion and voice to the idols. An Egyptian legend of Rocail20, while relinquishing the giant's realm and after attaining dignity and honor, fabricated a magnificent palace and a sepulcher embodying autonomous statuette discovered by the legion for blessings, and they were mistaken for having souls [13]. Gaston Maspero21 was vocal about Egyptians speaking marvels of their deities, fabricated with painted cosmetics and chiseled wood of carved limbs, and choir mediated by temple priests, and occasionally reciprocated to questions and even conveyed eloquently conspicuous speeches. One idol in the temple of Amun in Thebes was said to move its’ robotic arm and intelligently point to the next pharaoh. The priests’ role modeled as an emissary between gods and mortals and had been firm believers of souls of divinities inhabited the idols and modulated in producing voices and movements to prosthetic gears and levers.




      Away from robotic idols by Egyptians, Hindu philosophy identify deity (devatva) within a being and Ayurveda22 maintained that the third eye is represented by the ajna chakra, and comparable to ancient Egypt, the symbol of the Eye of Horus (wedjat eye) is placing of pineal gland in portrait of human head. For humans, this tiny pineal gland at the base of the skull, and production of melatonin is highly far-reaching in research on AgI, which affects circadian rhythms and reproductive hormones. Dimethyltryptamine23, ‘the spirit molecule’, may have been ignited in smaller quantities during dreams or depersonalization [14]. This mystic may be of control mechanics in humans for ages to come by AI and may not be for an inanimate to bring to life, but only to trounce human organics by dubious tactic. Mysticism24 has dominated the ancient sages and continues to dominate the civilization even today, AgI nolens-volens may be delighted as either an invalidated and invisible god matter or golem of the forthcoming.




      Analogous to the verses in Kena Upanishad25 with a different argument from the above as reasoning of collective presence with fourteen reciprocal senses, inclusive of consciousness (Ātman), sense of senses and the supreme sense — all these senses compete to govern organization, functioning, instrumentation of the consciousness and organic devices which are composed during its’ augmentation of living matter. “Unless animated by the intelligence of Ātman, the mind cannot perform its’ functions of volition and determination. The word mind here includes both the doubting faculty (manas) and the determinative faculty (buddhi). The knowledge that of Ātman is the Eye of eye, and it is again Ātman which endows the life (prāna) with power to discharge its’ functions”. Subconscious though, the tremendous and greater compelling mind loses nothing of the senses on receipt, whether active or passive, and endures this wealth in an inexhaustible store of memory (akṣitaṁ śravaḥ). Exterior of sustenance on perception may not be a direct consumer, but the subconscious mind attends, receives, treasures these sensorial inferences at an infallible accuracy [15]. Is AgI be nothing but models of engagement between manas and buddhi which is enabled through akṣitaṁ śravaḥ, the persisted memory and permissibility of access, and adorable of all states of mind (tadavana)? Where should be the admittance to prāna and Ātman in attainment of extreme artificiality? The pie in the sky is going to haunt humans for decades of panic about becoming inferior by unknown and artificial.


    




    

      Perplexity of Technophobia26




      “AI will either be the best thing that’s ever happened to us, or it will be the worst thing. The development of full AI could spell the end of humanity. The primitive forms of AI developed so far have already proved very useful but fear the consequences of creating something that can match or surpass mankind. Humans, who are limited by slow biological evolution, couldn't compete and would be superseded. Real risk with AI isn’t malice, but competence. Short-term impact of AI depends on who controls it, the long-term impact depends on whether it can be controlled at all”. Stephen Hawking27 argued terrifying proposition of doomsday and human race may have no other option to either recede to extinction or obey flunky.




      MIT28 radicalized tools that can detect incidental thoughts of hombre by wielding wearables, signals from emanating from the encephalon and pharynx be passively intercepted for further analysis. Technology companies, as proxies to Chinese military, are infusing massive attempts in programs that can permit these devices to be implantable to masses, so interfaced with highly available AI for autonomous and purposive control. China attempting trials on bio-digital social programming at Africans through infusing historical sentiments. Social programming applies emotions, culture, touch, sound, sight, voice and proximity of pertinent subject fields and exposed bio-matter through modes of performing arts to discretely reorient a person or an entire society. It had been a greatest perplex to life scientists for decades about the pineal gland in the human body, which may permit large-scale social hypnosis. AI supported administration of psychedelics29 can produce weird reactions in cognitive processes, mood and perception — affect all human senses while altering his/ her thinking, time-sense and behavioral emotions. The secretions, by social sentiments, of biochemicals in pineal gland using AI trigger is argued to demonstrate dramatic outcome in human behaviors. In multiple steps of research, very ambitious outgrowth is expected to the ultimate progeniture of bio-engineering practice through human to animal hybrid integration plausibility. Though it is questioned of ethics by most nations, China alleged to be conducting higher level of research on injection of human stem-cells to animals prior to birth, and vice versa. Alternatively, China is also seeking in induction of genetic modification and drugs that can enhance human innate abilities of advanced senses, and intelligence and are led by deep learnt vitality through AI, and automation of interface with data protocols [16]. This publication by ‘The AI Organization30 spills the beans with a very slippery argument and draconian that does not substantiate on correlation with any scholarly research of bioengineering31. The discussed phraseology is structurally alien to each other and speculative with ambiguous among primacy of facial recognition, biometrics, aerial surveillance, robotics, 5G, bioengineering, AgI, digital quantum AI brain, social engineering and AsI — knowing that biological penchant of a being is very unique and not analogous to any other fellow human due to intellect and genetic variances. And descrambling and task segregation of mind signals may be a near impossibility where qualification for regularity is godforsaken.




      When the ethics of an AsI is abysmally depicted, Midas32 paradigm, they are so smartly thinking machines may surprise with how they achieve their objectives, a proportion of GIGO33 or counterproductive. Even after the goals are predetermined, there might be dreadful aftereffects of discomfort to mankind, and these risks are explored as deriving experiments recommended by Nick Bostrom34. Turning to AsI, the machine might likely to stimulate egotistical knowledge of intent and desire towards sustained instinct and keep assimilating more resources with which it can achieve undesirable. Superiority with such comprehension, AsI could reconstitute itself and advance to newer and self-defined tasks, and it is virtually impossible to know the performance may not be aligned with human requisites. Additionally, the risk scenario is that any such AsI may simply be indifferent to human existence. All these risks are predicated on its masters, while exaggerated autonomy is given to machines to act in the material world. Indeed, a more pressing risk is that the current AnI is sufficiently autonomous with unsupervised learning. AsI would emerge slowly as humans painfully build better and better systems [17]. Scary though — the machine to grow progressively like human organs of tissues and the gray matter in attaining the AsI. It is obvious that the knowledge being amassed by biological and organic cognition is substantially pervasive, whereas the premise of the machines mustering inferences is through comprehension among digital errands. Theatricals of data provisioning as supremacy would persist with humans forever and be ineradicable through the progressive evolution of species. Other theatricals of movie making are not so sober, but instrumental in stimulating higher technophobia among the masses about the terror of nonliving to take over.


    




    

      Incredulous of Celluloid Apocryphal




      Metaphoric of conception or inception, the world of motion picture has a quantum of partage in promotion of incredible among time provoked artistry, and intense dramatics through pseudo parade of visually rich magnitude among sci-fi frolics. Be it theoretical physics35 or illusionary myths, have been polychromatic on a magnificent canvas, encouraged by humongous global patronage.




      “The search for our beginning could lead to our end”, an authoritarian tagline and watchword of Prometheus (2012), directed by Ridley Scott, a runaway success at the box-office. Plot revolves around elemental assumption in exposition of a clue that humans are engineered by super-intelligent morphons elsewhere in the darkest parts of the universe, which leads a team of explorers to time-travel along with two brilliant young scientists in the expedition. The inquisitive research by the revelation of an event occurred millions of years ago. A state-of- the-art humanoid alien race prefers primordial earth for their strategic activity, and disintegrates to perform the DNA seeding the planet. The spaceship’s crew travels in hibernation stasis at the speed of light, while a super-intelligent android, David, pilot cruises through the entire voyage. David theoretically is incompetent of humanist emotions — such as amusement, frustration, or even desire. But the android was programmed with incident wise tendency for emulating human emotional and intellectual processes, and not of human-like consciousness [18] (pp.240-244). Beyond the descriptive rendezvous in optimism to reach a race of benevolent, godlike beings, while also debunking any spiritual notions is an adjunct logic throughout the script of roleplay as iconoclasm, the dualistic bewilderment.




      “Man has made his match. Now it’s his problem”. Blade Runner (1982), directed by Ridley Scott, imagines a world in which a group of enslaved replicants36 revolted on another planet. Designed to live only a few years, they came to Earth to find a way to extend their life span. Building automata companions is a significant thought process for longevity but remains the exhibition of unknown and speculative exuberance of an alien AI.




      “She’ll keep you safe”, I Am Mother (2019), directed by Grant Sputore, an extinction level extermination rocks planet Earth, and an underground bunker to save embryos for future rehabilitation. A robot, Mother, commences the program and cultivates a human embryo into a baby, and raises through childhood. But their solitary bond is jeopardized when an outlander arrives from the ravaged and forbidden area in affinity to natural genetics. The plot elucidates that those emotions between natural species are boundless when compared to artificial automata that remains shallow.




      “Humans and Transformers are at war. The key to saving our future lies buried in the secrets of the past”. Alien cyborg robots from the planet Cybertron37, Transformers (2007), with the tagline of “Their war. Our world.”, the first in the series from Michael Bay, created a dent with the unique identity of characters that have a captivating screenplay. They also have the unique intelligence to transform their form for skirmish, morphing into machines and mounted weapons. The destiny of humanity is at stake when two of the ideologies from robots, the godsent Autobots38 and the nefarious Decepticons39, bring their battle to Earth to continue their age-old feud. The robots mutate into a variety of mechanical paraphernalia as they strive to attain their eventual behest of power. Sam Witwicky, a human youth, only can salvage the world from possible destruction. “Revenge of the Fallen (2009), Dark of the Moon (2011), Age of Extinction (2014), The Last Knight (2017)” are the sequels on Transformers [19]. The history reappears about a deadly threat of resurrection from earths’ history in a fight for acquisition of a lost artifact between Autobots and Decepticons. Optimus40 discovers his dead native planet, Cybertron, while accepting that he was responsible for its annihilation. He discovers a possibility to bring Cybertron back to revival, but in support of doing so, Optimus essentially needs to find that artifact which is hidden somewhere on Earth [20] (pp.395-396). What manifests humans to fantasize of Transformers can possess minds besides hominoids? This delinquency is known to philosophers as ‘the problem of other minds’ — is that it seems that any action, facial expression, or language use as an exhibition by mighty machine could be nothing but the programmed response of an unthinking thing [21]. The annoying visual extravaganza, accelerated by advancement in computational graphics, showcases pseudo-AI wizardry of weird objects in composition of a legoism41 kind.




      Cinematic megalomaniacal, by using newer technologies, facilitate virtual voyage of grandiose by creative generous of visual graphic arts. This creativity causes mesmerizing imaginations of surreal and dreamlike transformative repre- sentations. Despite the superfluity of contrasting sci-fi futurist depictions about our forthcoming, unscientific to laws of physics, it psychologically feels almost difficult than ever to predict what our world will look like in the future. But, the practical applications of AI remained paused at DL, and the information industry remained mute on future developments. But research efforts are continuous, though it is very difficult to decide prior investments and future hypothesis.


    




    

      Chaotic Proclamations of Digital Prowess




      The first successful trial of rDNA42 was accomplished by Paul Berg and other fellow researchers at Stanford University during the early 1970s. And this activity was instantaneously regarded as ‘playing God’ and the anticipation of potential biohazards posed by recombinant pathogens. In an extraordinary alarm for self-restraint, scientists in the biological discipline called for a moratorium on experimentation with rDNA [22]. The other ugly ramifications included the deployment and use of biological weapons and genetically engineered organisms with a developed resistance to antibiotics which would escape human control. The tenets were created at the Asilomar Conference on Beneficial AI43 in 2017, and defined Asilomar AI Principles44.




      DARPA45 remains an impressive opportunity farm for AI from an immature notion of no technological substratum into potentially affecting human lives with the most expected real-time decision-making. DARPA is focusing on AI, cognitive computing, and approaches from microelectronics to advance levels of quantum computing and neurosynaptic superlative processors in relation to how the brain performs information. The most debated controversy that DARPA has been moving away from IT related research, which it played a great role in development, even though this technology proposition is still struggling in its’ bloom — we are not yet even close to AI. Licklider’s46 outstanding concept of “man-computer symbiosis”47 was a foundational vision that requires to develop new types of computational methodologies before trying to arrive at augmented human like faculties, and a pathfinder to probable AI. The grail quest of computing may possibly be a true AI, as holy as its’ perception to be the matter of electromigration48 and ion exchange. There is no technological ambition like past by DARPA, because industry focus is shifting towards the ultimate pursuit of delivering a god-like power. Although a search for AI may ultimately be hallow and may partially be achievable as DL, even for a settlement of a minimal of symbiosis, it is a long way to go before this more limited vision is being available for human use [23]. The mutual relation may be a permanent feature as complementary to each other than the utopian extravaganza of complete surrender to robots with AgI.




      “Can AI invent?” No, in accordance with numerous patent organizations and patent laws operating around the world. The AI here is a lexical comprehension of deep learned connections between phrases and sentences. The generated text for a described purpose may entirely be different from the written text, which patent laws refer to human inventors as individuals or persons, and the legal boundary of associativity to an automated text generation becomes contentious to legal interpretations. The USPTO49 recently analyzed this auto-generated textual language by an AI cannot definitely be an inventor. Referring to a Decision on Petition, Application No. 16/524,350 (April 27, 2020), this application had been listed as no human inventor or human co-inventor, instead applied by an AI inventor identified as DABUS50. Since this patent application failed to declare the name as a human inventor, the U.S. Patent laws depict the policies and rules express language for the requirement of human inventors, USPTO finally denied this patent application citing that “only natural persons can be inventors” [24]. Along, flippancy across the content of subject matter also must be under legal scrutiny, since the imaginative would entirely be illusionary to practicality of fabrication or programmability — artificial language on vocabulary in domain specific diction of hodgepodge, and susceptibility to assessment of legality with claims. Human description of inventions is driven by the earthly experiences of domain specific consciousness and not by all imaginative combinations of dictionary drivers.


    




    

      Gregarious and Pervasive Transgenic Consciousness




      A humanoid or a biologically artificial with complete AgI may be furthermost intent of neo-Frankenstein, the systems experimented or developed, so far, are ridden by its construct of event-driven metaphor and have been the biggest barrier for further thought processing. Progressions in digital consciousness are in a quandary due to imperceptibility in deciphering the dimensions of human cognition to the prevailing software development practices. The differences in divergence out of the human brain with dynamically synchronized coordination to mind are the result of interpretation and responses by a centroidal executive possessorship of the prefrontal cortex. And this fusion is very organic than the known dilemma of local selectivity by any DL systems. Information meant for processing can be highly ambiguous in several ways in application to habitude, which can also greatly reduce the scope from a broader context of applicability. The coding and coordinated interactions are shared responsibilities at each molecule in physiology, and this dexterity has taken millions of years to evolve. Contextual disambiguation is ubiquitous throughout perception, and constraints are from multiple of parallel heterogeneous contexts in humans. By just being with sensory knowledge extraction, it is highly impossible to infer or interpret, since the nature of consciousnesses is multifaceted from knowledge dynamics of either prior acquired or the new learnings. Phylogenetic and ontogenetic are creative coordinated differences and may be due to the evolution and development of that specific strengths by ecology and trying to challenge any such capability is a question of whether or not. The training of AnI is restricted to only inferential of secondary information, hence the scope for noise in interpretations and confidence levels to the lowest of applicability [25].




      The human psychic system is hypothesized as interwoven amalgamation across two subsets, first constituent is the dynamic blend which defines characteristics of all elements of control by corresponding thoughts. And the second, representation of productive use of thought-generating constructs as endeavors. These are made up of numerous aggregates among neurons bridged by multiple axons and dendrites, which is active assembly of emerging conformations with which the communication system can sense these by itself. The system of thought-generation will never perform on state deterministic methodology. It would be continually shaped from a coordinated assembly of active dynamic components with varying limits of potentiality and while increasingly based on acquired experiences as emerged representations. Declarative constraints in relationally multiple are of demand to arrange the constituents among associative components because it is the knowledge and experience that are responsible for the generation of thoughts. Artificial psyche in defining experiences and corresponding knowledge, such as the diction in a language dialect and the formation of comprehension, and all emotions to the linguistic composition of sentences that are understood and formed into phrases through state-based inferences. Though highly impractical, the creation of artificial mental representations and to designate as continuously learning and experiencing the formation of emotions, and which is aimed at improving its aptitude in generating the appropriate knowledge representations. The inferred experiences shall be among distributed infrastructure constituted over multiple of corporeal systems with locally synchronized artificial consciousnesses [26].




      “Ten years ago, a neuroscientist said that within a decade, he could simulate a human brain. Spoiler: It didn’t happen” [27]. George H. W. Bush declared that of 1990~2000 to have been the “decade of the brain”. It appears that decade remained with just that hype, the question of whether circumstantial of any fundamental and substantive progress. Human Brain Project started in 2009 with extravagant ballyhoo, and collaboration for swarm science across one hundred and fifty institutions around the world. Confronted with issues concerning verifiability, few years later pint-sized, shamelessly, as a software project in furnishing application tools and methods for intended scientists on important research. Human Brain Project may be contemplated as the most atrocious precedent of occult about intelligence, expected to resurrect again through ‘Big Science’, a highly ambitious project from Obama Administration, whose centerpieces are computing infrastructure. ‘Brain Research through Advancing Innovative Neurotechnology’ (BRAIN), must emphasize constituting deep knowledge for brain supportive sustenance than the hoopla of simulating an artificial brain. While the BRAIN fundings are clearly Big Science projects, and are of engineering than excitement to metaphysics, large scale neuroscience efforts, with a higher belligerence, are almost universally settled as big data works and are meant for survival through data deluge [28] (pp.246-249) among data-lake kind of applications. Rhetoric about swarm science and hive minds, finally settling to a computer-centric viewpoint of the world, where human coherence is downplayed to approval of machines. Moreover, the fanciful scientific forthcoming of artificial neuroplasticity51 may forever be a pipedream. The dominant reason for distressing AI in incubation and in an infinite state of gestation is due to the delay in the birth of AgI, the bandwagon of brain decoding, which is not even made a serious beginning yet.




      Alexandre Koyré52 has pointed out that the greatest advancement in the scientific revolution from seventeenth century was the substitution of Aristotelian scientific philosophy by Galileo’s discoveries of an abstract and ideal world. Human language faculty only enables to grasp patterns of dependent linking and the constitutive feature of systematic number assignments [29], numbers as language of measurements to real-world objects and mathematics is the grammar. Our solar system is the closest representation of such classification through natural models and measurability, Isaac Newton rephrased as “the system of the world”. Natural systems are somehow synchronous to each other based on deeds across relational goals, yet independent as executive, and these interactions advocated by compelling constraints and are always contextual to mission [30] {i}. The composed tasks are synchronous to each other in a systemic understanding of parallelism to a mission accomplishment and relationship is logical (physical models of mathematic sense) solicitation, though tasks are very independent to their nature and domain. The state management of individually parallel systems is very distinctive with no explicit relationship or inducive dependency on other parallels, and overall objective of mission is the collective obligation, like systems of nature. Contrary, dimensionality through coordination of events on the best possible DL system is suffering due to underlying intimidation by the structure of aberrant ‘task hierarchies’, ‘process loops’, ‘wrapped events’ (APIs on APIs on APIs...) and ‘noisy datasets’ — afflicted by the long-drawn heritage of if... then... else... endif... syndrome, and declarative goblins of globally reusable monoliths. All those AI progressives who have not been able to assimilate the methodology of bionomics and surrounded sensibilities, may have to give away in search of a genuine in the future.


    




    

      Apperceptive Terrestrial Systematization




      “All things come to an end”, but astonishingly a meek end, proclaimed to be cautious apprehension of potentiality towards racial profiling and may causing human rights abuse [31], “IBM Watson Visual Recognition is discontinued. Existing instances are supported until 1 December 2021, but as of 7 January 2021, you can't create instances. Any instance that exists on 1 December 2021 will be deleted” [32]. All monumental passions of ‘IBM Computer Vision’, have come to a grinding halt in 2019. Brilliance in image recognition and cognitive discovery to serviced bitmaps of ‘portraits akin recognizable person’ and ‘bit profile knowledge of beast to determine the type of species’ is synonymous to leisure instruments of industrial revolution of Europe, best of purpose than to serve the fancy of royals. The proficiency in applicability to subastral engineering on dimensional real-world jigsaw features and manifestation to visual cognition is a bizarre dilemma in AI. This is due to dearth in AI conception to the extremes of superlative visual cognition by humans, which is dynamically scalable by aptitude to the domain of prior subject knowledge, and gigantic proposition to any scheme of artificiality. Indeed, visual appreciation by hominid is far superior and complex than lexicon. Application published at USPTO for IBM on the similar enhancements to learning systems is done by author {i} [33]. An expert engineering professional observes key graphics of the source information from multiple varieties of physical sizes and relative features across, the perceptual intuitiveness triggers the faculties of higher understanding for methods solution. The sources are merged in a purpose driven supervised intrinsic understanding of virtuality in multiple observations, irrespective of variety. This phenomenon does not require any edge matching, feature extrapolation etc., in the way downstream application require as source for target design activities. Human perception alike knowledge about the features and dimensions is inferred virtually in support of physical calibration to target requirements. Learning shall have multiple of supervised iterations, so that maturity of information attained against the model of application to purpose. When the model has been sufficiently refined, the system makes the knowledge available to downstream and domain engineering systems. Similar observation in learning a determined model from multiple of visual frames be possible, provided the AI is built with sufficient learning capabilities in segregation of feature profiles based on application model and build virtual canvas of visual knowledge with human like consciousness across. This variety of proficiency may remain a blocked methodology by this patent application, and most probably hang in the air forever.
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