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Preface to the Sixth Edition


Electrophysiologic techniques provide an important means of investigating the function of the nervous system in health and disease and of defining the pathophysiologic relevance of the anatomic abnormalities that are often defined so exquisitely by neuroimaging procedures. They also make it possible to distinguish between disorders that clinically may resemble each other, to recognize disorders at a preclinical or subclinical stage, and to monitor disease progression or the functional integrity of different parts of the nervous system during procedures that put them at risk. In addition, the electrophysiologic findings have been incorporated into a number of disease classifications. Both neurologists and clinical neurophysiologists therefore need to keep abreast of advances in the field to ensure that testing is used appropriately, interpreted correctly, and performed optimally, and that regulatory or recommended standards are met. This volume encompasses the latest advances in the field while providing details of the basic principles of the various electrophysiologic techniques in current use for neurologic purposes. The electrophysiologic findings are integrated with the clinical context in which they are obtained to ensure that their significance is appreciated. Common artifacts are described to ensure that they are not misinterpreted.


Over the last 50 years, electrodiagnosis has evolved from an obscure and somewhat erudite field into an established subspecialty (clinical neurophysiology) that is an integral part of clinical neurology, with its own journals, professional societies, national and international conferences, and testing organizations. It would be erroneous, however, to conclude that the specialty, with its established clinical role, is no longer at the forefront of medical advances, having yielded its place to neuroimaging, neuroimmunology, and molecular biology. Indeed, nothing could be further from the truth. New techniques such as nerve excitability studies using threshold tracking, microneurography, neuromuscular ultrasonography, and methods of studying cranial nerve reflexes have increased the scope of the electrodiagnostic examination and provided new insights into disease mechanisms, in some instances at the ionic level, and into treatment strategies. The refinement of evoked-potential techniques to study the function of small fibers in the peripheral nervous system and the development of a more comprehensive approach to the evaluation of the visual system, using multifocal as well as full-field visual evoked potentials, combined with various ancillary techniques, promise to extend the diagnostic scope, utility, and reliability of these electrophysiologic methods of evaluating portions of the nervous system. New surgical treatments for epilepsy and certain movement disorders have not only extended the role of clinical neurophysiologists in guiding operative intervention but have provided them with remarkable opportunities for gaining fresh insights into the operation of the nervous system by electrophysiologic studies. Magnetic stimulation, once a research technique, is developing not only an important diagnostic role but also a place for itself in the therapy of certain neurologic disorders. A number of other electrophysiologic techniques, previously regarded essentially as investigative tools with limited clinical relevance, have now gained importance in the evaluation and management of patients with neurologic disease.


These advances have prompted the production of a new—sixth—edition of this book, thirty-two years after the first edition was published. New chapters have been added, or existing ones expanded, to cover the methods or applications that have developed in recent years. The bibliography in most chapters has been limited to references published in the last 25 years or to classic older publications, but interested readers can refer to previous editions for other older references. More comprehensive bibliographies are provided in chapters dealing with developing topics, for the convenience of readers. The focus continues to be on the clinical application of various techniques for evaluating the nervous system, and methods that have little or no clinical utility are not discussed. The generous acceptance of previous editions has encouraged me to believe that this approach is the correct one and that the book will remain useful for clinicians, clinical neurophysiologists, and trainees in these fields.


I am grateful to all the contributors to this new edition. They were generous with their time, tolerant of my requests, and went to a great deal of trouble either to update their chapters from the last edition or—in the case of new authors—to provide a summary of developments in their own particular field of interest. It was my pleasure and privilege to work with them. Some of the illustrations in the book are taken from previously published sources, as is acknowledged in the text, and I am grateful for permission to reproduce them here. Ms. Charlotta Kryhl, at Elsevier, was of enormous help to me in the preparation of this edition, and I appreciate all her assistance and kindness. I am grateful also to project manager Maggie Johnson and the production team at Elsevier for their efforts in bringing the volume to fruition.


My wife, Jan, supported and encouraged me without complaint as I worked on this book, and it is to her that the volume is again dedicated. Our three children have been a source of great pleasure and pride to us both over the years, and I thank them for the many ways in which they have enriched our lives. This book has grown with them. When the first edition was published in 1980, our daughter was a toddler and neither of our two sons had been born. Alexandra is now a pediatrician undergoing subspecialty training in rheumatology; Jonathan, an attorney, is a federal public defender in Los Angeles; and Anthony is a final-year law student at Harvard. I can but admire their energy, enthusiasm, intellectual curiosity, and professional focus, which I hope will bring them much satisfaction. My own parents, now dead, would have been pleased to see this new edition, for I recall the excitement with which they greeted earlier ones. Finally, as I contemplate the pages of this sixth edition, I recall with warmth and affection those who encouraged my own interest in clinical neurology and neurophysiology when I was training at University College Hospital, the National Hospitals for Nervous Diseases at Queen Square and Maida Vale, and the Middlesex Hospital in London, England. I would like to believe that they—my teachers—would have taken pride in this volume, and I thank them for all that they did for me.




Michael J. Aminoff





San Francisco, 2011










Preface to the First Edition


Fifty years have passed since Hans Berger's first paper on the human electroencephalogram. Over this time, electroencephalography has evolved into an investigative technique of undoubted practical value, and technologic advances have permitted the development of a number of new electrophysiologic approaches to neurologic diagnosis. These developments have led to certain difficulties for clinicians and neurophysiologists alike. On the one hand, the present-day physician is tempted to avail himself of investigative procedures that he does not entirely understand and that provide him with information which he is often unable to interpret. On the other hand, the neurophysiologist is commonly faced with clinical problems that he fails to appreciate or to which there is no ready solution by the means at his disposal. There is therefore a need for a conveniently sized monograph that provides a general introduction to the role of electrodiagnosis in neurology and is directed at the clinical relevance of the investigative procedures that are now within the province of the electrophysiologist. In preparing the present volume, it has therefore been my aim, and that of the other contributors, to provide in simple terms a comprehensive but concise account of the clinical application of various electrophysiologic methods of investigating the function of the central and peripheral nervous systems. Some of these methods, such as electroencephalography and electromyography, are admirably covered in encyclopedic detail in certain textbooks aimed at specialists or trainees in these fields. The chapters covering these topics in the present volume are in no way intended to take the place of such works; rather, they are directed at those who need to know the principles, uses and limitations of the methods, and who have to relate the information derived from such studies to the clinical context of individual cases. Certain quantitative aspects of these subjects have also been considered, however, because of their potential clinical utility. A number of the other electrophysiologic methods that are covered in this book—such as the various evoked potential techniques—have been developed comparatively recently, and their clinical applications are as yet incompletely defined. In view of the obvious interest shown by increasing numbers of clinicians and neurophysiologists in setting up facilities to undertake such studies for clinical purposes, the technical aspects of some of these subjects have been reviewed in somewhat greater detail, although the emphasis has remained on the practical relevance of the methods. Electrophysiologic techniques that are of more limited clinical utility at the present time, such as recording of the contingent negative variation, have deliberately not been considered.


I am greatly indebted to the contributors to this book, all of whom have taken much time and trouble to survey developments in their own particular fields of interest. I am grateful also to those authors, editors, and publishers who have allowed us to reproduce illustrations previously published elsewhere, and whose permission is acknowledged in the text. The advice and understanding that I received from Ms. Carole Baker and Mr. Bill Schmitt of Churchill Livingstone, the publishers, are greatly appreciated. Finally, it is a pleasure to acknowledge the help, encouragement, and support that my wife, Jan, gave me during all stages of the preparation of this book.




Michael J. Aminoff, M.D.
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Introduction










Chapter 1 The Emergence of Electrophysiology as an Aid to Neurology




Mary A. B. Brazier








Electrotherapy




Electrodiagnosis






From the time of the ancients to well into the eighteenth century, electricity was regarded as a strange, invisible power. It was differentiated from magnetism in 1600 by Gilbert,1 but its nature remained a mystery. Gradually the role of electricity in relation to the nervous system was to emerge, first from observation of the effect of applying it to the body, and eventually from the discovery that both muscle and nerve could themselves be sources of this power. The first of these—observation of its application—had had to wait for the technical development of instruments to deliver electricity; the second, for the more delicate instrumentation necessary for detection of the fine currents of nerve. The first technique became the ancestor of electrotherapy; the second became the basis of electrodiagnosis.






Electrotherapy


The experimenters of the eighteenth century inherited from Robert Boyle,2,3 who in 1673 and 1675 described electric attraction as “a Material Effluvium, issuing from and returning to, the Electrical Body.” This concept, when applied to the nervous system, retained a flavor of galenism's nervous fluids and the vis nervosa of von Haller,4 and permeates nearly all the writings of the experimenters in this field until vitalism finally gave way to materialism.


Working at first only with frictional machines as a source of electricity, experimenters in the early eighteenth century played with many demonstrations of its strange action at a distance. This was a period when interest in electricity was so keen that it was invoked to explain many natural phenomena, not only of animals but also of plants. According to Fée (1832),5 Elizabeth, the daughter of the great Linnaeus, noticed in her father's garden near Uppsala that some of the orange-colored flowers, such as marigolds and firelilies, appeared to give off flashes of light at twilight. (It was Goethe,6 in 1810, who showed this to be a retinal contrast effect and not an electrical flash.) But those who speculated about animals and man felt that they were on surer ground. Did not the cat's fur crackle when you rubbed it, and had not Theodoric the Visigoth thrown off sparks as he marched?


In the early part of the century it had been discovered empirically that the human body could be charged electrostatically, provided that it was insulated. At first it was thought that a layer of air had to be present between the subject and the ground, for the characteristics of conductors and nonconductors were only beginning to be understood. Stephen Gray,7 who died in 1736, discovered in 1731 that the distribution of electric charges varies with the insulating or conducting properties of the material employed, and he had reported these findings in a series of letters to the Royal Society. These terms were not used at the time, nor was induction understood (which he had demonstrated and called “Electrical Attraction at a Distance”). He wrote of “Electrick Virtue,” and said that his experiments showed that animals “receive Electrick Effluvia.” In 1742 his teacher, Desaguliers,8 a demonstrator for Newton, clarified the distinction between conductors and nonconductors, showing the former to be essentially the “non-electrics” of Gilbert1 that conveyed electricity away, and the latter to be the “electrics” that could be charged.


In many countries the phenomenon by which the human body could carry a charge was exploited for entertainment. Outstanding examples were the Abbé Nollet at the Court of Louis XV,9 Winkler10 and Hausen at Leipzig,11 Du Fay in Paris,12 and Kratzenstein in Halle13 (Fig. 1-1). Many delightful illustrations survive.





[image: image]

Figure 1-1 Electrification of the human body by frictional electricity.


(From Krüger JG: Zuschrift an seine Zuhörer worinnen er ihren seine Gedancken von der Electricität mittheilet. Hemmerde, Halle, 1745.)





The next step was the discovery that the application of electricity to muscles, even those of the dead, could evoke a contraction. Inevitably, this led to the exploitation of this effect as a therapy despite a complete lack of understanding of its modus operandi. Some attempts were deliberate hoaxes; others—for example, those of the physicians at the center at Montpellier—were the efforts of true believers.


Among these believers was a young physician named Kratzenstein, who was raised in the unlikely atmosphere of the Stahlian school in Halle but was greatly influenced by his teacher, Gottlob Krüger.14 Krüger, beginning to draw away from the influence of Georg Ernst Stahl (who taught that the soul was the vital force that caused muscles to contract15), had experimented widely with the electrification of animals and encouraged his pupil to engage in electrotherapeutic studies. These were first printed in 1744 in the form of letters entitled “Abhandlung von dem Nutzen der Electricität in der Arzenwissenschaft.”


Still using frictional electricity, and noting from experiments on himself that electrification of his body caused him to sweat (the “effluvium” of Boyle?), Kratzenstein advanced the hypothesis that this loss of salt-containing fluid could have beneficial medicinal effects. No doubt this proposal stemmed from the age-old concept that bloodletting had therapeutic value.


The cures he claimed consisted of two cases in which there was restoration of movement in contracted fingers. He also noted the induction of sound sleep, forerunner of that observed in electrosleep. As the news spread around Europe, attempts at cures were made in many centers. These were at first mostly in cases of paralysis. The fact that contraction of a muscle could be obtained at the moment of direct stimulation yet could not be maintained as a cure failed to find correct interpretation, for the role of innervation was not yet understood.


The rare case of success anteceded the understanding of hysterical paralysis and encouraged the establishment of many centers for the treatment of paralytic conditions, among the most famous being the school of Montpellier under the leadership of Boissier de la Croix de Sauvages.16 In 1749, one of de Sauvages's pupils, Deshais, published a thesis boldly entitled “De Hemiplegia per Electricitatem Curanda,”17 which showed his thinking to be creeping toward the recognition of the role of the nerve supply, although this was still versed in galenist terms. Deshais wrote, “paralysis is caused by the arrest of nervous fluid destined to circulate in the brain because it meets an insuperable resistance in the nerve fibres. Thus we must increase the pressure of the nervous fluid when hemiplegia resists ordinary remedies.” He added that hemiplegia could be cured or, at any rate, improved by electrification (Fig. 1-2).
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Figure 1-2 Title page of the doctoral thesis of J. E. Deshais on the cure of hemiplegia by electricity.


(Courtesy of the University of Montpellier.)





At this time, electricity and its effects on the human body were a favorite subject for theses. In the collection of unpublished manuscripts (1750–1760) by Jacques de Romas that is preserved in the City Archives of Bordeaux, there is one on electricity that includes observations on the electrification of two paralytic patients. Another example is found in the thesis collection at the University of Montpellier, written in 1750 by Jean Thecla Dufay, who restricts himself to the electrical nature of the nervous fluid and does not discuss therapy.18 His thesis does, however, give a useful review of the experiments and knowledge of his time. He concludes his account boldly: “Ergo Fluidum nerveum est Fluidum electricum.” Montpellier was at that time a center of great interest in electricity, and it was there that Boissier de Sauvages endowed a convent hospital solely for electrical therapy (1740–1760). In 1748, de Sauvages had himself received a prize from the Académie Royale des Sciences at Toulouse for a dissertation on hydrophobia; this was published in 1758. In this paper, in what he termed a “Digression sur l'électricité,” he championed the existence of animal electricity and evolved a bizarre hypothesis about nerve and muscle activity in hydrophobia. This went as follows: given that muscular movement is proportional to the force of the nervous fluid, the venom of rabies, on mixing with it, doubles the velocity and also doubles the density of the nervous fluid; hence the nerve force and the resultant muscular movement are eight times stronger than normal. By this tortuous piece of arithmetic, de Sauvages explained the violent muscular spasms in hydrophobia.


Academies were generous with prizes for the medical uses of electricity, which no doubt accounts in part for the plethora of such theses at this time. Another winner was Jean-Paul Marat, who was to meet a violent death in the French Revolution. His essay19 won the prize of the Paris Academy but drew the rebuke that his criticisms of other workers were too forcefully expressed. Many absurd claims for electrotherapy were made by physicians, and at their doors must be laid the blame for much subsequent quackery. A contemporary critic ridiculed these claims but published only anonymously; however, his gay and witty touch betrayed his identity to Nollet as that of another gentleman of the Church, the Abbé Mangin.20 Nollet, who had himself gathered acclaim through his use of electrotherapy (though he had also done his part to expose the quacks), scolded Mangin “d'avoir confondu les temps, les lieux, les personnes et les choses.”


A more efficient source of electricity was to come to the aid of electrotherapists, although a natural one had, in fact, been used for some years: namely, the shock delivered by the marine torpedo. On being applied to the soles of the feet, this was said to relieve the pain of gout. The rationale for the treatment, however, received no elucidation from the great surgeon, John Hunter,21 whose exquisite dissections revealed the anatomy of these electric fish, for he thought that “the will of the animal does absolutely controul the electric powers of its body.” The reflex nature of the discharge was not established until the serial experiments of Matteucci and Savi22 in 1844.


By the middle of the eighteenth century, eager electrotherapists were no longer dependent on the frictional machines for producing electricity, for van Musschenbroek, Professor of Physics at Leiden, almost by chance invented a device for storing electricity and discharging it as a shock.23 This, the ancestor of the condenser, was the Leyden jar.


In 1746, van Musschenbroek, striving to conserve electricity in a conductor and to delay the loss of its charge in air, attempted to use charged water as the conductor, insulating it from air in a nonconducting glass jar. However, when he charged the water through a wire leading from a frictional electrical machine, he found the electricity dissipated as quickly as ever. An assistant who was holding the jar containing charged water accidentally touched the inserted wire with his other hand and got a frightening shock. With one hand he had formed one “plate,” the charged water being the other “plate,” and the glass jar the intervening dielectric. A condenser was born. Experimental electricity had reached the stage when such a development was due, for a similar discovery was made by the Dean of the Cathedral of Kamin in Pomerania, whose followers gave the jar his name, “Kleiste Flasche.”


One of the many to espouse this new electrifying technique was the Abbé Bertholon,24,25 who traveled widely in Europe, bringing back reports of strange cures that others could not replicate. He was not alone in the variety of claims he made, for this form of “therapy” had spread widely through Europe. So diverse were the diseases for which cures were being claimed that academies in several countries offered prizes, including the Académie at Lyons. It offered a prize in 1777 for the answer to the questions, “Quelles sont les maladies qui dépendent de la plus ou moins de grande quantité de fluide électrique dans le corps humain, et quels sont les moyens de remédier aux unes et aux autres?” This was a spur to many, including Bertholon, who, in his two volumes on the electricity of the human body in health and disease, claimed to examine his cases as to whether electrification was the only ameliorator of the patient's condition or was an additive to other therapies. A great believer in a “latent electricity” within the body, he held that it was manipulation of this inherent electricity that formed the basis of the cures he claimed. This concept was a rewording of “animal spirits,” and in no way did he foresee the intrinsic electricity of nerve and muscle found (but little understood) by Galvani.26,27


We owe the next step in the invention of sources of electricity to the controversy that developed with Volta over the explanation of Galvani's results28; the voltaic pile, which soon replaced the Leyden jar in the hands of those espousing electrotherapy, was the ancestor of the batteries of today. By the turn of the century, books were beginning to appear on the history of medical electricity (e.g., by Vivenzio29 in 1784 and Sue30 in 1802).


The early ventures in applying electricity to patients with various diseases were gradually sorted out and achieved a rational basis, thanks to the development of knowledge of basic neurophysiology with its elucidation of the relationship of nerve to muscle, of spinal cord to nerve, and of brain to all. However, one method, for which therapeutic claims were made, has still not reached the first stage of scientific rationale. This is electroconvulsive shock.


Many early experimenters (e.g., Fontana31 in 1760 and Caldani32 in 1784) noted the convulsions of their frogs when electricity was applied to their brains, although Galvani attempted this without success. (“Si enim conductores non dissectae spinale medullae, aut nervis, ut consuevimus, sed vel cerebro-contractiones vel nullae, vel admodum exiguae sunt.”) In the first decade of the nineteenth century, his nephew, Aldini, was to experiment with electroshock in humans.33 Impressed by the muscular contractions he obtained on stimulating animals and cadavers, he stood close to the guillotine to receive heads of criminals in as fresh a condition as possible. He found that passing a current either through the ear and mouth or through the exposed brain and mouth evoked facial grimaces. The fresher the head, the more remarkable the grimace. He then proceeded to apply electrical stimulation from a voltaic pile to the living. His theory was that the contractions were excited by “le développement d'un fluide dans la machine animale,” and this he held to be conveyed by the nerves to the muscles. We recognize here the explanation popularized by Bertholon.24


One set of these early experiments on humans reaches into the twentieth century, for Aldini applied his galvanism to the mentally ill (Fig. 1-3). Having experimented on himself with electrodes in both ears or in one ear and his mouth, or on forehead and nose, he experienced a strong reaction (“une forte action”), followed by prolonged insomnia lasting several days. He found the experience very disagreeable but thought the changes it produced in the brain might be salutary in the psychoses (“la folie”). Passing the current between the ears produced violent convulsions and pain, but he claimed good results in patients suffering from melancholia.
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Figure 1-3 Aldini's experiments with electroshock “therapy” in humans. Above, mental patients with the electrodes in various positions connecting to voltaic piles for stimulation. Below, two recently dead patients connected directly, or by saline baths, to voltaic piles.


(From Aldini G: Essai Théorique et Expérimental sur le Galvanisme. Fournier, Paris, 1804.)





Aldini had no instrument to tell him the amount of current passed (he recorded only the number of copper and zinc discs in the voltaic pile). In the twentieth-century adaptation of this technique, we are also not told by the originator what current flowed between electrodes placed bilaterally on the frontoparietal regions, only the voltage (although it is current, and not voltage, that stimulates). “I decided to start cautiously with a low-intensity current of 80 volts for 1.5 seconds … The electrodes were applied again and a 110-volt discharge was applied for 1.5 seconds.”34 We are not surprised to be told of the resultant convulsion, apnea, and cyanosis.


This report related the results of the first experiments made by Cerletti in 1932, but even now, many years later, no rationale has been found for the salutary effects claimed by the users, and one is reminded again of Aldini's concept of a rearrangement of functions in the brain such as take place from a hit on the head: “Une chute, un coup violent porté sur la tête, ont souvent produit des altérations très sensibles dans les facultés intellectuelles.”


In the years following Aldini's application of electricity to humans, a revival of electrotherapy resulted from the work of Duchenne,35,36 who stimulated paralyzed muscles, at first through punctures of the skin but later percutaneously. Although considerable controversy arose from his work, he had, in fact, a greater understanding of electric currents than his predecessors, and by careful exploration he found the motor points for the muscles he was stimulating. From his work grew some understanding of the anatomy underlying the induced contractions of muscles, and in 1868 he published a small book on muscular paralysis, in which he illustrated the muscle fiber abnormalities he found by light microscopy.37 It may be said that it was Duchenne who built the bridge between electrotherapy and electrodiagnosis, leaving his name to Duchenne dystrophy.


A less controversial ancestor of modern electrical techniques (the cardiac stimulator) is found in a report given to the Accademia di Torino38 in 1803, in which the hearts of three decapitated felons were found to retain excitability long after the voluntary muscles ceased to respond to galvanic stimulation. The reporters were Vassalli, Giulio, and Rossi.


Before the end of the nineteenth century, stimulation of the heart by alternating currents was being used in France for resuscitation by Prévost and Batelli, and it developed into a standard procedure in the twentieth century.39









Electrodiagnosis


The several forms of electrodiagnosis used in neurology have much shorter histories than electrotherapy, for they have their basis in fundamental neurophysiology rather than in quasiquackery. They include electroencephalography, electromyography, cerebral and spinal potentials evoked by sensory stimulation (EPs), the recording of the action potentials of nerve, the electroretinogram, and the contingent negative variation (CNV). Of these, the CNV, up to this time, has proved of more interest to the psychologist than to the neurologist.


In the period under review, only electroencephalography, electromyography, the action potential of nerve, and the evoked cortical potential have a history. This history, which they largely share, essentially stems from the discoveries of Galvani.


The epoch-making researches of Galvani have been described so many times that they are well known to all who work in electrophysiology. Best known is his Commentarius,26 in which he first made public his claims for intrinsic animal electricity, but this was only the culmination of years of experimentation about which he has left copious notes, now in the Archives of the University of Bologna.


These laboratory notes, written in the vernacular and plentifully illustrated by his own sketches (often including himself), begin in 1780 (Fig. 1-4). Retaining still the analogy of an electric fluid, Galvani declared his goal in the title of his notes: “Dell'azione del fluido elettrico applicato a nervi in varie maniere.”
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Figure 1-4 Galvani's sketch of himself experimenting on a frog nerve–muscle preparation that he likened to a Leyden jar.


(From notes made December 10, 1781, preserved in the Archives of the University of Bologna.)





The three chief observations that stand out from the many experiments that Galvani included in 1791 in his published Commentarius were (1) that a frog's nerve preparation, although at a distance from a sparking electrostatic machine, would twitch when touched by an observer; (2) that the atmospheric electricity of a thunderstorm could be used to stimulate frogs' legs if a long wire was stretched across the roof (the principle of the lightning conductor); and (3) that frogs' legs twitched when hung by hooks from the railing of his house, even in the absence of a thunderstorm. Galvani interpreted this as evidence that the muscle contraction was caused by electricity originating in the animal tissues themselves.


It was this last experiment (Fig. 1-5) that raised the most controversy. It was eventually attacked by Volta and explained as merely the current that flows between dissimilar metals.28 In fact, despite the title of Volta's famous letter, two dissimilar metals are not enough to cause a current to flow; they need to be separated by an electrolyte. In Galvani's case, the metals were the brass of the hooks and the iron of the railings, with the frog providing the electrolyte. Volta's insistence on the metallic origin of all of the electricity in all Galvani's experiments on frogs caused him, and more especially his eager but less prudent nephew, Aldini,40 to press on to experiments omitting the dissimilar metals. Finally, in 1794, an experiment was evolved and published anonymously (but quite certainly the work of Galvani), in which no external source of electricity was present.41 A twitch was demonstrated in a frog's nerve–muscle preparation when the cut end of another nerve was placed on the muscle. In this case, the source of the electricity was what we now recognize as the current of injury from the cut nerve, or as it came to be called, the demarcation potential (Fig. 1-6).
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Figure 1-5 Drawing that Du Bois-Reymond had made by an artist from his own original sketch. It shows Galvani hanging frogs' legs on the railings of his house in the Strada San Felice in Bologna.


(From Reden von Emil Du Bois-Reymond, vol 2. Veit, Leipzig, 1887.)
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Figure 1-6 Left, a portrait of Galvani from the oil painting in the library of the University of Bologna. (Courtesy of the late Dr. Giulio Pupilli.) Right, an illustration of his experiment on muscle contraction in the absence of all metals.


(From Aldini G: Essai Théorique et Expérimental sur le Galvanisme. 2 Vols. Fournier, Paris, 1804.)





It seems strange, in the light of history, that this challenge based on bimetallic electricity was the one to throw the greatest doubt on Galvani's claim of intrinsic animal electricity. He had himself, in 1786, made intensive tests of touching the frog (on a metal hook) with a second metal (e.g., gold, silver, tin, and lead), and his notes, recorded on September 20 of that year, make it clear that he was fully familiar with this metallic source. In fact, he described experiments with dissimilar metals in his Commentarius but failed to interpret them correctly.


Alexander von Humboldt is the first great name in support of Galvani, for he recognized that both protagonists had made discoveries of real phenomena and that Volta's brilliant development of the current flow between dissimilar metals did not preclude the existence of animal electricity.42 Humboldt exposed the erroneous parts, not only of Galvani's and Volta's interpretations, but also of the writers who had rushed in so precipitously to take up arms for one or the other protagonist; Pfaff,43 Fowler,44 Valli,45 and Schmück46 each received his rebuke.


The next step, once the skeptics had been persuaded that nerve–muscle preparations could emit electricity, was to establish that this phenomenon was not dependent on injury. The clear proof of demarcation currents we owe to Matteucci,22,47 Professor of Physics in Pisa, who established in 1842 (publishing his findings in 1843 and 1844) that a current flowed from an injured point in a muscle to its uncut surface. By this time, thanks to their invention by Oersted in 1820 in Copenhagen,48 galvanometers had come to the aid of the electrophysiologist, and Matteucci could determine not only the presence of a current but also its direction. Matteucci became convinced (but did not prove) that in an uninjured limb a current normally flowed from the tendon to the belly, and this he called the “muscle current,” but he doubted the electricity of nerve.


The main center of research on this problem moved from Italy to Berlin, where Hermann49 and Du Bois-Reymond,50,51 with their superior instrumentation, were able to differentiate currents of injury from normal electric potentials recorded from the surface of a muscle on contraction. With Du Bois-Reymond's demonstration of this in humans, electromyography was born (Fig. 1-7).
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Figure 1-7 Du Bois-Reymond's experiment on muscle currents in humans. (The subject plunged two fingers into cups of saline.) On contraction of the right arm muscles, a difference of potential developed that, through wires to the solenoid, produced a deflection of the needle.


(From Du Bois-Reymond E: Untersuchungen über thierische Electricität, 2 vols. Reimer, Berlin, 1848, 1849.)





But the kind of electricity that Galvani was searching for was the “fluido elettrico,” what we now call transmission (i.e., the transmission of the nerve impulse that exerts control of muscle movement by the nervous system). In this concept Galvani was unquestionably correct, although it was another 50 years before the electrical nature of the nerve impulse was indubitably demonstrated by Du Bois-Reymond. Improving on Oersted's invention of passing a current through a single coil of wire to deflect the needle, Du Bois-Reymond increased the number of coils to 2,500 and thereby provided himself with an induction coil sufficiently sensitive to detect the change in potential when an impulse passed down a nerve trunk. This he detected as a “negative variation” in the demarcation potential that his predecessors had described. It was what we now know as the action potential of nerve and is the basis of electroneurography. When, in 1850, von Helmholtz designed an instrument for measuring the conduction velocity of nerve, he opened the way for the modern neurologist's detection of demyelinating diseases.52


Du Bois-Reymond did not underestimate the importance of his discovery. He wrote:





If I do not greatly deceive myself, I have succeeded in realizing in full actuality (albeit under a slightly different aspect) the hundred years' dream of physicists and physiologists to wit, the identification of the nervous principle with electricity.





His discovery did indeed have importance, an importance that led even beyond his dreams of biologic electricity. Within 25 years of the publication of his massive book Untersuchungen über thierische Electricität, the idea occurred to a young lecturer at Liverpool, in the north of England, that as nerve impulses flowed in and out of the brain, their passage might be detectable. In 1874, he obtained a grant from the British Medical Association (BMA) and within a year reported his findings to a meeting of the BMA on August 25, 1875. His name was Richard Caton53-57 (Fig. 1-8).
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Figure 1-8 Richard Caton, the first to discover the electroencephalogram and to detect the evoked potential change on visual stimulation and realize its application to cortical localization.


(From a photograph taken in his thirties when he was working in electrophysiology: a generous gift to the author from his daughter.)





Caton had already experimented on the peripheral nerve–muscle currents, but he began to search for their cerebral counterparts; he not only detected them but also noticed that when both of his electrodes lay on the cortical surface there was a continuous waxing and waning of potential. This oscillation of the baseline was present in the unstimulated animal, and Caton proved it to be unrelated to respiratory or cardiac rhythms. He also proved these fluctuations to be biologic in origin by showing them to be vulnerable to anoxia and to anesthesia and to be abolished by the death of the animal. Caton had discovered the electroencephalogram (EEG).


The report of Caton's demonstration that the BMA published contained (in part) these statements53:





Feeble currents of varying direction pass through the multiplier when the electrodes are placed on two points of the external surface, or one electrode on the grey matter, and one on the surface of the skull. … When any part of the grey matter is in a state of functional activity, its electric current usually exhibits negative variation. … Impressions through the senses were found to influence the currents of certain areas …





Caton had found not only the EEG but also the cerebral potential change evoked by sensory stimulation. In these potential swings superimposed on the baseline oscillations, Caton immediately recognized a meaning for studies of cortical localization, a discovery basic to the use of evoked potentials in today's clinical neurology.


Caton's great contribution, in addition to discovering the EEG, was in providing experimentalists for the first time with a method for mapping the localization of sensory areas in the cortex, supplanting the crude ablation techniques that had until then been the only approach, other than Gall and Spurzheim's58 claims for bumps on the skull. This was an era of intense interest in cortical localization owing to the prominence of David Ferrier's mapping of the motor cortex from 1873 to 1874,59 and in his subsequent work it was this aspect of his discoveries that Caton pursued.


In 1875, electronic amplifiers were unthought of and cameras had not yet come into the laboratory. To gain acceptance of his discovery, Caton had to demonstrate the “brain waves” of his animals by optical magnification of the movements of the meniscus in his Thompson's galvanometer.


He went on to expand his experiments, reporting them more fully in 1877 in a Supplement to the British Medical Journal55 and again at the Ninth International Medical Congress in Washington, D.C., in 1887.56 At this meeting, he reported experiments on 45 animals (cats, rabbits, and monkeys) and described his operating technique, electrodes, and instrumentation.


Among these many experiments is one of special interest to electroencephalographers; he found the flicker response of the EEG, a phenomenon found again in humans by Adrian and Matthews60 in 1934. Caton wrote:





I tried the effect of intervals of light and darkness on seven rabbits and four monkeys, placing electrodes on the region (13) stimulation of which causes movement of the eyes … In those five experiments in which I was successful the relation between the intervals of light and darkness and the movements of the galvanometer needle was quite beyond question …





Strangely enough, despite the prominent groups before whom Caton gave his demonstrations and the popular medical journal in which he reported them, his work received no attention among English-speaking physiologists.


In Poland, 15 years later, a young assistant in the physiology department of the University of Jagiellonski in Crakow, Adolf Beck,61-63 not knowing of Caton's work, was searching initially for the same phenomenon: namely, for electrical signs in the brain of impulses reaching it from the sense organs (Fig. 1-9). Like Caton before him, he succeeded, and he also found the brain wave. His animals were dogs and rabbits, and because he lacked a camera, he published the protocols of all his experiments in the Polish language for a doctoral thesis.61 In order to reach a greater audience, he sent a short account to the most widely read journal in Germany, the Centralblatt für Physiologie.62 A spate of claims for priority for finding sensorily evoked potentials followed the German publication of Beck's findings. The first came in 1890 from Fleischl von Marxow,64 professor of physiology (and teacher of Freud) in Vienna; his claim was based on a letter he had sealed in 1883. Other claims came from Gotch and Horsley65 and from Danilevsky.66
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Figure 1-9 Beck's diagram of the dog's brain on which he marked the positions of electrodes that gave him a response to light (m–, a+) and a faint response to sound (n, s).


(From Beck A: Doctoral Thesis. Polska Akademija Umiejetnosci Series 2:187, 1891.)





It is noticeable that it was the electrical response of the brain to sensory stimulation that drew the most interest, for this was a finding that lay directly in the mainstream of current thinking about cortical localization of function.*


The completely novel idea of a continuously fluctuating electric potential intrinsic to the “resting” brain, although confirmed by every worker, was of interest at that time only to its two independent discoverers, Caton and Beck.


By the end of the century, the electrical activity of the brain had reached the textbooks,67 and cameras were beginning to reach the laboratory scientist. In 1913 and 1914 came the first photographs of EEGs from Pravdich-Neminsky in Russia68 and from Beck's old professor, Cybulski, in Poland.69 It was Neminsky who gave us the first photograph of an evoked potential recorded at the cortex of a dog on stimulation of the sciatic nerve (Fig. 1-10). He also demonstrated that the EEG could be recorded from the intact skull. From Cybulski came the first photograph of experimentally induced epilepsy (Fig. 1-11), although such a result had been reported previously in 1912 in Russia by Kaufmann,70 who lacked a camera. Kaufmann had read the works of Caton and Beck and the other claimants, and, in fact, had written a review of them. From this study, he argued that an epileptic attack must surely be accompanied by abnormal discharges and, on provoking one in his animals, he found both the tonic and clonic phases.
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Figure 1-10 The first photograph to be published of electroencephalograms (EEGs) and of an evoked potential. The upper record shows (in trace III) the brain potentials of a curarized dog with the pulsations of an artery in the brain recorded above them. In the lower record, the sciatic nerve is being stimulated from time to time, and the decrease in activity noted by Neminsky (and by Beck before him) can be seen. The record reads from right to left, line I being a time-marker in fifths of a second, line III the EEG, and line V the signal for stimulation at each break.


(From Pravdich-Neminsky VV: Ein Versuch der Registrierung der elektrischen Gehirnerscheinungen. Zentralbl Physiol 27:951, 1913.)
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Figure 1-11 The first published record of the electroencephalogram (EEG) in experimental epilepsy induced by cortical stimulation in a dog. The record reads from right to left, the uppermost trace IV being the heart, III the cortex, II the stimulus (which leaks onto the EEG), and I the time line. The lower strip is continuous with the upper one. A–B = 1 second.


(From Cybulski N, Jelehska-Macieszyna: Action currents of the cerebral cortex (in Polish). Bull Internat Acad Sci Crac B:776, 1914.)





Although successful with light as the stimulus, Caton had been disappointed by his failure to record cortical potential swings evoked by sounds, for he was searching for the auditory cortex. “Search was made,” he wrote, “to discover an area related to perceptions of sound. The electrodes were placed on various parts of the brain, and loud sounds were made close to the rabbit's ears by means of a bell, etc. No results were obtained.”55 Beck, independently, had searched for a cortical area that responded electrically to sound but was rarely successful. He did, however, discover the desynchronization of the ongoing oscillatory activity on sensory stimulation, which is what we now call “alpha blocking of the EEG.”


At the turn of the century, this question of the localization of the auditory cortex was taken up by a student of the famous Bechterev in St. Petersburg. Larionov by name, he started to attempt localization by extirpation experiments but, on learning of Caton's success with visual stimuli, changed to a search for the evoked potential.71,72 He was fortunate in having far more sensitive instrumentation than that of his predecessors (a Wiedermann–d'Arsonval galvanometer), and with this he was able to map out, in cats, the topographic centers on the temporal cortex of response to the pitch of different tuning forks (Fig. 1-12).
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Figure 1-12 Schema for localizations of tones in the dog's cortex.


(From Larionov VE: Über die musikalischen Centren des Gehirns. Pflüg Arch ges Physiol 76:608, 1899.)





In America and in Western Europe, there was no sign of interest in these many revelations of the electrical activity of the brain despite their obvious meaning for cortical localization. In Germany, however, there was a psychiatrist who had read all the publications and who hoped to find in the electrical activity of the brain the source of “psychic energy.” This was Hans Berger at the University of Jena. He worked in secrecy and did not publish until 1929,73 but he kept copious notebooks and diaries, from which we know that he began experiments in 1902, rapidly confirmed Caton's discovery of the EEG in animals, but failed to find the potential changes evoked by sensory stimulation. He made further attempts in 1907 and again in 1910, by which time he had a more sensitive galvanometer, but again he failed. This was a great disappointment to him, for he eagerly wanted to relate such to psychic functions. Berger's failure to find these changes in his animal experiments lacks an explanation, for Caton's findings had by that time been confirmed by many workers in four different countries, all of whose works were read by Berger.61-63,66,68-72,74,75 In none of Berger's publications,73,76-78 which began in 1929 (Fig. 1-13) and continued with rapidity to 1938, do we find him claiming the discovery of the EEG for himself; the claim he made, and justly, was that he was the first to demonstrate that, in having electrical activity in the brain, humans were no different from other vertebrates, and it was he who named the spontaneous ongoing activity “Das Elektrenkephalogram.”





[image: image]

Figure 1-13 The opening page of the first publication reporting the electroencephalogram of humans. Note the acknowledgment to Caton.


(From Berger H: Über das Elektrenkephalogram des Menschen. Arch Psychiatr Nervenkr 87:527, 1929.)





Being of an abnormally reclusive nature, he kept his first success (the recording from a patient with a skull defect) a secret for 5 years, although he jotted down in his notebook that this gave him the opportunity to apply Caton's observations to humans and the hope that “we may learn the physical basis of consciousness.”


Disappointed as he was in his search for a physiologic basis for psychic phenomena, on which he had published a monograph76 in 1921 and one on telepathy78 in 1940, he had, as the world knows, launched the EEG as a clinical neurologic test—a test now employed in every neurologic institution in the world.
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The development and refinement of instrumentation has been a great asset in the diagnosis of neurologic diseases. With advances in instrumentation, however, physiologists are in danger of making more technologically advanced misinterpretations than previously, so it is important to have an understanding of the basic functions and limitations of modern instrumentation. This chapter will enhance the practitioner's ability to understand how the instrumentation and its limitations may influence the interpretation of signals recorded during routine electrophysiologic studies.






Major components of an electrodiagnostic instrument


The major components of an electrodiagnostic instrument are shown in Figure 2-1.
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Figure 2-1 Major components of an electrodiagnostic instrument. 1, Electrodes pick up electrical signals. 2, Differential input of amplifier removes noise sources common to both active and reference inputs but passes signals that are different at the two inputs. 3, Isolated ground serves as a reference to differential inputs to improve isolation mode rejection ratio. 4, Synchronous switch prevents stimulus artifact from propagating through amplifier. 5, Gain stage of amplifier increases signal to a convenient amplitude for further processing. 6, Filters separate excess noise from signal. 7, Sampling (sample and hold) circuit captures and freezes the signal at frequent intervals. 8, Digitizer converts the continuously variable analog signal to a number proportional to its amplitude. 9, Storage provided for the digital values needed for one sweep. 10, Averager (10a) adds the sweeps together and scales (10b) the results. 11, Data are displayed (along with graticule, cursors, and numerical readouts of certain values). 12, A speaker provides auditory representation of the signal. 13, Timing circuitry (manual or automatic) generates the start-of-sweep, start-of-stimulus, and amplifier switch control signals. 14, Stimulus generator produces electrical shock, auditory, or visual stimulus as appropriate. ADC, analog-to-digital converter; DAC, digital-to-analog converter.








Electrodes


The electrode is the interface between the patient and the instrumentation. The proper application and use of electrodes is one of the most fundamental requirements for obtaining good signals, but it is often neglected. Electrode characteristics can affect the response. Electrodes can be classified into at least two different types: (1) surface and (2) needle.


Surface electrodes applied with conductive gel form a battery. The voltage of the battery (usually less than 600 mV) depends primarily on the type of electrode material and secondarily on how good a contact is achieved at the microscopic level. The electrode metals are usually not homogeneous and consist of numerous microscopic or sometimes visible grains. Each grain produces a slightly different battery voltage. The electrolyte is assumed to be the gel, but sweat and serum change the concentrations of sodium and other ions, thus affecting the impedance and voltage. (This is the basis of the galvanic skin response, or GSR.) Most of the battery effect on the amplifier's active input is canceled by an equivalent battery on the reference input. Direct current blocking in the amplifier removes any imbalance. If the electrodes move or the patient sweats, however, the small changes in potential can easily be larger than the signals of interest. Abrading the skin with a ground quartz suspension (OMNIPREP) or puncturing the skin completely eliminates the GSR and much of the movement artifact.


Increasing the homogeneity of the material results in quieter electrodes. Silver electrodes can be corroded in a controlled manner to form a uniform silver chloride finish, which has noise and impedance characteristics better than those of the bare metal. If a silver electrode is abraded, its performance is reduced, and rechloriding or disposal should be considered. Aluminum electrodes form an aluminum oxide layer, which is very uniform and very quiet but also has a very high resistance. Aluminum electrodes are almost purely capacitive and do not pass low frequencies effectively. Tin, platinum, stainless steel, gold, and carbon are also used as fairly stable materials for electrodes.1


Needle electrodes pose other problems. Microscopic burrs on the leading edge of the needle damage muscle as it penetrates, giving false evidence of injury in electromyography. These burrs can be detected by passing the needle through a cotton gauze. Monopolar needles have a thin layer of Teflon (polytetrafluoroethylene) or parylene insulating all but the tip. If the insulation cracks or abrades, or if there is a break in the insulation, the needle will be noisy and should be discarded. Materials, manufacturing problems, and damage during transport and handling can also result in increased noise, even in the absence of visible defects. Additional information on the care and testing of needles and electrodes is found elsewhere.2


Electrode materials should not be mixed. The battery potentials created by two different materials will not cancel, and if direct-current (DC) blocking does not occur at the first stage of the amplifier, a large offset will be present. This offset may saturate the amplifier or decrease the headroom for saturation, so that clipping of the waveform occurs. The offset may contribute to unacceptable shock artifact. It may also change the operating point of the amplifier, which will degrade noise and performance. Fortunately, most modern amplifiers are designed to tolerate electrode offset.









Amplifier


The amplifier increases the amplitude of the desired response while it rejects unwanted noise. The first and most crucial stage of the amplifier consists of a differential input. A differential input amplifies the difference in potential presented at its two inputs (active and reference), while rejecting any signal common to both of these inputs. Reference is often used to mean a neutral input, but this only refers to a location on the body that has very little signal compared with the site of the active electrode. Both active and reference inputs are equally effective at generating potentials, and there is no neutral input on a differential amplifier.


An amplifier's ability to reject common signals is known as its common mode rejection ratio (CMRR). The higher the CMRR, the better the rejection. Another important parameter of the amplifier input is the input impedance. Input impedance has resistive, capacitive, and inductive components. An input impedance of 10 Mohm or higher is desirable because a low input impedance attenuates the signal slightly and degrades the active-to-reference signal matching necessary for high CMRR. The higher-frequency components of a response are affected more by the input capacitance than by the input resistance. Input inductance is usually negligible. Another amplifier differential input characteristic of concern is input voltage noise and input current noise generated by the input circuitry itself. Input noise is added to the response signal.









Gain and Sensitivity


Amplifier gain describes how much the input signal is increased in voltage. The units are volts per volt, and gains of 10 to 10,000 are common. Display sensitivity describes the visible waveform and is expressed as volts per division or volts per centimeter. Smaller numerical values represent increased sensitivity; thus, 1 mV/cm is more sensitive than 10 mV/cm. A graphic display shows a vertical deflection proportional to the voltage, and changing the gain alters the size of the display. A computer displays the digital representation of the analog signals, which maintains the concept of sensitivity at any convenient gain setting for which the amplifier is designed. In most newer systems, the amplifier gain either is fixed or has a few discrete steps, and the display system is changed digitally.









Analog Filters


The stages following the differential input amplify and filter the response signal. Low-cut (low-frequency cutoff) and high-cut (high-frequency cutoff) filters are used to narrow the frequency range of the incoming signal (Fig. 2-2), and thus eliminate that portion of the noise outside the bandpass of the response signal. (Signal processing textbooks generally refer to highpass, lowpass, and bandpass filters for mathematical reasons. A bandpass from 10 to 1,000 Hz has a 10-Hz highpass and a 1,000-Hz lowpass. The designations low-cut and high-cut sidestep this confusing terminology and are used in this chapter.) The signal will also be affected if it has frequency components outside the bandpass; the filters are therefore adjustable to keep most of the signal and reject most of the noise. A component of the noise will always overlap the signal and cannot be reduced without distorting the signal (Fig. 2-3).
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Figure 2-2 Relationship of amplitude to frequency for single-pole filters at 1 Hz and 1 kHz.
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Figure 2-3 A signal (S) with peak energy at 150 Hz and noise (N) with peak energy at 1 kHz are added and then high-cut filtered at 1,000, 200, and 50 Hz. Optimal signal-to-noise ratio is achieved at 200 Hz.




Notch filters provide precise band-reject capability and are tuned for 50- or 60-Hz operation. The “Q” (quality) of a filter is a mathematical measure of its resonance. High-Q filters respond to a narrow but precise range of frequencies. They are used for 50- and 60-Hz notches because signals that are only a few Hertz above or below the notch frequency are passed transparently. Low-Q filters respond to a wide range of frequencies and are used for bandpass applications. Comb filters function like multiple-notch filters, which are tuned to successive harmonics of the mains frequency (Fig. 2-4). Combs remove these harmonics, which make the “buzzing” sound commonly heard from 50- or 60-Hz interference.
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Figure 2-4 Amplitude responses of notch filters and comb filter.




The cutoff frequency of a filter is the frequency at which the output power is half of the input power (–6 dB) or the output voltage is 0.707 times the input voltage (–3 dB). Except for brickwall filters, the output power increases or decreases smoothly with frequency, as shown in Figure 2-2. Changes in frequency are measured in octaves (doubling or halving of the frequency) or decades (increases or decreases tenfold). The simplest filters have a single pole and will roll off, or attenuate, the signal by 6 dB for every doubling of the frequency (6 dB per octave or 10 dB per decade), but they will also cause attenuation and phase shift well away from the −3 dB point, as shown in Table 2-1. (The word pole is an engineering term used in describing transfer functions; one pole represents a single resistance-capacitance [RC] filter.)




Table 2-1 Effect of a 1,000-Hz Single-Pole High-Cut Filter
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To separate noise and signal more effectively, steeper filters are used. Two-pole and four-pole filters are common. Each additional pole adds 6 dB per octave (10 dB per decade) attenuation. These filters are usually more than cascaded one-pole filters, having feedback and feedforward paths. Varying the amount of feedback and feedforward varies the overshoot, phase, rolloff characteristics, and amplitude ringing. Special cases of filters have specific designations, but all are part of a continuum consisting of just a few distinct topologies (Fig. 2-5). Thus, the Butterworth has the flattest passband at the expense of poor rolloff; the Bessel has constant phase delay for all frequencies; the Chebyshev has maximal transition steepness at the expense of passband ripple; the elliptic filter has infinite rolloff with rebound in the stopband; the notch is a special elliptic filter that rebounds back to 0 dB; and a brickwall filter has infinite slope without rebound at the expense of maximum “ringing.” (For analog circuits, anything over 100 dB per decade is a brickwall.) Further discussion of analog filters is provided elsewhere.3
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Figure 2-5 The relationship of amplitude to frequency for six different filter types. RC, resistance-capacitance.











Analog-to-Digital Conversion


Analog-to-digital conversion requires a circuit to “freeze” the signal for a few microseconds, the sample and hold (S/H), and a circuit to convert the amplitude of the “frozen” signal to a digital value, the analog-to-digital converter (ADC). Sometimes these circuits are implemented in one device, and so they will be referred to collectively as the ADC. The ADC is specified by its conversion rate and its resolution (number of bits).









Digital Circuitry


The digital section consists of three major parts: processor, memory, and averager. The processor is the “brain” of the instrument; it coordinates all data flow and interface functions. Processors are classified by the number of bits processed in parallel and by the processing speed. Memory is used for processor instruction storage and for digitized signal storage. The amount of memory is expressed in bytes. The averager adds and scales synchronized signal responses to improve the signal-to-noise ratio and may be implemented by the processor.






Advantages of Digital Circuitry


Operations on digital signals are precise. Adding two analog signals gives a result with a percentage error, and the errors are cumulative. Two digital signals added together will always give precisely the same result. The chip or the components that add two analog signals will shift or drift with time, temperature, humidity, power supply voltage, and other factors. They may require calibration or compensation, and sometimes they cannot be made to work at all. The chip that adds two digital signals always gives exactly the same answer and is insensitive to its environment. Digital systems eliminate analog drift with time and temperature, and eliminate some of the need to recalibrate. Analog component values vary, but digital coefficients are absolute. A capacitor with ± 0.1 percent tolerance in a filter is an exotic part, but a 16-bit digital system has 0.001 percent accuracy, is easy and inexpensive to build, and never changes with time or temperature. Every digital unit is also exactly like every other unit, so fabrication and characterization are simplified. Digital systems can perform functions that are not practical and sometimes not possible with analog systems. Almost all analysis is easier to perform digitally. Processor performance has increased tenfold with each of the last two editions of this book, and the price and power requirements have fallen. There are now few problems or solutions that are not easier, less expensive, and more reliable to solve or implement digitally.









Digital Filters


In most electrodiagnostic instruments, analog filters are used sparingly and have been replaced by digital filters. Digital filters can duplicate analog filters, but they can also create classes of filters not readily implemented from analog components. If implemented correctly, multipole digital filters can be superior to the analog equivalent. Multipole analog filters require components that are subject to temperature and aging variations; these act to “detune” the filter.


Two major types of digital filters are the infinite impulse response (IIR) and the finite impulse response (FIR) filters. In an IIR filter (Fig. 2-6), a portion of the output data is fed back to the input. If the output does not feed back, the filter is nonrecursive and is classified as an FIR filter. The feedback term in an IIR represents the contribution of previous data points to the output. Because only a few terms are needed (two terms for each two poles), efficient filters are realizable. IIRs act much like analog filters. The infinite means that, like an RC network, the output approaches its final value asymptotically.
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Figure 2-6 A two-pole (biquad) infinite impulse response filter uses five coefficients that determine the filter frequency and type, and requires only two intermediate terms.




FIRs (Fig. 2-7) compute each output from weighted portions of a limited number of past, present, and future input data points. Each point used in the computation is called a filter tap, and each tap requires a multiply-and-accumulate operation. If the FIR is symmetric (i.e., uses the same number of taps and matching coefficients into the future as into the past), then there is zero phase shift. Evoked potentials can be smoothed without changing their latency. (Three-point smoothing algorithms are FIRs.) Obviously, the future is never known in the real world, even for the upcoming few milliseconds. An FIR filter avoids this problem by delaying the output for half the number of taps and moving the time reference by the same amount. In a real-time system, all frequencies are delayed by the same amount and only the relative phases have zero shift. This trick has a small price. Steep-skirted filters are accompanied by ringing whenever an edge or impulse occurs; this is called Gibbs’ phenomenon. Because zero has been shifted out in time, half of the ringing occurs before the impulse and can sometimes be seen before the stimulus. The additional peaks created by Gibbs’ phenomenon are artifact, as is their occurrence before the stimulus. Such peaks have been interpreted and presented as new responses previously hidden by the noise or as anticipatory potentials.4
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Figure 2-7 A five-tap finite impulse response filter. Computation of Q0 is delayed until F–2 is loaded. If coefficient C2 equals C–2, and C1 equals C–1, phase shift is eliminated.




Digital filter characteristics, including cutoff frequency and the number of poles, are determined by their coefficients. Adjustable frequencies do not require more resistors, capacitors, and analog switches; they only require changing a set of numbers in the processor and adding computational power. High-cut, low-cut, and notch filters for multiple channels are typically implemented with a single processor.


Fast Fourier transforms (FFT) are a class of algorithms that turn time data into frequency-phase data and vice versa. They are especially convenient for looking at a signal's frequency characteristics and for implementing brickwall or other arbitrary filters. Fast refers to algorithms implementing the Fourier transform by eliminating redundant calculations to speed up computation. A brickwall filter is implemented by performing the FFT, zeroing out all unwanted frequency terms, and then performing an inverse FFT. Brickwall filters show maximum Gibbs’ phenomenon but are maximally effective at reducing noise outside the passband.












Display


A response can be presented visually and audibly. Historically, electromyographic instruments (EMG) used analog oscilloscope displays, where the response signal vertically deflects an electron beam as it sweeps horizontally across the face of a phosphor-coated tube. All modern systems use digital displays, which create pictures by illuminating individual pixels (dots) on a screen to create a picture. Digital displays have inherent persistence supplied by video memory instead of by long-persistence phosphors. Other advantages that oscilloscopes once had can be simulated with clever programming, and the ability to combine waveforms and graphical and textual information on one display has eliminated oscilloscope technology.


Auditory presentation of the response is useful not only in helping to classify a response but also in detecting and identifying noise. Types of interference from power lines, fluorescent lights, cathode ray tube (CRT) displays, biologic artifact such as EMG activity, electrode artifact, and sterilizing ovens are easily identified by their characteristic sounds.









Stimulators






Electrical Stimulators


Stimulation occurs when the voltage across the nerve membrane is decreased enough to initiate depolarization. The nerve has sodium ion pumps that normally maintain a resting potential, and the stimulating current must overwhelm the pumping capability. To do this requires a fairly constant charge per stimulus. The charge is the area under the curve of an amplitude–duration plot, and accounts for intensity, pulse width, and wave shape. The most common wave shape is a square wave because it is easy to generate. Other wave shapes will not change the charge requirements, although wild claims have been made to the contrary. If the charge is introduced very slowly with the use of a low-amplitude, long-duration pulse, the nerve is able to compensate partially for the stimulus and requires more total charge for depolarization. The strength–duration curve shows this relationship, which varies for different tissues.


Several caveats and exceptions are well known. If the nerve is initially hyperpolarized and then depolarized, the total charge required can be reduced. A biphasic stimulus can also be used to achieve zero net charge transfer, which may eliminate electrolysis and possible tissue injury in direct nerve stimulation. In polysynaptic systems (the brain), both inhibition and potentiation are observed with paired pulses, depending on the interstimulus intervals.


Constant, as in constant current, means that the output remains at the specified, adjustable level. Constant-current stimulators have high output impedance and allow the output voltage to change to maintain the desired current. Constant-voltage stimulators have low output impedance and allow the output current to vary to maintain the desired voltage. Other stimulators have finite output impedance and allow both voltage and current to change as the load impedance changes (Fig. 2-8).
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Figure 2-8 Current and voltage outputs of three stimulator types and three loads. Body impedance is similar to load 3, with both resistive and capacitive components. One vertical division represents 10 mA (black line) and 20 volts (lighter line, offset slightly above and to the right).




Constant current has the theoretical advantage that the product of duration and current determines the stimulator's effectiveness. Some authors claim that constant current is less painful, but this is both subjective and sensitive to technique and methodology. Constant-current stimulators will deliver the same current as electrode gel dries out, an advantage for those who do not or cannot check electrodes.


Constant-voltage stimulators will deliver a stimulus to the nerve, even if a small amount of gel or body fluid is shorting the leads. It will charge the body capacitance quickly and then deliver full current, and so it is a more powerful stimulator.


Electrical stimulators produce large voltages that can introduce artifact into the waveform. Some of the artifact occurs if the amplifier saturates and has a long recovery time. In 1980 the authors began turning the amplifiers off during the stimulus to reduce amplifier recovery time. Clamping the stimulator output immediately after the stimulus or putting out a biphasic wave to remove the charge stored by the body, or both, is also useful. If the stimulus is completely isolated, very little current should be common to both stimulator and amplifier. Complete isolation is difficult to obtain; instead, the upgoing voltage on one stimulator electrode and the downgoing voltage on the other are designed to have equal capacitive coupling back to ground to cancel out amplifier-stimulator leakage currents.









Auditory Stimulators


The brainstem auditory evoked potential (BAEP) is generated by acoustic signals between 4 and 8 kHz. A 100-μsec square-wave click has most of its energy in this band. The click is amplitude-controlled between 0 and 130 dB, a range of over 3,000,000 : 1. Careful attention to noise and inadvertent feedthrough is needed for this dynamic range. Headphones capable of faithfully reproducing the electric pulse generate an auditory click. Both magnetic transducers and piezoelectric transducers are used. The magnetic transducers mounted on a headband generate a small electrically coupled artifact at the beginning of the sweep. Piezoelectric transducers are usually placed about a foot away from the ear on a hollow acoustic coupling tube, using spongy inserts to hold the tube in the ear canal and to suppress ambient noise. Because the click takes about 1 msec to traverse the tube, all components of the response are separated from the artifact by 1 msec.









Visual Stimulators


Visual stimulators for eliciting evoked potentials depend on the rapidly changing contrast along the edges of checks to produce a response. Raster scan, plasma and liquid-crystal display (LCD) TV monitors and light-emitting diode (LED) checkerboards are used. The LED checkerboard generators can reverse the on-off pattern almost instantly. The raster scanned displays take from 0 to 16.7 msec to change patterns, related to the time it takes for the beam to sweep the display. This stimulus lag shows up as a smearing and an 8-msec latency shift of the responses compared with the LED responses, Other display technologies have delays that vary by manufacturer and user setup, and require calibration and normal values for the stimulator used. Check size, contrast, intensity, and the subject's visual acuity also affect the response, as discussed in Chapter 22.









Magnetic Stimulators


Magnetic stimulators generate a 1- to 2-Tesla magnetic field in 50 to 100 μsec, which induces a voltage in peripheral nerves or cerebral cortex sufficient to achieve depolarization. The principle is the same as that for a transformer, in which a changing magnetic field induces a voltage around it. The stimulator is the primary of the transformer, and the cortex is the single-turn secondary. The body is almost perfectly transparent to the magnetic field, and so currents can be induced below the skin with minimal or no pain. Magnetic stimulators allow measurement of motor evoked potentials, which are discussed in Chapter 28.












Software


The algorithms used to control the instrument are known as the software. The resources allocated to write the software exceed the effort to design the modern electrodiagnostic instrument. To partition the design effort, most systems have multiple processors, each of which controls a portion of the system. The various stimulators and the amplifier may each have a dedicated processor and associated software or firmware. The software may reside in various formats in an instrument. Software that is programmed into nonvolatile memory is called firmware. Software resides on hard disk or CD-ROM and is loaded into system memory during initialization. The design and reliability of the software have a large influence on the utility of an instrument.


As EMG instruments, and especially the reports and data they generate, become less stand-alone and more integrated into electronic records and connected computer systems, software design becomes more demanding. The user interface becomes more critical; it must appear simple and intuitive when, in fact, increased effort is needed to make it more intuitive. The underlying software components have to be cleanly partitioned so that maintenance and testing of the hardware, acquisition, and user interface can be verified. Awareness of and adherence to software standards allow other systems to access, utilize, and display the results, and may allow collaboration in ways that proprietary solutions preclude.












Factors that reduce signal fidelity






Noise


Physiologic signals are mixed with noise. Low-level signals of all sorts are plagued with noise, and it is noise that limits the resolution and precision of the signal measurement. Noise usually refers to white noise, but several other types of noise, with multiple sources and varied solutions, are worth considering. Advances in technology have also introduced new noise sources.






White Noise


Random noise or white noise sounds like a harsh “shhhhhh.” It is generated by processes that are statistical in nature, and has uniform energy in all frequency bands (energy per band = constant). A 10 k-ohm resistor at room temperature generates about 0.3 μV of white noise across its leads just lying on a bench. This thermal noise, generated by agitated electrons, places an absolute lower limit on amplifier quietness unless the system is cooled to absolute zero or unless the input impedance is reduced to zero. Passing a current through the resistor creates additional pink noise (energy per band = 1/frequency), which has a more musical “shhhhh” sound. Because cooling (of patients) is not practical, skin preparation and conductive gel are required to decrease impedance, and high-impedance amplifiers are necessary for decreasing current flow. The preamplifier has additional noise determined by engineering choices, and generally cannot be improved easily. The electroencephalogram (EEG) is nearly random noise (in evoked potential studies), as is weak background EMG activity; these are usually the dominant sources of white noise.









Impulse Noise


Impulse noise sounds like a “pop,” “crack,” or “click” and includes transistor “popcorn” noise, static discharge, EMG artifact, artifact from metal dental fillings touching intermittently, and electrode movement. Impulse noise, as used here, is present for a short time in only one epoch, unlike random noise, which is present uniformly throughout each epoch.









Mains Noise


Mains 50- or 60-Hz interference (assumed 60 Hz in this discussion) produces a continuous audible buzz if harmonics are present, but it is inaudible or barely audible otherwise. It is induced by magnetic induction and by capacitive coupling. Harmonics are present when iron-core transformers, dimmers, and fluorescent lights are nearby. The energy is all at 60 Hz, 120 Hz, 180 Hz, and so forth, and is usually biggest in the odd harmonics (e.g., 180 Hz, 300 Hz); the energy in high-order harmonics drops rapidly.









In-Band Noise Source


Cellular telephones, high-efficiency fluorescent lights, switching power supplies for laptops, and blood pressure cuffs with digital readouts are examples of the profusion of noise sources. Regulatory mandates to control such sources are growing in response to the awareness of their adverse effect on sensitive measurements. Most of these emit electrical noise in the 1,000- to 100,000-Hz range, which either steps on the signal of interest or is poorly rejected by the amplifier. Awareness and avoidance are essential.









Synchronous Noise


Synchronous noise is time-locked with stimulation and averaging. It can be generated by numerous sources:



1. The instrument processor generating the stimulus executes the same instruction sequence and may radiate a characteristic burst of energy.



2. The timer used to generate the stimulus rate may radiate electrical noise.



3. Electrical stimulator recovery may have an abrupt turnoff after many milliseconds.



4. The power supply may be modulated by the slightly increased power demands during stimulation.



5. Headphones with a low-frequency resonance may ring down for several milliseconds.



6. The patient may blink or track the target used to elicit visual evoked potentials (VEPs), thereby introducing electroretinogram (ERG) signals.









Signal-to-Noise Ratio (SNR)


The relative size of the signal to the noise determines how well the signal can be visualized or even detected. The evoked potential signal present in any one epoch is 1 to 100 times smaller than the background noise. The electrodiagnostic equipment must obtain an SNR that is better than 3 : 1 for reproducible testing. Figure 2-9 is a graphic presentation of SNR values.
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Figure 2-9 Signal, noise, and signal plus noise with signal-to-noise ratios of 1:3, 1:1, 3:1, and 10:1.




SNR is expressed as an integer ratio or in dB:
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or
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Decibel notation is convenient because both large ratios (e.g., 100,000 : 1 = 100 dB) and small ratios (e.g., 0.25:1 = –12 dB) are easily represented, and because gain calculations use addition instead of multiplication (e.g., the product of a gain of 5 and a gain of 15 is a gain of 75, which is the same as 14 dB + 23.5 dB = 37.5 dB). The slope of analog filters is constant when plotted on a log-log scale, and the slope is then numerically the rolloff in dB per decade. Decibels are a relative scale given in logarithmic values. The reference (denominator of the ratio) must be specified for the decibel notation to be useful. For filters and amplifiers or attenuators, the reference is the input voltage. For SNR, the reference is the noise voltage. The audiometric reference uses an absolute pressure value of 0.0002 dyne/cm2 to define 0 dB SPL (sound pressure level).


Most noise in electrodiagnostic instruments originates at the amplifier input and is measured at the output. Noise measurements are specified “referred to the input” by taking the noise on the display and dividing by the gain to get an equivalent noise at the amplifier jacks. Amplifier noise is measured with the inputs shorted (there will be additional noise with a patient connected) and is usually specified in μV RMS. The average or root-mean-square (RMS) noise relates to the heating capability of the signal. It has convenient mathematical properties and can be measured with an RMS voltmeter, but the heating capability is not intuitive on inspection. White noise has a gaussian distribution, and so a few large spikes will appear above a surface of more average spikes. Peak-to-peak noise voltage is seen directly on the display. To estimate peak-to-peak noise, exclude the largest single excursion in each direction to eliminate the right-sided tail of the gaussian curve (Fig. 2-10). To convert from peak-to-peak to RMS, multiply by 0.14 for white noise and by 0.35 for sine waves.
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Figure 2-10 Peak-to-peak noise measurement uses the typical largest peaks found by excluding the single largest upgoing and downgoing peak.




Amplifier noise should be measured periodically or when problems are suspected. Static discharge (even without visible or sensible sparks) can damage sensitive input transistors, which have no input protection, decreasing the input impedance and adding enormous amounts of noise. The measurement is performed by running an average with inputs shorted. Set gains to 10 μV per division (settings vary by system, but use the same settings each time and save a copy of the results for future reference); filters 10 to 3 k; scale × 100; average count to 1,000 trials; and measure the peak-to-peak voltage. Channels with more than twice as much noise as the others are suspect.












Filters


Fidelity means that the observed signal is the same as the originating signal. Fidelity requires that the bandwidth of the system be adequately wide, that amplitude is scaled linearly, and that phase relationships of the component sine waves are preserved. Filters can reduce fidelity, but in most cases fidelity has less value than good SNR. Moreover, the originating signal cannot be determined precisely unless excellent SNRs are obtainable. It is important to understand the results of intended or incidental distortion. Signals that are smoother have fewer high-frequency components and distort less (e.g., VEPs). Square waves and signals with fast rising and falling edges have the largest high-frequency components and distort more easily (e.g., potentials recorded by the needle EMG).


Increasing the low-cut filters stabilizes the baseline, but it also removes low-frequency signals and adds a phase to the trailing edge of the signal (Fig. 2-11). Two-pole and higher-order low-cuts can add an additional small trailing phase. Digital low-cut filters can add a phase to the leading edge of the signal.
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Figure 2-11 A frequency limited impulse is low-cut filtered at six different frequencies, showing undershoot and later an overshoot. The gain of the bottom waveform has been increased tenfold.




Decreasing the high-cut filter frequency reduces white noise and results in smoother waves. Single-pole high-cuts round the edges of fast signals but do not add overshoot. Most filters of two or more poles cause overshoot and undershoot, creating what appears to be an additional phase (Fig. 2-12). Digital high-cut filters can do worse, adding lightly damped ripple both preceding and following the edges (Fig. 2-13). Digital high-cuts can be made to act exactly like analog filters, but the steeper skirts available digitally allow better noise control, especially for evoked potential studies.
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Figure 2-12 A square-wave input is high-cut filtered at six different frequencies, showing increasing rounding of the leading and trailing edges.
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Figure 2-13 A 3-msec square wave is filtered at four different frequencies by a brickwall zero phase-shift digital filter. The amplitude of the overshoot is constant for all four settings.




Filters are a special source of synchronous noise. Steeply skirted filters and notch filters are resonant circuits that feed forward a signal equal in amplitude but opposite in phase to the noise presumed present. If the skirts or notch are in the signal passband, the resonance will create ringing artifact (Fig. 2-14). Large shock artifact, motor nerve conduction responses, and the expected responses of evoked potentials all can cause this ringing. Digital filters, as explained before, can cause ringing that precedes the response. VEPs and the compound muscle action potential have peak energy centered at about 60 Hz and are grossly distorted by 50- or 60-Hz notch filters. All filters tend to smear sharp pulses and can obscure the signal.
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Figure 2-14 An 8-msec frequency limited impulse has peak energy between 25 and 60 Hz, as shown by its frequency analysis. When the 60-Hz notch is turned on, the impulse is grossly distorted.











Saturation


Saturation is inherent in all systems when the output signal nears the power supply voltage. The incremental gain is then near zero, and further input causes no change in the output. If the amplifier gain is turned up, large noise-spikes will be clipped sooner, reducing the noise contribution. However, sometimes allowing the amplifier or filters to block can generate long, exponentially decaying artifact after the overvoltage as the amplifier comes back to life. Large power-supply currents and voltage changes can also couple into other circuits. By designing a voltage clamp, instead of waiting for saturation to occur, large-amplitude noise can be removed with immediate recovery after the spike. Clamping can be implemented with analog or digital circuits.









Aliasing


Analog signals are continuous in time and amplitude. They are digitized by taking samples at intervals and recording a numerical value for each sample. Sampling is usually done at regular intervals. Events occurring between samples are lost. If the sampling rate is too slow for a rapidly changing event that covers multiple data points, the event is grossly distorted and reappears at a different frequency: this is called aliasing. Aliasing appears on television when wagon wheels that are moving rapidly forward appear to be moving slowly backward. Limiting the frequency range of the signal limits the allowable complexity of an event. Sampling the frequency-limited event at twice the maximum signal frequency (known as the Nyquist sampling rate) just barely captures the event without aliasing. If a blip does occur between samples, it must have high-frequency components and the assumption about the maximum signal frequency is untrue (Fig. 2-15). White noise and other noise often have high frequencies. After sampling, noise frequency components above the half-Nyquist rate will reappear below the half-Nyquist rate and will be added back in as increased noise at a lower frequency. If averaging is used, the new noise will average out as described earlier, although the noise can still be excessive. In EEG, EMG, and nerve conduction studies that do not use averaging, the high-frequency noise appears as increased signal noise. Mains interference has continuous sinusoidal components that alias as new sinusoidal components at a lower frequency, possibly in the delta, theta, alpha, or beta bands of the EEG signal, causing confusion or misinterpretation. EMG artifact is several times worse in an EEG record without adequate antialiasing.
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Figure 2-15 Effect of sampling on various signals. In Section 1, the pointer shows that the output is missing one serration present on the input electromyographic signal. Section 2 is adequately sampled (9 times the signal frequency). Section 3 is marginally sampled (4×). Section 4 is inadequately sampled (2×). Section 5 is aliased, and the output frequency is less than the input frequency.




To avoid aliasing, either the higher frequencies must be removed with analog filters prior to sampling or the sampling rate must be increased. Practical systems use sampling rates well above the Nyquist rate, usually 3 to 10 times higher than needed (i.e., 6 to 20 times the highest signal frequency). The higher sampling rate eases analog antialiasing filter requirements, and it makes waveform reconstruction possible with the use of a straight-line segment to connect the samples.









Quantization


Each analog sample is converted to a number by the ADC. The precision of that number determines how accurately it represents the original analog value. Whatever precision is chosen, the leftover is rounded up or down and the difference is called the quantizing error. The bit length of a word can be picked by choosing an acceptable quantizing error. One decimal place of precision equals 3.3 digital bits. If 1 percent accuracy is needed, the product of 2 decimal places and 3.3 (i.e., 6.6 or 7 bits) is used. Accuracy of 0.1 percent requires 10 bits, and so on. Nonlinearity, nonmonotonicity, and other ADC errors further decrease the digitizing accuracy.


As in the decimal system, where the rightmost digit is the least significant digit, the rightmost bit is the least significant bit (lsb) in the binary system. The term lsb as a percentage of full-scale error is used to describe the noise characteristics of the system. The quantization error is, by definition, one-half lsb for an ideal ADC. For example, an 8-bit ADC has 0.4 percent resolution (i.e., 1 part in 256), and the largest quantizing error would be ± 0.2 percent. Quantization error is a problem if the data are too “grainy” for the application because such error is a noise source. Quantization is also a problem when a small difference between two large digitized values is computed. This may occur internally as an intermediate step in a computation for digital filters, FFTs, and other algorithms. If quantization error is minimal and the data are sampled at an adequate rate, the analog and digital representations of the signal are equally valid. Further information is available elsewhere.4









Instrument Malfunction






Calibration


Modern electrodiagnostic instruments typically do not have any user-adjustable calibration controls. If the instrument requires some sort of calibration, the calibration is performed internally, usually at power-up. The operator's manual should be consulted for any user-initiated calibration requirements.


Most electrophysiologic systems have built-in signal generators that help to verify basic operation. More advanced systems have software-controllable signal generators and amplifier settings to allow automatic verification of all gain, filter, and montage setups. Other verification functions may include self-test of random access memory (RAM), read-only memory (ROM), and communication links. Overall system performance becomes more difficult to ascertain as the amount of data manipulation increases. System verification must be performed on a regular basis. Such verification requires that prerecorded input data are processed correctly and that all gains and filter settings are correct.









Bad Electrodes


Broken and damaged electrodes are one of the most common causes of poor responses. Electrodes are subject to repeated twisting, bending, and pulling, as well as to chemical attack from solvents and conductive gels. Broken or intermittent contact of the electrode wire can cause anything from loss of signal to increased noise. Intermittent contact caused by a wire broken inside the insulation is difficult to detect. Using pre-gelled disposable electrodes after the expiration date may result in excessive impedance. Using disposable electrodes or replacing electrodes on a regular basis will help to prevent electrode problems.









Damaged Acoustic Transducers


It is difficult to tell whether the audible click of an auditory stimulator has the needed 4 to 8 kHz components. A good telephone connection, for example, has no frequencies above 2,700 Hz, and the loss of higher frequencies is hardly detectable. Headphones that are used at high stimulus intensities will degrade rapidly, producing subsequent BAEPs of poor quality.















Signal-enhancing techniques






Common Mode Rejection Ratio


Signals of interest may be as small as 0.1 μV, and the ambient noise at 60 Hz may be a full volt (–120 dB SNR) or more. Averaging will add only 30 dB to the SNR, so a lot of help is needed to obtain a good response. The amplifier is responsible for most of the noise control. The 60-Hz noise is common to both active and reference inputs, and is called a common mode voltage (CMV). By subtracting reference from active, the CMV will disappear. Any “signal” common to both active and reference inputs will also disappear (Fig. 2-16). The efficacy of the differential amplifier at rejecting common mode signals is the common mode rejection ratio (CMRR) and is typically between 10,000:1 and 100,000:1 (80 to 100 dB).
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Figure 2-16 A differential amplifier with a common mode rejection ratio of 10:1 will reduce the output 60-Hz signal by the same ratio. Any difference between active and reference inputs is amplified.




The high CMRR of an amplifier is produced by subtracting two extremely similar signals. Any signal mismatch between active and reference inputs causes a difference-error that decreases CMRR. One such mismatch results from unequal electrode impedance. Because the amplifier has finite input impedance, any mismatch in patient electrode impedance will produce different voltages at each input. In 1970, a typical 1-Mohm impedance amplifier required electrode matching within 1 k ohm to achieve 60 dB of CMRR. Modern (FET and MOSFET) amplifiers have typical inputs of 5 picofarad capacitance in parallel with 109 to 1012 ohms resistance, which gives about 5 × 108 ohms impedance at 60 Hz. The new CMRR computation, assuming 10 k ohms electrode impedance mismatch, is 100 dB. Thus, impedance mismatch is a smaller factor in determining actual CMRR for the modern instrument.


CMRR drops rapidly with increasing frequency and will not effectively remove 15-kHz TV noise, AM radio stations, or similar signals. (Radio frequency filters and appropriate high-cut filters are used instead.) CMRR is usually specified with inputs shorted and at a frequency of 50 or 60 Hz.


An amplifier CMRR above 100 dB does not necessarily improve the rejection of 50- or 60-Hz interference. This is because of the presence of induced currents flowing in the body. Microamp currents are induced by the body's capacitance to noise sources and to earth. The current flowing through the body results in a differential voltage between two spatially separated electrodes that the amplifier will not reject.









Grounding






Patient Grounding


By tying the body to earth ground, the 50- or 60-Hz mains interference can be reduced by 10 to 100 times. Earth ground is not a reference for each of the differential amplifiers; rather, it is used to drain off the excess common mode voltage. The voltage induced on the body is capacitively coupled. It is induced by coupling between the exposed area of the body; the dielectric of free space; and the area of wire, lamp, or whatever equipment has large noise voltages. Ground forms a low (1 to 100 k ohm) impedance shunt for these signals. Tying the body to earth is a potential safety hazard to the patient and is not recommended as a means of reducing common mode interference. Modern equipment connects the patient to an isolated ground, instead of to earth ground, to eliminate the potential safety hazard when earth ground is utilized.









Instrument Grounding


The chassis of the electrophysiologic instrument is connected to earth ground by a ground wire in the power cord. If the electrical outlet ground lead is not connected, if the building has a poor connection to earth ground, or if the ground line is broken along its path from instrument to earth, a high-impedance connection results. Instrument noise will be excessive and noise generated by other devices will be carried back to the instrument and will couple into the pickup electrodes. A dedicated ground wire from the power receptacle to earth is an optimal solution. Figure 2-17 shows the building ground, equipment ground, and potential leakage pathways of concern to the neurophysiologist.
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Figure 2-17 Grounding techniques and leakage current pathways. Leakage current is generated by the mains voltage (1) applied across the inherent capacitance of the line cord and power supply (4). If the ground lead is intact, the leakage current returns to ground by that route (3). If the ground is faulty, current can flow through the operator if one hand (5) contacts the instrument and another touches a sink, radiator, or other grounded equipment (6). The amplifier is secondarily isolated but still has a certain unavoidable capacitance across the isolation. A smaller leakage current (7) can flow through this capacitance and through the patient to earth ground (8) or through other attached equipment (9), especially if the other equipment is nonisolated. If line and neutral at the outlet or power cord are reversed (2), the leakage usually increases but must still be within agency specifications. Transcardiac current and possible fibrillation dictate the maximum leakage currents allowed.














Isolation


Another method of reducing the effect of common mode voltage (which complements high CMRR and balanced electrode impedances) is to float the amplifier from ground and connect it solely to the patient. High isolation is now mandated for safety reasons. The amplifier circuitry will electrically ride the common mode voltage on the body. This is comparable to a fishing bobber in the ocean, which rises and falls with the waves. The measurement used to describe the rejection of common mode noise is the isolation mode rejection ratio (IMRR) and is typically above 100 dB. Isolation requires coupling the power, the signals, and the control lines across a very low capacitance barrier. Transformers, optocouplers, and capacitive couplers using frequency modulation, pulse width modulation, or linear modulation techniques are typically used. Isolation also increases patient safety because fault currents cannot flow through the amplifier and the patient.


An IMRR of 120 dB means that a 1-volt signal should be reduced to 1 μV. Measured values would probably be 10 or more times higher. The ground electrode impedance forms a voltage divider with the amplifier's capacitive coupling to earth ground, so the amplifier does not exactly float with the common mode voltage. (The fishing bobber sinks a little.) Also, small currents that flow through the body generate voltage drops (the product of current and resistance). The resulting voltage is a differential signal, not a common mode signal, and is amplified instead of rejected (Fig. 2-18). Induced currents from magnetic fields also produce differential signals. As a result, a specified IMRR above 100 dB produces little or no improvement in rejecting 60-Hz noise. CMRR and IMRR have the same units and the same effect, but describe different processes.
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Figure 2-18 Capacitive coupling causes small induced currents to flow through the body. The current creates a voltage drop between the electrodes, which is a differential signal. Increased isolation mode rejection ratio and common mode rejection ratio have no effect on this residual 60-Hz interference.











Interference Reduction


Interference from external noise sources couples to the patient and electrode wires by magnetic induction and capacitive coupling. The best remedy for the interference problem is to remove the noise source or to move the instrument to a different location. Some of the more common noise waveforms are shown in Figure 2-19.
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Figure 2-19 Electrical artifact arising from five types of sources is shown. Sinusoidal 60-Hz activity is generated by incandescent bulbs, heaters, and ungrounded equipment. Fluorescent lights and some electrical motors generate characteristic artifact at exact 16.6-msec intervals. The cathode ray tube (CRT) vertical retrace may be close to 50 or 60 Hz or may range from 40 to 75 Hz. The CRT horizontal retrace is aliased, appearing as shown, but may have other envelopes.




If the source of noise cannot be removed, other measures can be taken to minimize the interference. Twisting active and reference electrode wires together minimizes the loop area. The larger the loop area, the more interference is “caught.” Shielding the electrode wires with a continuous metal foil will also reduce external pickup. The shield must be tied to the amplifier's ground to be effective. Placing amplifiers on the electrodes optimally reduces loop area and can sometimes improve noise performance.


Interference reduction is especially difficult during intraoperative monitoring (IOM) because of the proximity of noise-generating devices and the use of long electrode wires. In some cases, techniques such as twisting and conventional shielding may not eliminate the noise. The authors have developed a shielding method effective in the operating room that utilizes a ferrous metal shield material.5









Nonlinear Filtering


Nonlinear filters can improve SNR by selectively attenuating data that are likely to be noise. Slew-rate limiting eliminates large fast transients. The slew-rate is how fast the output signal is allowed to change, and is expressed in volts per second. For small signals, slew-rate limiting has no effect. For large signals (which are mostly noise), it limits the output excursion, decreasing the amount of signal passed. Sometimes a small signal is riding on a large signal. Slew-rate limiting flattens the leading and trailing edges of the noise, creating triangles on the screen. A small signal on the side of the triangle is squashed and lost, and so the averaged value will be smaller. High slew-rates are not especially useful, and low slew-rates distort the signal excessively. For evoked potential studies, 20 to 50 μV per msec is reasonable.









Averaging


Averaging is the most useful technique for improving the SNR. Averaging is performed by adding successive traces and dividing the result by the number (n) of samples. If the noise is unrelated to the signal, the SNR will be improved in proportion to the square root of the number of trials [image: image], independent of the noise spectrum (Table 2-2). The buried signal is often assumed to have the same size and shape on each sweep. This assumption is good for monosynaptic or oligosynaptic responses and becomes less valid for polysynaptic cortical potentials, whose average is the average of numerous different responses.


Table 2-2 Effects of Averaging with 10-mV Root-Mean-Square Noise Present in the Signal






	Number of Averages

	Noise (μV)

	Time to Average at 3 Hz






	1

	10

	NA






	10

	3

	3 sec






	1,000

	0.3

	5 min






	10,000

	0.1

	1 hr







Each trace is added to the preceding traces, and the result is divided by the total number. The signal value increases with the number of trials because the response in each trace is assumed to be in-phase and, when normalized by “n,” remains constant. The noise component is variable in phase and amplitude; each point is independent of the preceding points. Large positive values tend to cancel with large negative values, medium with medium, small with small. The total increases by the square root of the number of trials but, when normalized by “n,” tends to zero at the rate of 1/[image: image].
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Reject


Impulse noise can be considered a single event that is unrelated to the stimulus. Because the event is not present, except in one sweep, it averages out faster than random noise and tends to zero at the rate of 1/n. However, most impulses are huge compared with the signal, and so even 1/n is not good enough. A better solution is to delete sweeps that have large artifacts. A voltage-sensitive trigger detects these large-amplitude impulses and inhibits the averager for that sweep. The stimulus artifact can also trigger the reject circuitry, and so rejects are implemented to ignore the stimulus artifact. By selecting the reject level and delay appropriately, the troublesome impulses are effectively controlled. Electrocautery can generate huge artifacts that affect multiple sweeps, and another version of artifact rejection is to stop the averager for a short period after any rejected signal.









Stimulus Rate


The choice of stimulus rate affects the averaging process. Mains interference is neither random nor unrelated to a fixed stimulus rate. The 60-Hz artifact can be made random (relative to the stimulus) by using a random stimulus rate.


In evoked potential studies, a stimulus rate that is an exact submultiple of 60 Hz (e.g., 2.00 or 3.00 Hz) becomes synchronous with mains noise, and the 60-Hz noise is averaged in instead of out. For nerve conduction studies, only a single unaveraged sweep is desired, but several sequential stimuli are applied until the desired response is obtained. Having an exact submultiple then makes the 60-Hz activity in the baseline appear to stand still, and small responses are easier to identify. EMG that is made synchronous with the 60-Hz noise is easier to look at for the same reason. Common EMG sweep speeds for EMG are 100 msec and 200 msec, and both are exactly synchronous at 50 or 60 Hz.


When averaging is performed for a specified number of sweeps, there are stimulus rates whose 60-Hz average is null, and other rates where the mains noise is additive. Selecting the exact stimulus rate within a fraction of a percent will optimize the noise reduction. Reduction is generally better than 1/[image: image], and changes in noise can be striking with small changes in stimulus rate. Variations in stimulus rate, variations in the actual mains frequency, any rejected waveforms, and variations in noise level from sweep to sweep may prevent the complete elimination of the mains as a noise source.


If the stimulus can be made to fire randomly between desired limits (e.g., 2.5 to 3.5), the mains noise will be uncorrelated and will reduce at about 1/[image: image]. Random stimulus rates are very effective at reducing noise in an averaged response when the noise is caused by multiple uncorrelated sources.


Synchronous noise cannot be averaged out. Placing the electrodes and ground in saline or water and averaging may reveal noise sources creating nonphysiologic responses. Solutions include eliminating the noise source (if possible), making it asynchronous by adding jitter to the source, or subtracting the noise from the signal. Of these, the last solution works well only if the average of the noise is repeatable. The extracted noise reference will inevitably have additional white noise, which will then add back into the signal when the synchronous noise is subtracted. Subtracting such noise templates may create new and more interesting problems.















Safety


A patient connected to an electrodiagnostic instrument is potentially at risk for excessive electric current if special precautions are not taken. Normally the skin's high impedance (100 k ohms) offers some protection from electric shock; however, electrodes applied to abraded skin with conductive gel can lower the impedance to below 1,000 ohms. There are two major sources of shock hazard: (1) leakage current and (2) dielectric breakdown. Leakage current may potentially flow from the instrument itself or from another source connected to the patient. In the operating room, a patient connected to a variety of other monitoring and life-support instruments could conduct leakage current if any of the instruments fails. Dielectric breakdown (an electric arc through or around the insulation) usually requires thousands of volts. Two sources are large transients on the mains (e.g., from a lightning strike) and intentional cardiac defibrillation. The primary safety concerns are unintentional cardiac arrest or fibrillation and burns.


Regulatory agencies have created standards for safety. Medical equipment has its own safety standards, and they give substantial assurance that inadvertent injury to the patient or operator, especially because of electrical leakage, is unlikely, even with improper grounding or multi-instrument configurations. Most countries have a national agency or agencies that specify or create the safety standards as dictated by national law. States and municipalities may also have special requirements, as may hospital accreditation bodies. Even individual hospitals may have their own safety requirements. Fortunately, most agencies have harmonized their requirements to conform to the International Electrotechnical Commission (IEC) standards. IEC601 is the standard applied to medical equipment. The IEC601 standard is a substantial collection of requirements for medical equipment, including electrical and mechanical safety, electromagnetic radiation, electromagnetic susceptibility, software design, and equipment accuracy. The standard also stipulates specific requirements for EMG/evoked potential and EEG equipment.






Electrical and Mechanical Safety


The maximum allowable leakage current varies with the type of medical instrument. The maximum leakage current for patient-connected parts is chosen to give a safety margin by a factor of 10, assuming that a conductive line from ground to the sinoatrial node has been inserted. The IEC601 standard has three different values based on three different classifications: (1) type B (nonisolated); (2) type BF (isolated); and (3) type CF (ultra-isolated for direct cardiac contact). Loss of earth ground to the instrument is considered a possible fault condition, and the safety standards limit the leakage current that could possibly flow from the instrument through the operator or patient to earth ground.


The safety standards also deal with a variety of other possible hazards, including flammability of the instrument, maximal temperatures, mechanical stability and strength, and warning labels. The protection of the patient from inadvertent stimuli during power-up and power-down and from an instrument malfunction is also considered. The standards require that exposed metal be connected to earth ground via the power cord to prevent inadvertent coupling from electrical sources inside the system (e.g., a broken wire) to the patient or operator.









Electromagnetic Interference and Susceptibility


The proliferation of electrical devices leads to an increase in the possibility that the electromagnetic radiation produced by these devices may interfere with electrodiagnostic studies. The potential for interference depends on factors such as the distance from the interference source; carrier frequency, modulation frequency, and strength of the electromagnetic radiation; electrode wire orientation; electrode impedance; and the design of the amplifier input circuitry. The majority of electrical devices are regulated to produce low electromagnetic radiation in certain frequency bands. However, some devices (e.g., electrosurgical units and portable communication devices) are allowed to radiate significant radio frequency energy.


Because electrodiagnostic instruments are used increasingly as monitors in the operating room, the ability of the instrument to continue to operate correctly after being subjected to severe conditions becomes important. The amplifier or stimulator inputs should survive static discharges of 8,000 to 12,000 volts. A static discharge to any part of the instrument should not cause the instrument to malfunction. Electromagnetic radiation must not couple to the instrument's internal circuitry and cause disruption or cause the system to display a signal that is indistinguishable from physiologic data. A large transient on the input power must also not cause any disruption.









Misuse of Equipment


Despite all the safety standards, instrumentation safety and the interpretation of results can still be compromised by operator misuse. During stimulation, electrical stimulators must generate large currents to depolarize the nerves. Normally, the current is confined to a small volume close to the electrodes. However, attaching stimulator leads across the chest or between contralateral sites across the chest (e.g., to both median nerves) creates a pathway that includes the heart. This is often done inadvertently, as shown in Figure 2-20.
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Figure 2-20 Use of one stimulator for both median nerves allows transcardiac current to flow.




Electrical stimulators can cause burns if the power dissipation, as determined by the pulse width, current, and repetition rate, is too great or is applied for too long. Other hazards include possible chemical injury from metal ion transport similar to iontophoresis, which is used to carry beneficial drugs across the skin. Overabraded skin may develop scar tissue. Connecting two electrical stimulators in parallel by jumpering them together may not work because the outputs of stimulators are commonly clamped to decrease shock artifact. The clamped stimulator will then short the active stimulator, and no current will flow in the patient. The screen display will appear normal if a constant-current stimulator is used. Auditory stimulators can also cause hearing damage if high stimulus intensities are employed for extended durations. The equipment operator's manual is an important source for learning of the limitations and safe use of the instrument.












Concluding comments


Accurate and reliable electrophysiologic recordings require an understanding of the principles and pitfalls of the technology used. A knowledge of the characteristics of the equipment allows the user to eliminate or avoid problems and to obtain technically superior results. Equipment will change and technology advances, but principles remain the same.
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The electroencephalogram (EEG) represents the electrical activity of the brain as recorded from electrodes placed on the scalp. Many clinical neurologists and neurosurgeons do not fully appreciate the potential value or the limitations of electroencephalography, and this lack of information is reflected in the manner in which they use this technique in clinical practice. On the one hand, patients are often referred indiscriminately for study with little, if any, information provided about their clinical background. On the other hand, patients for whom electroencephalography might be expected to provide clinically useful information are not investigated by this means at all.


Electroencephalography is most useful in the investigation and management of patients with epilepsy. The presence of “epileptiform” activity (p. 49) in the EEG of a patient with suspected epilepsy does not establish the diagnosis beyond doubt because similar activity may occasionally be found in patients who have never had a seizure. It is, however, one more factor that must be taken into account when patients are evaluated clinically. In patients with behavioral or other disturbances that could be epileptic in nature, but about which there is some uncertainty, the presence of such activity increases considerably the likelihood that the attacks are indeed epileptic. In patients with an established seizure disorder, the EEG findings may help to classify the disorder, identify a focal or lateralized epileptogenic source, indicate the most appropriate medication that should be prescribed, provide a guide to prognosis, and follow the course of the disorder.


Electroencephalography also provides a noninvasive means of localizing structural abnormalities, such as brain tumors. Localization is generally by an indirect means, however, depending on the production of abnormalities by viable brain in the area of the lesion. Moreover, it is sometimes disappointingly inaccurate, and the findings themselves provide no reliable indication of the type of underlying pathology. In this context, it is hardly surprising that advances in neuroimaging techniques for the detection of structural abnormalities in the brain—in particular, by the development of computed tomography (CT) scanning and magnetic resonance imaging (MRI) —have led to a reduction in this use of electroencephalography as a screening procedure. Nevertheless, the EEG reflects the function of the brain and is therefore a complement, rather than an inconsequential alternative, to these newer procedures.


The third major use of electroencephalography is in the investigation of patients with certain neurologic disorders that produce characteristic EEG abnormalities which, although nonspecific, help to suggest, establish, or support the diagnosis. These abnormalities are exemplified well by the repetitive slow-wave complexes sometimes seen in herpes simplex encephalitis, which should suggest this diagnosis if the complexes are found in patients with an acute cerebral illness. The electrical findings are best regarded as one more physical sign, however, and as such should be evaluated in conjunction with the other clinical and laboratory data. A further use of electroencephalography—one that may increase in importance with the development of quantitative techniques for assessing the data that are obtained—is in the screening or monitoring of patients with metabolic disorders, because it provides an objective measure of the improvement or deterioration that may precede any change in the clinical state of the patient.


Electroencephalography is also an important means of evaluating patients with a change in mental status or an altered level of consciousness. Continuous EEG monitoring provides dynamic information that allows for the early detection of functional changes and may thereby improve clinical outcome. This is especially useful when the clinical examination is limited or in patients at particular risk of deterioration, as after head injury or subarachnoid hemorrhage. Technical advances have made long-term monitoring practical, but review of the raw EEG traces remains important in ensuring the validity of any conclusions.1 Finally, the EEG is used for studying natural sleep and its disorders, and as help in the determination of brain death. Further comment on these aspects is deferred to Chapters 33 and 35, and the clinical utility of the EEG in the investigation of infants and children is considered separately in Chapter 4.


The EEG is now recorded with simultaneous functional MRI (fMRI) in various research contexts. The approach was originally developed to improve the localization of the generators of certain EEG abnormalities in epilepsy by mapping their hemodynamic correlates, but has developed into a sophisticated investigative tool.2


In describing the EEG findings in various seizure disorders, the revised terminology for the organization of seizures and epilepsies proposed by the International League Against Epilepsy has been adopted,3 but the older terms are retained in parentheses for the convenience of readers.






Practical considerations






Recording Arrangements


The EEG is recorded from metal electrodes placed on the scalp. The electrodes are coated with a conductive paste, then applied to the scalp and held in place by adhesives, suction, or pressure from caps or headbands. Alternatively, needle electrodes can be inserted directly into the scalp. The placement of recording electrodes is generally based on the international 10–20 system, in which the placement of electrodes is determined by measurements from four standard positions on the head: the nasion, inion, and right and left preauricular points (Fig. 3-1). When this system is used, most electrodes are about 5 to 7 cm from the adjacent electrodes, in an adult. If closer spacing is required (e.g., to define the site of an epileptogenic focus), electrodes can be placed in intermediate positions. The potential differences between electrodes are amplified and then recorded on continuously moving paper by a number of pen-writers or displayed on an oscilloscope screen. Relatively inexpensive digital systems are now widely available commercially, and these have many advantages over the older analog systems. They permit reconstruction of the EEG with any desired derivation or format and also permit data manipulation for added analysis. They also facilitate access to any desired portion of the record and obviate storage problems. Further discussion of such systems is provided in Chapter 8.
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Figure 3-1 The International 10–20 system of electrode placement. A, earlobe; C, central; F, frontal; Fp, frontal polar; P, parietal; Pg, nasopharyngeal; T, temporal; O, occipital. Right-sided placements are indicated by even numbers, left-sided placements by odd numbers, and midline placements by z.




Electrodes are connected with amplifiers in predetermined patterns, or montages, to permit the electrical activity of various areas to be recorded in sequence. The recording arrangements can be varied, or the EEG can be reconstructed after digital recording, so that the potential difference is measured either between pairs of scalp electrodes (bipolar derivation) or between individual electrodes and a common reference point. In the latter arrangement, the reference point can be either a relatively inactive site on the scalp or elsewhere (e.g., the vertex or the linked ears) or a point connected to all the electrodes in use so that it reflects the average of the potentials at these electrodes. Each technique has its own advantages and drawbacks, but for routine purposes at least two of these methods for deriving the EEG are used. Montages are generally selected so that recordings are made from rows of equidistant electrodes running from the front to the back of the head or transversely across it. In most North American laboratories, traces from the left side of the head are displayed above those from the right, and those from anterior regions are displayed above those from more posterior areas.


The more detailed technical and practical aspects of EEG recording are beyond the scope of this chapter. There is, however, one general point that must be made clear. As already indicated, the potential difference between pairs of electrodes—or between an electrode and its reference point—is amplified before being displayed on moving paper or an oscilloscope screen. The input leads of the individual amplifiers are designated as black (input terminal 1, or G1) and white (input terminal 2, or G2). They are arranged so that when the electrode connected with the black lead is relatively more negative than that connected with the white one, an upward deflection of the trace occurs. The relationship between the two inputs, then, determines the direction in which the trace is deflected, not the absolute value of any discharge that is recorded. With bipolar derivations, the conventional American recording arrangement is for the most anterior electrode of each pair to be connected with the black lead when recording from the front to the back of the head, and for the left-hand electrode of any pair to be connected with the black lead when recording across the head. With the reference derivations, each of the active scalp electrodes is connected to the black lead of an amplifier, and all the white leads are connected with the common reference point.


Interpretation of specific events in the EEG derived with a common reference point may be confounded if the reference electrode itself lies within the active field, whereas a voltage peak involving two adjacent electrodes to the same extent may not be detected in the bipolar derivation because no potential difference will be recorded between these electrodes. Both the bipolar derivation and the use of a common reference permit abnormalities to be localized, but the former method is less satisfactory for localizing widespread changes or for demonstrating areas in which activity is suppressed. With linked bipolar derivations, the source of localized EEG abnormalities is determined by locating the common electrode at which the deflections of the traces show a reversal of phase or polarity when recordings are made simultaneously from at least two rows of electrodes at right angles to each other (i.e., from rows of electrodes in the anteroposterior and transverse axes of the head). Changes in amplitude may be misleading in bipolar recordings. For example, a greater amplitude in one channel does not necessarily reflect the origin of a particular discharge but signifies only that a larger potential difference exists between the two electrodes connected to that amplifier; a lower amplitude may reflect inactivity or equal activity at the two electrode sites. By contrast, with common reference derivations, localization of abnormalities is accomplished primarily on the basis of amplitude.


Various special electrodes have been devised for recording the activity of inaccessible regions of the brain, because electrodes placed on the scalp may not detect such activity. A nasopharyngeal electrode, consisting of a flexible, insulated rod or wire with a small silver electrode at its tip, can be inserted into the nostril and advanced until the terminal electrode is in contact with the mucosa of the posterior nasopharynx. This permits recording of electrical activity from the anteromedial surface of the temporal lobe. Insertion of these electrodes is generally undertaken by technologists without the application of any local anesthetic, and not all patients tolerate the procedure. Furthermore, recordings from them may be contaminated by pulse, muscle, and respiratory movement artifact, and only rarely do they reveal abnormalities that are not seen with the usual scalp electrodes. Sphenoidal electrodes can record activity from the anteroinferior portion of the temporal lobe. These electrodes are less likely to lead to artifacts than are nasopharyngeal electrodes, but their application is more difficult. The electrode consists of a sterile needle or fine wire that is insulated, except at its tip, and a physician inserts it percutaneously under local anesthesia so that it lies adjacent to the sphenoid bone, a little in front of the foramen ovale. Other accessory electrodes that are commonly used in the electrophysiologic evaluation of patients with focal seizures and impaired consciousness (previously called complex partial seizures) are surface sphenoidal electrodes, minisphenoidal electrodes, and anterior temporal electrodes. There is no consensus of opinion regarding the relative merits of these different electrodes.


The EEG examination usually is undertaken in a quiet, relaxed environment, with the patient seated or lying comfortably with the eyes closed. Recordings initially are made for up to about 5 minutes from each of several different standard montages, for a total of about 30 minutes. Depending on the findings, the examination can then be continued by recording with less conventional montages. During the recording of activity from each montage, the patient should be asked to lie with the eyes open for about 20 seconds before closing them again, so that the responsiveness of the background activity can be assessed.


When this routine part of the examination has been completed, recording continues while activation procedures are undertaken in an attempt to provoke abnormalities.









Activation Procedures


Hyperventilation for 3 or 4 minutes is a generally well-tolerated method of provoking or accentuating EEG abnormalities, but it should not be performed in patients who have recently had a stroke, transient ischemic attack, or subarachnoid hemorrhage, or in those with moyamoya disease, significant cardiac or respiratory disease, hyperviscosity states, or sickle cell disease or trait. The patient is asked to take deep breaths at a normal respiratory rate until instructed to stop. The resultant fall in arterial PCO2 leads to cerebral vasoconstriction and thus to mild cerebral anoxia. This anoxic state is held by many to bring out the EEG abnormalities, although cogent criticisms of this view exist and the precise mechanism involved remains unclear.4 Certain quantitative techniques have been suggested in an endeavor to establish a more uniform procedure, but these methods are not in routine use. The EEG is recorded during the period of hyperventilation and for the following 2 minutes, with the use of a montage that encompasses the area where it is suspected, based on clinical or other grounds, that abnormalities may be found; or, in the absence of any localizing clues, an area that covers as much of the scalp as possible. The eyes are generally kept closed during the procedure, apart from a brief period at its conclusion to evaluate the responsiveness of any induced activity. Hyperventilation usually causes more prominent EEG changes in children than in adults. There is considerable variation, however, in the response of individual subjects, and this variation makes it difficult to define the limits of normality. It may also produce or enhance various bioelectric artifacts.


Recording during sleep or after a 24-hour period of sleep deprivation may also provoke EEG abnormalities that might otherwise be missed, and this technique is similarly harmless. This approach has been used most widely in the investigation of patients with suspected epilepsy.


Abnormalities may also be elicited with an electronic stroboscope to cause rhythmic photic stimulation while the EEG is recorded with the use of a bipolar recording arrangement that covers particularly the occipital and parietal regions of the scalp. The flash stimulus is best monitored on one channel either with a photocell or directly from the stimulator. Abnormalities are more likely to be elicited when the patient is awake for the procedure. At any given flash rate, the EEG is recorded with the patient's eyes open for about 5 seconds and then while the eyes are closed for a further 5 seconds. Flash rates of up to 30 Hz are generally used, but an even wider range of frequencies is employed in some laboratories. The manner by which abnormalities are produced is unknown.


Various auditory stimuli may also precipitate EEG abnormalities in patients with epilepsy, but they are not used routinely in the EEG laboratory, except in the evaluation of comatose patients (p. 79). Other stimuli that may induce paroxysmal EEG abnormalities include tactile stimuli and reading.


A number of different pharmacologic activating procedures have been described. These procedures are not in general use, however, and may carry some risk to the patient; thus, they are not discussed in this chapter.









Artifacts


A variety of artifacts may arise from the electrodes, recording equipment, and recording environment. Examples are the so-called electrode “pop” resulting from a sudden change in impedance (seen as an abrupt vertical deflection of the traces derived from a particular electrode, superimposed on the EEG tracing, as shown in Fig. 3-2); distorted waveforms resulting from inappropriate sensitivity of the display; excessive “noise” from the amplifiers; and environmental artifacts generated by currents from external devices, electrostatic potentials (as from persons moving around the patient), and intravenous infusions (generating sharp transients coinciding with drops of the infusion, possibly caused by electrostatic charges). Bioelectric artifacts are noncerebral potentials that arise from the patient and include ocular, cardiac, swallowing, glossokinetic, muscle, and movement artifacts.
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Figure 3-2 A, Electrode artifact arising at the T5 electrode. B, Electromyographic artifact in the left temporal region. C, Chewing artifact. D, Electrocardiographic artifact.




With reference derivations, artifacts may be introduced because of the location of the reference electrode or because the reference electrode is within the cerebral field under study. No single site is ideal as a reference point. The ear or mastoid placements are commonly used but may be contaminated by muscle, electrocardiogram (ECG), or temporal spike discharges. The vertex, which is also widely used, is very active during sleep and is sometimes contaminated by vertical eye movements during wakefulness.


In general, artifacts are recognized because of their temporal relationship to extracerebral monitors such as the ECG, because of their unusual appearance, or because the electrical field of the event is hard to interpret in a biologically plausible manner (Fig. 3-3). They are discussed in detail in Chapter 5, but brief comment concerning them is also made here.





[image: image]

Figure 3-3 A, Electroencephalogram (EEG) showing a repetitive artifact that coincided with the ringing of the telephone (“phone”). B, EEG showing a rhythmic discharge with an unusual field, which related to continuous venous-to-venous hemodialysis. When hemodialysis was briefly stopped, the rhythmic activity ceased.








Bioelectric Artifacts


Eye-movement artifacts are generated by the corneoretinal potential, which is in the order of 100 mV and has been likened to a dipole with the positive pole at the cornea and the negative pole at the retina. Eye movement leads to a positive potential recorded by the electrodes closest to the cornea. Thus, with upward movement of the eyes (such as occurs during a blink), a positive potential is recorded at the frontopolar (supraorbital) electrodes relative to more posteriorly placed electrodes, and thus a downward deflection occurs at these electrodes. Such eye movement is easily distinguished from frontal slow EEG activity by recording from an infraorbital electrode referenced to the mastoid process; the former leads to activity that is out of phase between the supra- and infraorbital electrodes, whereas frontal EEG activity is in phase. Similarly, horizontal eye movements lead to a positivity at the frontotemporal electrode on the side to which the eyes are moved and a corresponding negativity on the opposite side (Fig. 3-4). Nystagmus or eyelid flutter, for example, produces a rhythmic discharge in the frontal electrodes (see Fig. 3-4). Oblique eye movements and asymmetric eye movements may be confusing, but are usually easily distinguished by experienced electroencephalographers.
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Figure 3-4 Eye movements. A, Eye closure. B, Lateral eye movement. C, Eyelid flutter. LIO, left infraorbital; LOC, left outer canthus.




Cardiac artifacts are related to the ECG or ballistocardiogram and are especially conspicuous when monitoring for electrocerebral inactivity in brain-death suspects or in referential recordings involving the ears (see Fig. 3-2). The ECG can be monitored by electrodes placed on the chest and recorded on a separate channel, thereby facilitating recognition of such artifacts in the scalp recording, which may otherwise be misinterpreted as sharp waves or spike discharges. Conspicuous ECG artifact may obscure underlying low-voltage electrocerebral activity, a point of concern when comatose patients are being examined for possible brain death. Pulse artifact may occur at any site but typically is localized to a single electrode and appears as a recurrent slow wave that sometimes has a saw-toothed appearance and is time-locked to the ECG. It occurs when an electrode is placed over or close to an artery, and movement of the electrode will eliminate it. Pacemaker artifacts consist of spike discharges that precede the ECG.


Muscle artifact is composed of brief-duration spike discharges that are too rapid to be cerebral in origin. Chewing artifacts are electromyographic (EMG) artifacts produced by the temporalis muscles (see Fig. 3-2). Sucking artifact (in infants) is characterized by bitemporal sharp activity that may be difficult to identify without careful observation of the baby. Lateral rectus spikes are recorded from the anterior temporal electrodes and relate to horizontal eye movements; they are out of phase on the two sides of the head. Attempting to relax or quieten the patient should reduce muscle artifact. In most instances, high-frequency filters should not be used for this purpose, except as a last resort, because they simply alter the appearance of the artifact (sometimes so that it looks more like EEG fast activity) and also influence the background EEG.


Movement produces artifact in addition to muscle activity. Any movements may produce such artifacts, and these will vary in appearance depending on the nature and site of the movement. Movements arising at a consistent site may be monitored by a pair of electrodes and recorded on a separate channel. Hiccups produce a brief generalized movement artifact that may have a pseudo-periodic quality; this is not confined to the EEG but is seen also in, for example, the ECG channel. Glossokinetic artifact relates to the difference in potential between the tip of the tongue and its base; tongue movements generate slow waves that are recorded over one or both temporal regions (Fig. 3-5). When suspected, tongue movements may be monitored by a submental electrode.
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Figure 3-5 EEG showing rhythmic slow waves in the temporal regions relating to glossokinetic artifact. It can be seen that the cerebral activity is in phase with activity recorded infraorbitally (indicating that it is not eye movement artifact) and out of phase with activity recorded submentally.




Sweat artifact is common and is characterized by high-amplitude potentials of very low frequency. Low-frequency filters can attenuate these slow waves.









Instrumental Artifacts


Background 60-Hz noise in a restricted number of channels is often related to mismatched electrical impedance of electrode pairs or to the poor application of electrodes so that slight movement alters transiently the impedance of an individual electrode. A 60-Hz interference signal normally is common to the pair of electrodes connected to an amplifier; the differential amplifier essentially discards this common signal. If the electrical impedance of one of the electrodes is altered, however, the current flowing across that electrode–skin interface will be altered, thereby leading to voltage differences between one electrode and the other of the pair. The differential amplifier will magnify these differences so that the 60-Hz artifact then becomes obtrusive. In addition, other artifacts related to movement arise at that electrode and are limited to the channel with which the faulty electrode is connected, causing “mirror-image” phase reversals when these channels are part of a linked bipolar montage. Widespread 60-Hz artifact is of concern because it may indicate a safety problem warranting attention as discussed in Chapter 2, where the various artifacts that arise in digital equipment also are considered.












EEG Interpretation


Evaluation of the EEG for clinical purposes involves definition of the frequency, amplitude, and distribution of the electrical activity that is present, and of its response to external stimulation such as eye-opening. The degree of synchrony and symmetry over the two sides of the head is noted. The presence of any focal activity is determined and its nature characterized. The findings must be interpreted in relation to the patient's age and level of arousal. For descriptive purposes, EEG activity is usually characterized on the basis of frequency.












Activity recorded in the EEG


The mechanisms responsible for the presence of widespread rhythmic activity in the brain are not known. Some means of generating rhythmic activity must be involved, as also must some method of synchronizing the activity of different cerebral regions. Experiments on animals have produced considerable evidence to suggest that the rhythmic activity normally recorded from the scalp has a cortical origin, being derived from the graded postsynaptic potentials of cortical neurons. It is the pyramidal neurons—cells that are vertically oriented with regard to the cortex, have a large apical dendrite extending toward the surface, and are located in cortical layers III, V, and VI—that are important in this respect. The origin of the scalp-recorded EEG primarily from postsynaptic potentials, rather than action potentials, is in keeping with the former's longer duration and synchronous occurrence over a large area of cell membrane. Potentials arising from neuronal activity in subcortical structures or from horizontally oriented cortical cells contribute little, if anything, to the normal scalp-recorded EEG. The factors that determine whether a cortical potential is recorded over the scalp include its voltage, the extent to which the generator cells are discharging synchronously, the area of cortex involved, and the site of cortical involvement with respect to the sulcal convolutions. Potentials arising in the sulcal depths are less likely to be recorded over the scalp by conventional EEG than are those arising at the surface. Spatial summation of cortical activity is important in producing the voltage fields that are recorded as the scalp EEG because of the attenuating properties of the skull and other interposed tissues.5


The cortical activity has a regular rhythmicity that seems to depend on the functional integrity of subcortical mechanisms. It has been accepted generally that the thalamus serves as the pacemaker of certain of the cortical rhythms that are recorded during electroencephalography, but intracortical circuitries may also be involved significantly.6 The precise details are beyond the scope of this chapter. The physiologic basis of the abnormal rhythms that are encountered at electroencephalography is defined even less clearly. It has become apparent, however, that a cortical area of 10 to 20 cm2 is often required to generate an interictal spike or ictal rhythm recognizable at the scalp.7 It also remains unclear whether it is possible to record at the scalp the EEG from sources deeper than the most superficial cortex,8,9 but source area is clearly important in this regard.


The EEG is a two-dimensional representation of three-dimensional activity that fails to provide sufficient information to allow for the unique localization of the neuronal generators of an intracranial current source (the “inverse problem”).






Alpha Activity






Alpha Rhythm


Alpha rhythm may have a frequency of between 8 and 13 Hz, but in most adults it is between 9 and 11 Hz. This rhythm is found most typically over the posterior portions of the head during wakefulness, but it may also be present in the central or temporal regions. Alpha rhythm is seen best when the patient is resting with the eyes closed. Immediately after eye closure, its frequency may be increased transiently (the “squeak” phenomenon). The alpha rhythm is not strictly monorhythmic but varies over a range of about 1 Hz, even under stable conditions. It is usually sinusoidal in configuration, may wax and wane spontaneously in amplitude, and sometimes has a spiky appearance; a spindle configuration denotes a beating phenomenon that results from the presence of two (or more) dominant frequencies.


The alpha rhythm is attenuated or abolished by visual attention (Fig. 3-6) and affected transiently by other sensory stimuli and by other mental alerting activities (e.g., mental arithmetic) or by anxiety. The term paradoxical alpha rhythm refers to the appearance of alpha rhythm on eye-opening in drowsy subjects; this represents an alerting response. Alpha activity is well formed and prominent in many normal subjects but is relatively inconspicuous or absent in about 10 percent of instances. Its precise frequency is usually of little diagnostic significance unless information is available about its frequency on earlier occasions. In children, the dominant, posterior responsive rhythm reaches about 8 Hz by the age of 3 years and reaches 10 Hz by approximately 10 years of age. Slowing occurs with advancing age; as a consequence of certain medication (e.g., anticonvulsant drugs); and in patients with clouding of consciousness, metabolic disorders, or virtually any type of cerebral pathology. The alpha activity may increase in frequency in children as they mature and in older subjects who are thyrotoxic. A slight asymmetry is often present between the two hemispheres with regard to the amplitude of alpha activity and the degree to which it extends anteriorly. In particular, alpha rhythm may normally be up to 50 percent greater in amplitude over the right hemisphere, possibly because this is the nondominant hemisphere or because of variation in skull thickness. A more marked asymmetry of its amplitude may have lateralizing significance but is difficult to interpret unless other EEG abnormalities are present, because either depression or enhancement may occur on the side of a hemispheric lesion. Similarly, a persistent difference in alpha frequency of more than 1 to 2 Hz between the two hemispheres is generally regarded as abnormal. The side with the slower rhythm is more likely to be the abnormal one, but it is usually difficult to be certain unless other abnormalities are also found.
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Figure 3-6 Normal 9- to 10-Hz alpha rhythm recorded in the electroencephalogram of a 64-year-old man. The posterior distribution and responsiveness to eye-opening of the rhythm can be seen.




Unilaterally attenuated or absent responsiveness of the alpha rhythm sometimes occurs with lesions of the parietal or temporal lobe (Bancaud phenomenon).10 Asymmetric attenuation of the alpha rhythm during mental alerting procedures with the eyes closed may also be helpful for lateralizing any impairment of cerebral function.10


Some normal adults have an alpha rhythm that is more conspicuous centrally or temporally than posteriorly, or has a widespread distribution. Care must be taken not to misinterpret such findings as evidence of abnormality. The so-called slow alpha variant resembles normal alpha rhythm in distribution and reactivity but has a frequency of about 4 to 5 Hz, which approximates one-half that of any alpha rhythm in the same record. This variant is of no pathologic significance.









Other Rhythms of Alpha Frequency


Not all activity having a frequency of 8 to 13 Hz is necessarily an alpha rhythm. Alpha-frequency activity that is widespread in distribution and unresponsive to external stimulation is found in some comatose patients (p. 79). Temporal alpha activity is sometimes found in elderly subjects and may be asynchronous, episodic, and persistent during drowsiness. Runs of activity in the alpha range of frequencies are occasionally found frontally in children immediately after arousal from sleep (frontal arousal rhythm) and are not of pathologic significance.


Mu rhythm has a frequency that usually is in the alpha range, is seen intermittently over the central region of one or both hemispheres, is unaffected by eye-opening, and is blocked unilaterally or bilaterally by movement or the thought of movement (Fig. 3-7). It is also blocked by sensory stimulation. Bilateral mu rhythm is often asynchronous and may exhibit amplitude asymmetries between the two hemispheres. The negative portions of the waves are sharpened, and the positive portions are generally rounded. Mu rhythm is often associated with a centrally located beta rhythm that is also attenuated by contralateral movement. In most instances, mu rhythm has no diagnostic significance. It is found in about 20 percent of young adults. When recorded over a skull defect, it may be mistaken for a potential epileptogenic abnormality.
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Figure 3-7 Bilateral mu rhythm recorded in the electroencephalogram of a 26-year-old woman with no neurologic disorder. The effect on the rhythm of clenching the right fist can be seen.














Beta Activity


Any rhythmic activity that has a frequency greater than 13 Hz is referred to as beta activity. Activity of this sort is present anteriorly in the EEG of normal adults. Beta activity, responsive to eye-opening, is sometimes found over the posterior portions of the hemispheres and is then best regarded as a fast variant of the alpha rhythm. Beta activity that fails to respond to eye-opening is a common finding and usually has a generalized distribution, but in some instances it is located centrally and is attenuated by tactile stimulation or contralateral movements. It usually has an amplitude of less than about 30 μV. The amount of such activity varies considerably among normal subjects. Activity having a frequency between 18 and 25 Hz is usually more conspicuous during drowsiness, light sleep, and rapid eye movement (REM) sleep than during wakefulness. It may also be augmented by cognitive tasks. Beta activity may be induced by a number of different drugs, particularly barbiturates and the benzodiazepine compounds, but also neuroleptics, antihistaminics, d-amphetamine, methylphenidate, and cocaine.11 Drug-induced fast activity is typically diffuse and symmetric over the two hemispheres. Focal or lateralized spontaneous beta activity, or asymmetric drug-induced fast activity, raises the possibility of localized cerebral pathology. In such circumstances, however, it must be borne in mind that the amplitude of beta activity may be increased either ipsilateral or contralateral to a lesion involving one cerebral hemisphere; and that an amplitude asymmetry is common in normal subjects, with beta activity being up to 30 percent lower on one side than the other. Beta activity is increased in amplitude over the area of a skull defect owing to the greater proximity of the recording electrodes to the surface of the brain and the low-impedance pathway. It is reduced in amplitude over a subdural collection of fluid or localized swelling or edema of the scalp, and transiently in either a localized or lateralized manner after a focal seizure.


Generalized paroxysmal fast activity is a rare finding, occurring in less than 1 percent of EEG recordings; it may be mistaken for muscle artifact, drug effect, or sleep spindles, depending on the circumstances. In one study of 20 patients with such activity, all had seizure disorders, usually with seizures of more than one type, and most were cognitively impaired.12 The paroxysmal EEG disturbance occurred almost always during sleep, often with associated clinical seizures that were commonly of the tonic variety.12









Theta Activity


Activity with a frequency between 4 and 7 Hz is referred to as theta activity. Theta and slower activity is usually very conspicuous in children but becomes less prominent as they mature. Some theta activity is often found in young adults, particularly over the temporal regions and during hyperventilation, but in older subjects theta activity with amplitude greater than about 30 μV is seen less commonly, except during drowsiness. Focal or lateralized theta activity may be indicative of localized cerebral pathology. More diffusely distributed theta activity is a common finding in patients with a variety of neurologic disorders, but it also may be caused by nothing more than a change in the patient's state of arousal.


Rhythmic trains of midline theta activity, occurring especially at the vertex and having an arciform, sinusoidal, or spiky configuration, have been described as a nonspecific finding in patients with many different disorders. Such activity may be persistent or intermittent; may be present during wakefulness or drowsiness; and shows variable reactivity to eye-opening, movement, alerting, and tactile stimulation.10 It is not present during sleep. Its origin is uncertain.









Delta Activity


Activity that is slower than 4 Hz is designated delta activity. Activity of this sort is the predominant one in infants and is a normal finding during the deep stages of sleep in older subjects. When present in the EEG of awake adults, delta activity is an abnormal finding.


Delta activity, responsive to eye opening, is commonly seen posteriorly (intermixed with alpha activity) in children and sometimes in young adults; it is then designated posterior slow waves of youth. The spontaneous occurrence interictally of posterior, rhythmic slow waves is well described in patients with absence seizures. The slow activity has a frequency of about 3 Hz, is present during wakefulness, is responsive to eye-opening, and may be enhanced by hyperventilation. The symmetric or asymmetric occurrence of rhythmic delta activity over the posterior regions of the head after eye closure is rare. Such activity usually lasts for no more than 2 or 3 seconds and is a nonspecific finding that has been described in a number of different neurologic disorders.10






Polymorphic Delta Activity


Polymorphic delta activity is continuous, irregular, slow activity that varies considerably in duration and amplitude with time; it persists during sleep, and shows little variation with change in the physiologic state of the patient (Fig. 3-8). It has been related to deafferentation of the involved area of the cortex and to metabolic factors. Such activity may be found postictally and in patients with metabolic disorders. It is commonly seen, with a localized distribution, over destructive cerebral lesions involving subcortical white matter (Fig. 3-9), but it generally is not found with lesions restricted to the cerebral cortex itself. It may be found either unilaterally or bilaterally in patients with thalamic tumors or lesions of the midbrain reticular formation, but its distribution in such circumstances is somewhat variable. Thus, although diffuse irregular slow activity is found over one hemisphere in some cases, in others it has a more restricted distribution.
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Figure 3-8 Electroencephalogram of a 19-year-old patient with encephalitis, showing a background of diffuse, irregular theta and delta activity.
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Figure 3-9 Electroencephalogram of a 52-year-old man who had a right parietal glioma. Note the polymorphic slow-wave focus in the right central region and the diffusely slowed background.




The EEG finding of focal polymorphic delta activity correlates with the presence of focal abnormalities on neuroimaging, but nonfocal abnormalities (e.g., diffuse atrophy or cerebral edema) are sometimes found. The maximal delta focus may not always overlie the structural abnormality, even though it is in the same hemisphere. The amplitude, frequency, and distribution of focal slow waves do not relate to lesion size or to mass effect. In some patients with focal polymorphic slow-wave activity, no abnormalities whatsoever are present on CT scans; such patients usually have seizure disorders, cerebral trauma, or cerebral ischemia.


Diffuse polymorphic delta activity occurs in patients with white matter encephalopathies and following acute or extensive lesions of the upper brainstem.









Intermittent Rhythmic Delta Activity


Intermittent rhythmic delta activity is paroxysmal, has a relatively constant frequency, and is usually synchronous over the two hemispheres. It is often more prominent occipitally in children or frontally in adults (Fig. 3-10), may be enhanced by hyperventilation or drowsiness, and usually is attenuated by attention. Its origin is unclear, but it probably relates to dysfunction of subcortical centers influencing the activity of cortical neurons. Its significance is considered on page 51.
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Figure 3-10 Frontal intermittent rhythmic delta activity recorded in the electroencephalogram of a 14-year-old boy with obstructive hydrocephalus.














Breach Rhythm


Breach rhythm is a mu-like rhythm found in patients with skull defects after surgical operations. It has a frequency of between 6 and 11 Hz, usually with faster components, and the waves often have spike-like negative phases. The rhythm recorded parasagittally is often responsive to fist-clenching and other stimuli, whereas that recorded more laterally (at the T3 or T4 electrode) is generally unresponsive to any stimuli. The presence of a breach rhythm has no predictive value for the development of seizures or the recurrence of the intracranial pathology that necessitated the original surgery.









Lambda Waves


Lambda waves are electropositive sharp waves that may occur in the occipital region in normal subjects who are looking at and scanning something (e.g., reading) in a well-illuminated field, particularly if their attention and interest are aroused. Morphologically similar activity is sometimes seen during non-REM sleep. The nature of these potentials is unclear, and they have no known diagnostic significance at present. They are sometimes asymmetric over the two hemispheres but can be distinguished from sharp transients of pathologic significance by their response to eye closure or reduction in the level of background illumination.









Triphasic Waves


Triphasic waves typically consist of a major positive potential preceded and followed by smaller negative waves. They are found most characteristically in metabolic encephalopathies, when they usually are generalized, bilaterally synchronous, and frontally predominant. They are sometimes reactive to external (painful) stimulation. Triphasic waves were originally thought to be specific for hepatic encephalopathy, but in fact are found in a variety of metabolic encephalopathies and suggest a poor prognosis for survival.13 They have also been described in hypothermia,14 myxedema coma,15 neuroleptic malignant syndrome,16 and a variety of other neurologic disorders, including dementia.13 Triphasic waves may occur in patients receiving pentobarbital, especially as the drug is being tapered after treatment of status epilepticus,17 during which time they should not be mistaken for epileptiform activity. Similarly, they have been noted in patients with primary generalized epilepsy at a time when they had a postictal depression in level of consciousness.18 The periodic complexes found in certain conditions (p. 52), especially Creutzfeldt–Jakob disease, may take the form of triphasic waves.









Spike Discharges


One of the major uses of electroencephalography is in the investigation of patients with suspected epilepsy. In this regard, the presence in the EEG of interictal spike discharges or sharp waves is often held to be suggestive of an epileptic disturbance. Epileptiform activity is defined as abnormal paroxysmal activity consisting, at least in part, of spikes or sharp waves resembling those found in many patients with epilepsy. It is not synonymous with an electrographic seizure, which typically consists of rhythmic repetitive activity having a relatively abrupt onset and termination, a characteristic evolution, and lasting at least several seconds. A spike is defined arbitrarily as a potential having a sharp outline and a duration of 20 to 70 msec, whereas a sharp wave has a duration of between 70 and 200 msec. The distinction between epileptiform and nonepileptiform sharp transients usually is made intuitively but bearing in mind certain guidelines. Epileptiform sharp transients are usually asymmetric in appearance, are commonly followed by a slow wave, have a duration that differs from that of the ongoing background activity, may be biphasic or triphasic, and often occur on a background containing irregular slow elements (Fig. 3-11). These criteria distinguish between epileptiform activity and background activity that is sharp and variable in amplitude (e.g., a spiky alpha rhythm).
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Figure 3-11 Interictal spike discharges arising independently in the central region of either hemisphere in a patient with seizures since infancy.




Pathologic spike discharges have different clinical implications depending on their characteristics and location. Focal epileptiform spike discharges arise from a localized cerebral region. The likelihood of spikes arising from a particular area depends on the age of the patient, type of underlying lesion, and epileptogenicity of the involved region. Slowly progressive lesions are more likely to be associated with such activity than are rapidly progressive ones, and the frontal and temporal lobes are more epileptogenic than the parietal and occipital lobes. The benign epileptiform discharges that occur in drowsy subjects (p. 54) have a different significance from that of the anterior or mesial temporal spike discharges found interictally in patients with focal (partial) seizures with impaired consciousness (complex partial seizures). Similarly, 3-Hz, 6-Hz, and 1- to 2-Hz spike-wave discharges differ in their clinical and prognostic relevance. Moreover, the significance of frankly epileptiform discharges depends on the clinical circumstances in which they are found.


Epileptiform spike discharges arising focally in the temporal region are associated most commonly with focal (partial) seizures accompanied by an impairment of consciousness and are activated during drowsiness or sleep. Intermittent delta activity may also be present. Frontal epileptiform spike discharges have been associated with seizures of different types, including focal seizures with impaired external awareness and focal motor seizures, posturing, and drop attacks.19 Occipital discharges of very short duration may occur in congenitally blind children without seizures. In general, occipital spikes tend to be benign, although they sometimes are related to structural abnormalities or occipital seizures, especially in older persons. One form of benign epilepsy of childhood is associated with spike-wave discharges that occur in one or both occipital regions after eye closure.20


Focal epileptiform spike discharges relate to paroxysmal depolarizing shifts occurring synchronously (as a result of disinhibition and excitation) in a population of neurons. Such shifts consist of a 20- to 30-mV depolarization of the cell membrane for up to about 100 msec, with a superimposed train of action potentials and followed by an afterhyperpolarization that may last for approximately 2 seconds. The slow wave that is recorded from the scalp after many epileptiform spikes (“spike-wave discharge”) has been attributed to this afterhyperpolarization. Inhibitory activity is also triggered in the surrounding cortex as well as contralaterally, and this activity may be responsible for the focal slow activity that often occurs intermittently in association with an active spike focus.


Generalized spike-wave discharges are discussed in detail in the next section.









Paroxysmal Activity


Paroxysmal activity has an abrupt onset and termination, and it can be distinguished clearly from the background activity by its frequency and amplitude. It may occur as a normal phenomenon during hyperventilation in young adults and in response to arousal or sensory stimuli during sleep. The epileptiform transients just described are one example of paroxysmal activity. Abnormal paroxysmal activity that consists, at least in part, of epileptiform sharp transients (epileptiform activity) has a high correlation with the occurrence of epileptic seizures. It does not necessarily represent seizure (ictal) activity, however, and scalp-recorded electrographic seizures may not contain any epileptiform activity.






Spike-Wave Activity


Generalized, bilaterally symmetric and bisynchronous 2.5- to 3-Hz spike-wave activity is the expected finding in patients with primary or idiopathic generalized epilepsy; it is enhanced by hyperventilation or hypoglycemia. More is known about the fundamental mechanisms underlying the absence seizures that occur in primary generalized epilepsy than about other types of generalized seizure. Gloor and Fariello related the generalized spike-wave activity associated with absence seizures to abnormal oscillatory discharges between cortical and thalamic neurons.21,22 This oscillation involves the regular alternation of brief periods of neuronal excitation (associated with a markedly increased firing probability) during the spike phase with longer periods of neuronal silence during the slow-wave phase. Large populations of cortical and thalamic neurons are affected in near-synchrony, and the brainstem reticular formation also participates.


Generalized 2.5- to 3-Hz spike-wave activity may also be found in secondary generalized epilepsy (i.e., in patients with generalized seizures secondary to known pathology), but it is then superimposed on a diffusely abnormal background and is often accompanied by other EEG abnormalities. In the secondary generalized epilepsies, however, slow (p. 62) or atypical (p. 63) spike-wave activity is found more commonly. Generalized, bisynchronous spike-wave activity rarely may arise from a unilateral cortical focus, particularly on the medial surface of the hemisphere; this phenomenon is referred to as secondary bilateral synchrony. In such circumstances, the paroxysmal activity usually has a faster or slower frequency than that in primary generalized epilepsy, and the form and relationship of the spike to the wave component of the complex are less regular. Further, a consistent asymmetry of amplitude and waveform may exist between the hemispheres, the activity being either more or less conspicuous on the affected side. Recognition of the cortical origin of such activity is facilitated when isolated focal discharges arise from one side, particularly if they consistently precede the bursts of bilaterally synchronous activity; otherwise, recognition can be difficult unless the paroxysmal discharges have a focal or lateralized onset.


The mechanisms generating secondary bilateral synchrony of spike-wave discharges are not fully established but may involve either the propagation of discharges from one hemisphere to the other along the forebrain commissures or the activation by a cortical focus of diencephalic or other midline structures, which then elicit a synchronous discharge from both hemispheres. Studies have shown diminished but persistent bisynchronous epileptiform discharges after corpus callosotomy in patients with seizure disorders, suggesting that both mechanisms may be important.


It should be noted that bilaterally synchronous spike-wave activity may also be seen in rare instances in patients with structural subtentorial or midline lesions, as well as in unselected nonepileptic patients and in the clinically unaffected siblings of patients with primary generalized epilepsy.


Generalized paroxysmal EEG disturbances, consisting of either slow activity, spike-wave activity, or sharp transients, occur in patients with a diffuse encephalopathic process involving predominantly the cortical and subcortical gray matter, but not when the white matter alone is involved. If both gray and white matter are affected, generalized paroxysmal activity occurs on a background of continuous polymorphic slow activity. Bilaterally synchronous spike-wave activity is seen in diffuse gray matter encephalopathies and is usually more slow and irregular than that in patients with primary epilepsy.









Intermittent Rhythmic Delta Activity


Intermittent rhythmic delta activity (see Fig. 3-10) with a frontal predominance (often designated FIRDA) in adults and an occipital emphasis in children was referred to on page 48. It may result from a destructive lesion or from pressure and concomitant distortion affecting midline subcortical structures, in particular the diencephalon and rostral midbrain; it also occurs with deep frontal lesions. However, such activity is nonspecific and of no particular diagnostic significance. There is no means of clearly distinguishing the EEG pattern in deep midline lesions from that in diffuse cortical or subcortical encephalopathies or in metabolic encephalopathies. In most patients with FIRDA a diffuse encephalopathic process is present rather than a lesion limited to deep midline structures. FIRDA is occasionally present in otherwise healthy subjects during hyperventilation.23









Burst-Suppression Pattern


The so-called burst-suppression pattern is characterized by bursts of high-voltage, mixed-frequency activity separated by intervals of marked quiescence or apparent inactivity that may last for no more than a few seconds or as long as several minutes. It occurs with a generalized distribution during the deeper stages of anesthesia; in patients who are comatose following overdosage with central nervous system (CNS) depressant drugs; and in any severe diffuse encephalopathy, such as that following anoxia (Fig. 3-12). The bursts may be asymmetric or bisynchronous. The prognostic significance of a burst-suppression pattern depends on the circumstances in which it is found. When it follows cerebral anoxia, it is associated with a poor outcome. Spontaneous eye-opening, nystagmoid movements, pupillary changes, facial movements,24 myoclonus,25 and limb movements have occasionally been associated with the EEG bursts,25 and these sometimes mimic volitional activity.24 In other instances, movements occur exclusively between EEG bursts.26 Experimental studies in animals indicate that approximately 95 percent of cortical neurons become hyperpolarized and then electrically silent during periods of EEG suppression; this results from increased inhibition at cortical synapses, which also leads to functional disconnection of the cortex from its thalamic input.27
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Figure 3-12 Burst-suppression pattern recorded in the electroencephalogram of a 70-year-old man after a cardiac arrest from which he was resuscitated.











Periodic Complexes


Repetitive paroxysmal slow- or sharp-wave discharges, or both, may occur with a regular periodicity in a number of conditions. Such periodic complexes are seen most conspicuously and with a generalized distribution in subacute sclerosing panencephalitis and Creutzfeldt–Jakob disease, and are sometimes found in patients with liver failure. Periodic complexes that exhibit, to a greater or lesser extent, a regular rhythmicity in their occurrence may also be found in patients with certain lipidoses, progressive myoclonus epilepsy, drug toxicity, anoxic encephalopathy, head injury, subdural hematoma, occasionally after tonic-clonic seizures, and in rare instances in other circumstances. Their diagnostic value therefore depends on the clinical circumstances in which they are found.









Periodic Lateralized Epileptiform Discharges


Repetitive epileptiform discharges sometimes occur periodically as a lateralized phenomenon (designated periodic lateralized epileptiform discharges, or PLEDs), although they are often reflected to some extent over the homologous region of the opposite hemisphere as well. Their amplitude has ranged between 50 and 300 μV, and their periodicity between 0.3 and 4 seconds in different series.28 Structural cortical or subcortical lesions often—but not always—underlie the occurrence of these discharges.29 They typically are seen in patients with hemispheric lesions caused, most commonly, by cerebral infarction (Fig. 3-13), hemorrhage, or tumors. In patients with acute hemispheric stroke, PLEDs are more likely when there are associated metabolic derangements, especially hyperglycemia and fever.30 Patients with herpes simplex encephalitis may have PLEDs, especially in the first 2 weeks of the illness, but their absence in no way excludes the diagnosis. Other infections occasionally associated with PLEDs include neurosyphilis, cysticercosis, bacterial meningitis, mononucleosis encephalitis, and early Creutzfeldt–Jakob disease. PLEDs may also be found in patients with chronic seizure disorders or long-standing static lesions (e.g., old infarcts), sometimes as a persistent phenomenon but more often for a brief period, especially when seizures or toxic metabolic disturbances have occurred recently. They or more generalized periodic epileptiform discharges are found occasionally with metabolic disorders that more typically produce diffuse EEG disturbances (e.g., anoxia, hepatic encephalopathy, and abnormal blood levels of glucose or calcium), and PLEDs also have been reported with head injury, lupus cerebritis,31 subdural hematoma, cerebral abscess or other cystic lesions, and sickle cell disease. In many cases, no specific cause can be found.
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Figure 3-13 Periodic lateralized epileptiform discharges over the left hemisphere in the electroencephalogram of a 78-year-old woman with a recent stroke.




In one series, acute stroke, tumor, and CNS infection were the most common causes of PLEDs, accounting for 26, 12, and 12 percent of cases, respectively. Acute hemorrhage and traumatic brain injury combined were responsible for another 12 percent. Other, previously unreported, causes included posterior reversible encephalopathy syndrome, familial hemiplegic migraine, and cerebral amyloidosis. In 9 cases, chronic PLEDs were related to underlying cortical dysplasia or severe remote cerebral injury, all with an accompanying partial seizure disorder. Alcohol withdrawal was sometimes a precipitant, and in a few cases was seemingly the sole cause. Seizure activity occurred in 85 percent of patients. The overall mortality rate was 27 percent.32


During the acute stage of illness, patients with PLEDs are usually obtunded and commonly have seizures (especially focal seizures) and a focal neurologic deficit. The PLEDs themselves are usually an interictal pattern, being replaced or obscured by other activity as a seizure develops. They may also occur ictally, however, particularly in patients with partial seizures, status epilepticus, or epilepsia partialis continua.33 The intense hypermetabolism and increased blood flow revealed by positron emission tomography (PET) and single-photon emission computed tomography (SPECT) scans provide some support for the belief that this EEG pattern is sometimes ictal in nature.34 Moreover, patients have been described with recurrent or prolonged confusional episodes during which PLEDs were present in the EEG; with clinical improvement, the EEG normalized.35


PLEDs typically occur every 1 to 2 seconds; vary in morphology in different patients; and usually (but not always) disappear over the course of a few days or weeks, to be replaced by a focal or lateralized polymorphic slow-wave disturbance or by isolated spike discharges. The underlying disease determines the prognosis of patients with PLEDs. The absence of clinical seizures when PLEDs are detected is also associated with a poor prognosis for survival.36


The pathophysiologic basis of PLEDs is not understood. Some have considered PLEDs to be equivalent to the terminal phase of status epilepticus; others have reported their association with rhythmic discharges that have a stereotyped distribution, frequency, configuration, and amplitude for individual patients, and that may be obscured by the development of frank electrographic seizure discharges.37


PLEDs may occur independently over both hemispheres; they are then designated BiPLEDs. The complexes over the two hemispheres differ in their morphology and repetition rate. BiPLEDs are caused most commonly by anoxic encephalopathy, multiple vascular lesions, and CNS infection with either herpes simplex or other agents, but they may also be found in patients with chronic seizure disorders or with recent onset of seizures. BiPLEDs are usually found in comatose patients and are associated with a much higher mortality than are PLEDs.32












Low-Voltage Records


A number of normal subjects have generally low-voltage EEGs, consisting of an irregular mixture of activity with a frequency ranging between 2 and 30 Hz and an amplitude of less than 20 μV. A little alpha activity may, however, be present at rest or during hyperventilation, and it is sometimes possible to enhance the amplitude of background rhythms by simple or pharmacologic activating procedures. This low-voltage EEG pattern may occur on a hereditary basis. Similar low-voltage records are occasionally encountered in patients with Huntington disease or myxedema, but they are of no diagnostic value. Such records should be distinguished from those consisting primarily of low-voltage delta activity.









Other EEG Patterns


Over the years, special pathologic significance has been attributed (without adequate justification) to a number of EEG patterns that are now known to occur as a normal phenomenon in some healthy subjects, particularly during drowsiness or sleep. They do not predict the occurrence of seizures. These patterns are therefore of dubious clinical relevance, but—although recent studies38 suggest that their prevalence is relatively low—they merit brief comment to prevent their misinterpretation and thus to avoid misdiagnosis and unnecessary investigations. Further details are provided in Chapter 5.






14- and 6-Hz Positive Spikes


During drowsiness and light sleep, especially in adolescents, runs of either 14- or 6-Hz positive spikes, or both, may occur, superimposed on slower waves; generally they last for less than about 1 second. They are found especially in the posterior temporal or parietal regions on one or both sides and are best seen as surface-positive waveforms on referential recordings. They are of no pathologic relevance, although bursts of such activity have been described in comatose patients with Reye syndrome and in adults with hepatic or renal disease.









Small Sharp Spikes or Benign Epileptiform Transients of Sleep


Small sharp spikes or benign epileptiform transients of sleep are found during drowsiness or light sleep in as many as one-quarter of normal adults. Generally, they consist of monophasic or biphasic spikes; they are sometimes followed by a slow wave but are unaccompanied by sharp waves or rhythmic focal slowing of the background. They usually occur independently over the two hemispheres with sporadic shifting localization, but are best seen in the anteromesial temporal regions. Their appearance varies in different patients. They are distinguished from transients of pathologic significance by their bilateral occurrence, failure to occur in trains, and disappearance as the depth of sleep increases, and by the absence of abnormal background activity. Although commonly less than 50 μV, they are sometimes larger, so that size is not a reliable distinguishing feature. Such discharges are best regarded as normal and are of no diagnostic help in the evaluation of patients with suspected epilepsy.









6-Hz Spike-Wave Activity


Brief bursts of 6-Hz spike-wave activity, usually lasting for less than 1 second, may occasionally be seen in normal adolescents or young adults, especially during drowsiness, and are sometimes referred to as phantom spike-waves. They disappear during deeper levels of sleep, unlike pathologically significant spike-wave discharges. In some instances, the discharges are bilaterally symmetric and synchronous, but in others they are asymmetric. The spike is usually small compared with the slow wave and may be hard to recognize; when the spike is large, the discharges are more likely to be of pathologic significance. Discharges that are frontally predominant are also more likely to be associated with epilepsy than are discharges that are accentuated occipitally.









Wicket Spikes


A wicket spike pattern usually is found in adults, most commonly in drowsiness or light sleep but also during wakefulness. It may consist of intermittent trains of sharp activity resembling a mu rhythm, or of sporadic single spikes that are surface-negative and essentially monophasic. Its frequency is usually between 6 and 12 Hz. Wicket spikes are generally best seen over the temporal regions, either bilaterally or independently over the two sides, and sometimes have a shifting lateralized emphasis. The spikes are not associated with a subsequent slow wave or with any background abnormality. Wicket spikes have no diagnostic significance and, in particular, do not correlate with any particular symptom complex, including epilepsy. When these spikes occur singly, however, they may be mistaken for interictal temporal spike discharges.









Rhythmic Temporal Theta Bursts of Drowsiness (Psychomotor Variant)


During drowsiness or light sleep, especially in young adults, bursts of rhythmic sharpened theta waves with a notched appearance sometimes occur, predominantly in the midtemporal regions either unilaterally or bilaterally (Fig. 3-14). If bilateral, they may occur synchronously or independently, with a shifting emphasis from one side to the other. Individual bursts commonly last for at least 10 seconds. Unlike electrographic seizure discharges, the bursts of activity do not show an evolution in frequency, amplitude, or configuration. They are of no pathologic significance.
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Figure 3-14 Rhythmic sharpened theta activity seen bilaterally during drowsiness in the electroencephalogram of a 16-year-old boy. Bursts of such activity are a normal variant (sometimes called psychomotor variant) without pathologic significance.











Rhythmic Theta Discharges


In patients older than about 40 years, bursts of rhythmic sharpened theta activity at about 5 to 7 Hz may occur, often with an abrupt onset and termination. In contrast to seizures, they typically show no evolution of their frequency, distribution, or configuration, and they are not followed by focal or diffuse slow activity. These subclinical rhythmic electrographic discharges in adults (known by the acronym SREDA) usually are distributed bilaterally and diffusely, but occasionally are focal or lateralized. When diffuse, the discharges are often most conspicuous over the parietal and posterior temporal regions. They can occur at rest, during hyperventilation, or with drowsiness. The bursts may last up to 1 or 2 minutes, or even longer, and may be mistaken for a subclinical seizure. Digital analysis has revealed that the bursts are maximal in the parietal or parietocentrotemporal region and that they consist of a complex mixture of rapidly shifting frequencies that show little spatial or temporal correlation.39 Such discharges are probably of no diagnostic relevance and do not correlate with epilepsy or any specific clinical complaints.


Unusual variants of SREDA include predominantly delta frequencies, notched waveforms, or discharges having a frontal or more focal distribution; bursts that are more prolonged in duration; and discharges that occur during sleep.40












EEG Changes with Aging


A number of EEG changes occur with senescence, but the extent to which they occur varies widely in different subjects. It is widely believed that the mean alpha frequency slows in elderly subjects compared with young adults, but whether such slowing occurs in completely healthy and cognitively intact elderly subjects is unclear; if it does, it is to a minimal degree.41 In subjects older than 50 years, alpha-like activity is sometimes seen in one or both temporal regions and may be more conspicuous than the occipital alpha rhythm.41


The effect of aging on beta activity is less clear, and review of the published accounts is confounded by differences in the methods of analysis and recording circumstances, differences in the types of patients studied, and a failure to consider medical and drug histories and the state of intellectual function. No consistent effects on beta rhythms have been found in elderly subjects, although various alterations have been described by different authors.


Diffuse theta and delta activity is significantly increased in elderly persons and is clearly related to intellectual deterioration and life expectancy. Polymorphic or rhythmic focal slow activity, encountered fairly commonly in the elderly, usually is localized to the left anterior temporal region. Such slow activity may be enhanced or brought out during drowsiness or hyperventilation. It is of little pathologic significance, showing no obvious correlation with life expectancy, neurologic disease, or intellectual changes.42 It should not be regarded as abnormal if it occurs infrequently in bursts on an otherwise normal background; however, the bounds of normality are unclear.


EEG sleep patterns also change with age, with a reduction in total sleep time and especially in the duration of stage 3 and 4 sleep.












EEG Responses to simple activating procedures






Hyperventilation


The response to hyperventilation (p. 40) varies considerably in different subjects and is enhanced by hypoglycemia. Typically, there is a buildup of diffuse slow activity, first in the theta- and then in the delta-frequency ranges, with the activity settling in the 30 to 60 seconds after the conclusion of overbreathing. As indicated earlier, these changes are often attributed to a fall in arterial PCO2, which leads to cerebral vasoconstriction and thus to reduced cerebral blood flow; however, other mechanisms also have been suggested.4 The EEG response depends very much on the age of the subject. In normal children or in young adults it may be quite striking, with continuous or paroxysmal rhythmic, high-voltage delta activity coming to dominate the EEG record. By contrast, many elderly persons show little or no response. This lack of response has been attributed to an inability of these persons to alter their arterial PCO2 and has been related to reduced cerebrovascular reactivity. Persistence of any response for an excessive period after hyperventilation has ceased generally is regarded as abnormal, as is an asymmetric response. However, individual variability in the response to hyperventilation can make it difficult to evaluate the findings provoked by the maneuver.


In some patients, hyperventilation leads to the reproduction of symptoms. The occurrence of symptoms should be noted by the technologist so that electroclinical correlations can be made.


Spike-wave discharges can be provoked in patients with generalized epilepsy, especially in patients with absence seizures. Focal abnormalities may be enhanced in patients with partial epilepsy. Delta rhythm notched by faster activity (beta activity or muscle artifact) is an occasional nonspecific finding that may simulate spike-wave discharges; however, it should not be taken as evidence of epilepsy. Review of the background activity usually permits the nature of this activity to be recognized. Hyperventilation is widely believed to be a safe and useful method for activating seizures or provoking interictal epileptiform activity,43,44 although some have questioned its utility.45 In patients with cerebrovascular disease, irregular theta and delta activity appears earlier and more conspicuously on the affected side than on the other, and in some instances repetitive paroxysmal discharges may be seen in a restricted distribution. In patients with tumors, hyperventilation may enhance the abnormalities seen on the resting record or provoke changes that are otherwise not apparent.









Photic Stimulation


In response to photic stimulation (p. 40), it is usual to observe the so-called driving response over the posterior regions of the head. This response consists of rhythmic activity that is time-locked to the stimulus and has a frequency identical or harmonically related to that of the flickering light. Not all normal subjects exhibit a driving response, and many show it at only some stimulus frequencies. Moreover, a mild amplitude asymmetry is sometimes seen in normal subjects. Even when the amplitude difference between the two hemispheres is greater than 50 percent, an underlying structural lesion is unlikely unless other EEG abnormalities are present (e.g., a gross amplitude asymmetry of the alpha rhythm or the presence of focal slow waves or sharp transients). Focal hemispheric lesions may lead to an ipsilateral reduction in amplitude or, less commonly, to enhanced responses. An asymmetry in the development of a driving response is more likely to be associated with focal slowing and other EEG abnormalities and with the presence of a structural lesion.


Enhanced responses—bilateral high-amplitude spikes—may occur posteriorly at low flash rates (less than 5 Hz) in patients with diffuse encephalopathies such as Creutzfeldt–Jakob disease or progressive myoclonic epilepsy.4


Paroxysmal activity is sometimes found during photic stimulation, even when the EEG is otherwise normal. Polyspike discharges following each flash of light may be seen, particularly during stimulation while the eyes are closed. The discharges are muscular in origin; are most conspicuous frontally; stop when stimulation is discontinued; and may occur without clinical accompaniments, although in other cases a fluttering of the eyelids is seen. Activity of this sort is generally referred to as a photomyogenic (or photomyoclonic) response and is regarded as a normal response to high-intensity light stimulation, being not uncommon in healthy persons. It must be distinguished from a photoparoxysmal response (Fig. 3-15).
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Figure 3-15 Photoparoxysmal response recorded in a patient with epilepsy. The lowest trace records the light flashes, which were occurring at 12 Hz.




A photoparoxysmal response occurs in some (less than 5 percent) epileptic patients, particularly in those with generalized (myoclonic, tonic-clonic, or absence) seizures. Juvenile myoclonic epilepsy is closely associated with photosensitivity. Approximately 70 to 90 percent of subjects with a generalized response to photic stimulation have epilepsy.4 An abnormal response occurs occasionally in patients with diverse CNS and metabolic disorders. Early reports of photoparoxysmal responses in alcohol and drug withdrawal syndromes were not supported by the study of Fisch and colleagues, who studied 49 subjects during acute alcohol withdrawal without finding a single instance of such a response.46 It may also occur on a familial basis or spontaneously in subjects without neurologic or metabolic disorders, and it is rare for such subjects to go on to develop epilepsy.


A photoparoxysmal response consists of bursts of slow-wave and spike or polyspike activity that has a discharge frequency unrelated to that of the flashing light and may outlast the stimulus. The activity is cerebral in origin and is usually generalized, bilaterally symmetric, and bisynchronous, although it may have a frontocentral emphasis. It is sometimes associated with clinical phenomena such as speech arrest, transient absence, or deviation of the eyes or head: if photic stimulation is continued, a generalized tonic-clonic seizure may result. There is no difference in the incidence of seizures in patients with photoparoxysmal responses that outlast or are limited to the time of stimulation or stop spontaneously.47 Photoparoxysmal activity sometimes occurs with a more restricted distribution in the occipital region, particularly in patients with an epileptogenic lesion in that area; such activity may be unilateral or bilateral.









Natural Sleep


The electrophysiologic changes that occur during sleep are discussed in Chapter 33; only brief mention of them is made here. As the patient becomes drowsy (stage 1), the alpha rhythm becomes attenuated and the EEG is characterized mainly by theta and beta rhythms. During light sleep (stage 2), theta activity becomes more conspicuous, and single or repetitive vertex sharp transients occur spontaneously or in response to sensory stimuli. Bursts of high-voltage biphasic slow waves (K-complexes) also occur spontaneously or with arousal, and are often associated with bursts of diffuse 12- to 14-Hz activity (sleep spindles). The spindles are usually most prominent in the central regions and may occur independently of the K-complexes, which have been related to outward dendritic currents in the middle and upper cortical layers and held to represent an isolated cortical “down-state.”48 Positive occipital sharp transients (POSTs) may also occur spontaneously, either singly or (more commonly) repetitively in runs during this stage of sleep; they are bilaterally synchronous, but may be markedly asymmetric (Fig. 3-16).49 As sleep deepens, the EEG slows further until up to 50 to 60 percent (stage 3) or more (stage 4) of the record consists of irregular delta activity at 2 Hz or less; vertex sharp waves and spindles may also be found in stage 3 sleep. Stage 3 and 4 sleep generally is referred to as slow-wave sleep. During REM sleep, the heart and respiratory rates become irregular, irregular eye movements occur, and the EEG comes to resemble that of stage 1 sleep.





[image: image]

Figure 3-16 Runs of positive occipital sharp transients recorded during drowsiness in a subject with a normal electroencephalogram.




A new staging system for sleep has been described by the American Association of Sleep Medicine (AASM) and designates three stages of non-REM sleep (N1, N2, N3) and one stage of REM sleep (R). N1 is equivalent to stage 1 non-REM sleep, N2 to stage 2 non-REM sleep, N3 to stages 3 and 4 non-REM sleep, and R to stage REM sleep.50 Further details of this staging system are provided in Chapter 33.


Focal cerebral lesions may lead to abnormalities of normal sleep activity, most often causing a voltage asymmetry of vertex sharp waves or sleep spindles. In some instances, such activity may be absent unilaterally. In rare instances, sleep spindles may show a frequency asymmetry, being slower on one side (usually that of the lesion) than the other.51


The EEG is sometimes recorded during sleep or following a period of sleep deprivation in the hope of activating abnormalities, especially when patients with suspected epilepsy are being evaluated. The incidence of epileptiform discharges is increased when the EEG is recorded during sleep as well as wakefulness, and the additional yield is greatest when patients are being investigated for suspected focal seizures involving an impairment of consciousness (complex partial seizures). However, both the extent of this additional yield and the manner in which sleep recordings are best obtained in patients with suspected epilepsy are controversial. In particular, there is disagreement as to whether activation is best achieved with natural or drug-induced sleep. Nevertheless, in all patients with a suspected seizure disorder, the EEG probably should be recorded during both wakefulness and natural sleep because this may be helpful and involves no additional cost or risk.


Slow or atypical spike-wave discharges are usually (but not always) more conspicuous during sleep. Focal spike discharges can be enhanced or precipitated during any stage of non-REM sleep; but most interictal epileptiform discharges, whether focal or generalized, are usually seen less commonly during REM sleep. Classic 3-Hz spike-wave activity is seen more often but is less well organized during non-REM sleep than during wakefulness, whereas it occurs less frequently during REM sleep but is similar in form, rhythmicity, and regularity to its appearance in the waking record.


Thus, recording during sleep can be useful, especially in patients with suspected focal seizures when the EEG recorded during wakefulness does not show focal or lateralized epileptiform activity. However, the interpretation of EEGs obtained in such circumstances can be complicated by difficulty in determining whether particular findings represent the normal electrical accompaniments of sleep or are of pathologic significance.









Sleep Deprivation


Sleep deprivation is a harmless activating procedure, especially in patients with epilepsy, and is therefore undertaken in many laboratories. It is more likely than sedated sleep to elicit useful information (precipitation or enhancement of epileptiform discharges, presence of a new independent focus, or new type of epileptiform discharge) and activates epileptiform discharges independent of the activating effects of sleep.52












EEG Findings in patients with neurologic disorders






Epilepsy


Although the EEG is recorded from a very restricted portion of the brain and for only a limited time, it is an invaluable adjunct to the management of patients with epilepsy. The recording of electrocerebral activity during one of the patient's clinical attacks may be particularly helpful in determining whether the attacks are indeed epileptic in nature and whether they have a focal or lateralized origin. Because attacks usually occur unpredictably, however, the chances of a recording actually being in progress during an attack are not particularly good unless prolonged recordings are made or attacks are deliberately provoked. Moreover, even if an attack can be recorded, the EEG may be so obscured by muscle and movement artifact that little useful information can be gained from it.


The interictal EEG is also abnormal in many epileptic patients and may exhibit features that help to establish the diagnosis. In this connection, the presence of paroxysmal activity consisting of spike, polyspike, or sharp-wave discharges, either alone or in association with slow waves, is of prime importance. Such epileptiform activity may be focal, multifocal, or diffuse and may appear unilaterally or bilaterally; if bilateral, it may be synchronous or asynchronous and symmetric or asymmetric. When multiple foci are present, one of them may be the primary one, generating a mirror focus in the homologous region of the contralateral hemisphere, although the development of such mirror foci in humans is not well documented. Alternatively, a single deep focus may discharge to homologous regions of the cortex so that the EEG reveals either a focus that shifts from side to side or bilaterally synchronous discharges. In many patients with multiple foci, however, the foci are distinct from each other, with discharges arising from them asynchronously. Such patients often have extensive bilateral cerebral lesions and many experience clinical seizures of more than one type.


Epileptiform activity is found in between 2 and 4 percent of subjects who have never experienced a seizure. Accordingly, the presence of epileptiform activity, in itself, does not establish the diagnosis of epilepsy. Among patients with epilepsy, the initial EEG contains epileptiform activity in about 50 to 55 percent of cases. Because the incidence of epilepsy in the general population is only 0.5 percent, however, epileptiform activity is actually more likely to be encountered in EEGs from nonepileptics than in those from epileptics if recordings are made from an unselected group of subjects. By contrast, among patients with episodic behavioral or cerebral disturbances that could well be epileptic in nature, the presence of epileptiform activity in the EEG markedly increases the likelihood that epilepsy is the correct diagnosis.53 The presence of epileptiform activity can therefore be very helpful in establishing the diagnosis of epilepsy beyond reasonable doubt, depending on the clinical context in which the EEG is obtained.53 The absence of such activity cannot be taken to exclude this diagnosis.


Several factors (e.g., the age of the patient and the type and frequency of seizures) bear on the presence or absence of epileptiform activity in the EEG of patients with undoubted epilepsy on clinical grounds. Some of these factors should influence the manner in which the EEG is obtained. First, epileptiform activity is more likely to be found if repeated records are obtained. Second, the diagnostic yield is increased by the routine use of activation procedures (e.g., hyperventilation, photic stimulation, sleep, and sleep deprivation for 24 hours; see pp. 56–59) to precipitate epileptiform discharges. Third, the timing of the examination may influence the yield. Epileptiform activity is found more commonly if the EEG is recorded soon after (particularly within 24 hours of) a clinical seizure.54,55 If seizure frequency is influenced by external or situational factors (e.g., the menstrual period), the EEG should be scheduled with these factors in mind. In patients with one of the reflex epilepsies, it may be possible to reproduce the provocative stimulus while the EEG is recorded.


King and associates examined the possibility of diagnosing specific epilepsy syndromes by clinical evaluation, EEG, and MRI in 300 patients who presented with a first unexplained seizure.54 They were able to diagnose a generalized or focal epilepsy syndrome on clinical grounds in 141 (47 percent of) patients, and subsequent analysis showed that only 3 of these diagnoses were incorrect. When the EEG data were also utilized, an epilepsy syndrome was diagnosed in 232 patients (77 percent). Neuroimaging revealed 38 epileptogenic lesions; there were no lesions in patients with generalized epilepsy confirmed by EEG. The EEG recorded within the first 24 hours was more useful in detecting epileptiform abnormalities than a later EEG (51 percent vs. 34 percent). This study emphasizes the utility of the EEG in evaluating patients with a single seizure for determining the precise diagnosis, and thereby the prognosis and need for treatment.


In reviewing the EEG findings in patients with seizure disorders, attention has been confined to the more common types of seizures encountered in clinical practice.






Primary (Idiopathic) Generalized Epilepsy


The background activity of the interictal record is usually relatively normal, although some posterior slow (theta and delta) activity may be present in patients with absence (petit mal) seizures. Generalized, bilaterally symmetric, and bisynchronous paroxysmal epileptiform activity often is seen, especially during activation procedures such as hyperventilation or photic stimulation.






Absence (Petit Mal) Seizures


In patients with absence seizures, epileptiform activity consists of well-organized 2.5- to 3-Hz spike-wave discharges (Fig. 3-17) that may be seen both interictally (especially during hyperventilation, which increases the discharges in about 75 percent of patients, or with hypoglycemia) and ictally. The presence of observed clinical accompaniments depends on the duration of the discharges and the manner in which the patient's clinical status is evaluated. With sufficiently sensitive techniques, it may well be found that this type of epileptiform activity is generally associated with behavioral disturbances (i.e., is usually an ictal phenomenon). For example, auditory reaction time is commonly delayed during the first 2 seconds of a generalized spike-wave discharge, even when there is no clinically obvious impairment of external awareness. The characteristics of the spike-wave complexes are best defined in referential derivations. They are often maximal in amplitude in the frontocentral regions, and careful analysis has shown that the spike has several components; it is not a simple, monophasic phenomenon. The frequency of the complexes is often a little faster than 3 Hz at onset and tends to slow to about 2 Hz before terminating. Sleep may influence the morphology of the complexes (p. 59). In some instances, the discharges cease with eye-opening or in response to alerting. There may be inconstantly lateralized amplitude asymmetries or inconsistent asynchronous onsets over the two hemispheres when the recordings on different occasions are compared, but such findings are of no clinical help. The background between the generalized bursts of activity occasionally contains isolated spike discharges that may be focal (usually, frontal) in distribution; this finding is also without special significance. Similarly, high-voltage intermittent rhythmic delta activity may be found occipitally, especially in children during the first decade of life. EEG findings that are repeatedly normal in a child with clinical attacks resembling absence seizures suggest that a diagnosis of primary generalized epilepsy is incorrect.
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Figure 3-17 Paroxysmal, generalized, bilaterally synchronous and symmetric 2.5- to 3-Hz spike-wave activity recorded interictally in the electroencephalogram of a patient with absence (petit mal) seizures.




Absence epilepsy of childhood onset usually presents before the age of 12 years and commonly remits in late adolescence. By contrast, juvenile absence epilepsy presents in the second decade and is associated with less frequent absences but a greater likelihood that seizures will continue into adulthood and that generalized tonic-clonic convulsions will occur. Further details of these disorders are provided in Chapter 4. The absences that occur in juvenile myoclonic epilepsy are associated with spike- or polyspike-wave activity that has a frequency of 2.5 to 4 Hz (with a range of 2 to 7 Hz) and that is enhanced by hyperventilation; there is much intra- and interdischarge variation, and discharges may be interrupted for brief periods.


When absence attacks continue to occur in adults, they are often difficult to recognize because of their short duration.56,57 Such patients usually also have generalized tonic-clonic seizures. Michelucci and colleagues found in adults that the interictal EEG background is normal but may be interrupted by generalized bursts of spike-wave or polyspike-wave discharges and, occasionally, by independent focal spikes; runs of polyspikes sometimes occur during non-REM sleep.56 Ictally, 3-Hz spike-wave discharges are characteristic, sometimes preceded by polyspikes with or without intermixed spike-wave or polyspike-wave discharges. Similar findings have been reported by others.57









Myoclonic Seizures


Bursts of generalized spike-wave or polyspike-wave activity are found both ictally and interictally, often with a frequency of 3 to 5 Hz and an anterior emphasis; they may be enhanced especially by photic stimulation or sleep. In juvenile myoclonic epilepsy, discussed in detail in Chapter 4, the interictal EEG usually has a normal background; however, this is interrupted by bursts of generalized, frontally predominant polyspikes or of polyspike-wave or spike-wave discharges having a variable frequency that is often between 3 and 5 Hz but may be higher. Photic stimulation provokes or enhances such abnormalities in 25 to 30 percent of cases, and hyperventilation also activates the epileptiform abnormalities. Focal or lateralizing features or shifting asymmetries are sometimes found. Ictally, the myoclonic seizures are associated with anteriorly dominant polyspike or polyspike-wave bursts followed by rhythmic delta activity. Absence seizures in this syndrome are accompanied by irregular spike-wave or polyspike-wave discharges of variable frequency.









Tonic-Clonic (Grand Mal) Seizures


Generalized, bilaterally synchronous spike discharges, or bursts of spike-wave or polyspike-wave activity, or both, may be seen interictally (Fig. 3-18), the latter sometimes being identical to that found in absence attacks. The earliest change during a tonic-clonic convulsion is often the appearance of generalized, low-voltage fast activity. This activity then becomes slower, more conspicuous, and more extensive in distribution and, depending on the recording technique, may take the form of multiple spike or repetitive sharp-wave discharges that have a frequency of about 10 Hz and are seen during the tonic phase of the attack. In other instances, seizure activity may be initiated by a flattening (desynchronization) of electrocerebral activity or by paroxysmal activity, such as that which occurs in the interictal period. In any event, as the seizure continues into the clonic phase, a buildup of slow waves occurs and the EEG comes to be characterized by slow activity with associated spike or polyspike discharges. Following the attack, the EEG may revert to its preictal state, although there is usually a transient attenuation of electrocerebral activity, followed by the appearance of irregular polymorphic slow activity that may persist for several hours or even longer. In a few cases, the postictal EEG is characterized by periodic complexes.
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Figure 3-18 Paroxysmal, generalized, bilaterally synchronous spike-wave and polyspike-wave discharges seen interictally in the electroencephalogram of a 62-year-old woman with tonic-clonic seizures caused by primary generalized epilepsy.














Secondary (Symptomatic) Generalized Epilepsy


In patients with secondary generalized epilepsy (i.e., with generalized seizures relating to known pathology, such as Lennox–Gastaut syndrome), the background activity of the interictal EEG is usually abnormal, containing an excess of diffuse theta or delta activity that is poorly responsive to eye-opening and may show a focal or lateralized emphasis. Single or independent multiple spike discharges also may be found. However, interictal paroxysmal activity characteristically consists of slow spike-wave or polyspike-wave discharges that are usually less well organized than in the primary generalized epilepsies, with a frequency that varies between 1.5 and 2.5 Hz (Fig. 3-19). This activity exhibits a characteristic variability in frequency, amplitude, morphology, and distribution on different occasions, even during the same examination. In some instances it is generalized and exhibits bilateral symmetry and synchrony; in others it is markedly asymmetric, showing a clear emphasis over one hemisphere or even over a discrete portion of that hemisphere. Hyperventilation and flicker stimulation are generally less effective as activating agents than in the primary generalized epilepsies, but non-REM sleep can increase the frequency of the paroxysmal discharges.
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Figure 3-19 Interictal 2-Hz spike-wave activity in the electroencephalogram of 17-year-old boy with Lennox–Gastaut syndrome.




Such paroxysmal activity may also occur as an ictal phenomenon accompanying absence and myoclonic attacks. The most common EEG changes associated with tonic seizures are relative or total desynchronization (flattening), with sudden disappearance of any ongoing spike-wave activity, or the development of rhythmic activity (usually at about 10 Hz, or faster) that usually increases in amplitude, has a generalized distribution, and is followed by irregular slow waves (Fig. 3-20). In some instances, an initial desynchronization of the traces is followed by this pattern of generalized rhythmic fast activity. The ictal EEG features of tonic-clonic seizures are as described for patients with primary generalized epilepsy. Atonic (astatic) seizures are associated with polyspike-wave discharges, an attenuation of the background, or a brief burst of generalized fast activity or spikes.
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Figure 3-20 Tonic seizure recorded in the electroencephalogram of an 11-year-old girl with Lennox–Gastaut syndrome.




Generalized atypical spike-wave discharges have a more irregular appearance than that of 3-Hz or slow spike-wave activity, and range in frequency between 2 and 5 Hz. They occur ictally or interictally, may be activated by sleep and sometimes by photic stimulation, and have been associated with various types of generalized seizures.


In patients with myoclonus epilepsy the background is diffusely slowed, and bursts of spikes, polyspikes or sharp waves, or spike-wave discharges are seen either unilaterally or bilaterally. Flicker stimulation may lead to bursts of spike- or polyspike-wave activity. The spike activity is sometimes time-locked to the myoclonic jerking that the patient exhibits.









Epilepsies Producing Focal (Partial) Seizures


Several varieties of so-called benign focal (partial) epilepsy have been described in children. These include benign epilepsy with centrotemporal (rolandic) spikes; occipital, or frontal, epilepsy; benign partial epilepsy of adolescence; and benign epilepsy associated with multiple spike foci. They are considered in Chapter 4.


The interictal EEG findings may vary considerably at different times in patients with focal (partial) epilepsy, especially in those with impairment of consciousness or awareness (commonly described as complex symptomatology). The interictal record (see Fig. 3-11) may exhibit intermittent focal sharp waves or spikes, continuous or paroxysmal focal slow-wave activity, localized paroxysmal spike-wave discharges, or any combination of these features. There is some correlation between the site of epileptiform discharges and the clinical manifestations of seizure phenomena. For example, among patients with epilepsy, focal seizures with impaired external awareness (complex partial seizures) are more likely in those with interictal anterior temporal spike discharges, visual hallucinations are more common in those with occipital spikes, and hemifacial seizures occur more often in those with centrotemporal (rolandic) spikes.


In patients with temporal lobe abnormalities, spike discharges may be confined to one hemisphere, may be found either independently or synchronously over both hemispheres, or may occur in the homologous region of both hemispheres with a consistent temporal relationship between the spikes. In the latter case it is presumed that the discharge originates from one side and spreads to the other via commissural connections (e.g., the corpus callosum) to produce a so-called mirror focus that eventually becomes independent of the original focus, although the evidence to support this concept is incomplete in humans.


Focal epileptiform discharges may be restricted to the vertex electrodes, in which case they can be hard to distinguish from the normal vertex sharp activity seen during sleep. The occurrence of such discharges during wakefulness, the presence of associated focal slowing, or a tendency for the discharges to lateralize to one side of the midline would suggest that they are abnormal, as also would fields of distribution that differ from those of normal vertex sharp waves.


Bilaterally synchronous spike-wave activity is an occasional finding in patients with focal (partial) seizures. Unless this activity is markedly asymmetric, has a focal onset, or is preceded by focal or lateralized discharges, it can be difficult to distinguish from the similar activity seen in patients with primary generalized epilepsy.


Interictal abnormalities may be provoked by such harmless activation procedures as hyperventilation, sleep, or sleep deprivation (pp. 56–59), but flicker stimulation is not helpful in most patients with partial epilepsy. When these abnormalities arise in the anterior temporal region they may be recorded only from nasopharyngeal, sphenoidal, or other accessory electrodes. The site of focal interictal abnormalities does not necessarily correspond to the region in which seizures usually originate, however, and this must be kept in mind when patients are being evaluated (see Chapter 6). Moreover, the possibility of an underlying structural abnormality (e.g., a tumor) must be remembered in patients with focal seizures. The presence of a focal polymorphic slow-wave disturbance may reflect such a lesion, and the significance of this finding should be indicated clearly to referring physicians. A repeat examination after an appropriate interval will help to exclude the common alternative possibility that the abnormality is postictal in nature. The presence of independent bilateral spike discharges makes a unilateral structural lesion unlikely.


In some patients with focal seizures, and especially those with elementary symptomatology, the scalp-recorded EEG shows no change during the ictal event. More commonly, however, the EEG shows localized discharges (Figs. 3-21 and 3-22) or more diffuse changes during the ictal period. In some patients, the ictal EEG shows a transient initial desynchronization, which is either localized or diffuse and is followed by synchronous fast activity; in others, the initial flattening of the traces does not occur. In still other cases, rhythmic activity of variable frequency, with or without associated sharp transients, is seen during a seizure. The ictal discharge often is succeeded by a transient flattening of the traces and then by slow activity that may have a localized distribution. If focal slow activity is present, the EEG examination may have to be repeated after several days to distinguish postictal slowing from that caused by a structural lesion.
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Figure 3-21 Focal seizure recorded in the electroencephalogram of a 12-year-old girl. The seizure commences with rhythmic left-sided fast activity that increases in amplitude and becomes intermixed with slower elements, with some spread to the contralateral hemisphere. Slow waves with some associated spike discharges occur in the later part of the seizure. This activity is followed by lower-voltage, diffuse slow activity with a left-sided emphasis. Clinically, the seizure was characterized by clonic jerking of the side of the face and the limbs on the right side, followed by unresponsiveness as slow activity became conspicuous in the later part of the trace.
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Figure 3-22 Electroencephalogram of a 13-year-old boy with frequent attacks of “dimming out.” A burst of repetitive spikes is seen to occur in the right temporal region; during this time he experienced an attack.




For practical purposes, temporal lobe epilepsy is divided into medial and neocortical (lateral) temporal lobe epilepsy, and different ictal EEG patterns have been reported, depending on the site at which seizures arise. In seizures arising medially, lateralized rhythmic activity is typically maximal over the ipsilateral temporal lobe, whereas for seizures arising laterally such ictal activity often has a hemispheric distribution and a lower maximal or irregular frequency.58,59 In some (13 percent) patients with medial temporal lobe epilepsy, the electrographic seizure recorded over the scalp is contralateral to the side of seizure origin, as determined by depth recordings and curative surgery; lateralized postictal slowing, however, is a reliable lateralizing finding.60


When a focal seizure becomes generalized as a secondary phenomenon, patients usually go on to experience a tonic-clonic convulsion. Focal EEG abnormalities then are replaced by the more diffuse changes occurring during such seizures.









Anticonvulsant Drugs, Seizure Control, and the EEG


The EEG findings are influenced by antiseizure medication. An analysis of 23 controlled trials with therapeutic drug monitoring and serial EEG observations was made by Schmidt.61 Suppression of “paroxysmal” discharges correlated well with an increase in the plasma concentrations of diazepam, phenobarbital, or phenytoin, either alone or in combination with phenobarbital or primidone. A more limited correlation was reported for carbamazepine and in patients with focal discharges receiving sodium valproate. Epileptiform discharges sometimes became more profuse with carbamazepine despite clinical improvement. An increase in beta activity correlated with increased plasma concentrations of clonazepam, phenytoin, and phenobarbital. Background slowing occurred with high plasma concentrations of diazepam or phenytoin, either alone or in combination with phenobarbital or primidone. Slowing of background activity usually was associated with clinical evidence of toxicity to carbamazepine, phenytoin, phenobarbital, or primidone.


The effects of newer anticonvulsant agents on the EEG are less clear. Lamotrigine reduces the frequency and duration of electrographic seizures and diminishes interictal epileptiform discharges without affecting background activity.62 Ictal and interictal EEG abnormalities are reduced or unaffected by vigabatrin independently of seizure control, which is improved by the drug in most patients, and the EEG background may be slowed.63


The extent to which the suppression of interictal epileptiform discharges reflects the degree of seizure control is variable. In patients with clinical absences associated with generalized 3-Hz spike-wave activity, a good correlation usually exists between seizure control by pharmacologic agents and the amount of interictal epileptiform activity, but the relationship is otherwise more complex. Intravenous phenytoin and benzodiazepines acutely suppress both clinical seizures and interictal epileptiform activity, but in other contexts any correlation of the clinical and EEG effects of anticonvulsant drugs is hard to define. In one recent study, no clear association was found to exist between the presence or frequency of interictal epileptiform discharges and seizure frequency or antiepileptic drug use in patients with focal-onset seizures.64


Antiepileptic drug treatment, particularly with carbamazepine or phenytoin, may lead to a paradoxical increase in seizure frequency, sometimes with the appearance of new seizure types or even absence or myoclonic status epilepticus, and a deterioration of the EEG in patients with primary generalized epilepsy.65 Other drugs that may worsen seizures in this context include lamotrigine, vigabatrin, and gabapentin.









Status Epilepticus






Tonic-Clonic (Convulsive) Status


The EEG findings during the seizures may consist of diffuse repetitive spikes, sharp waves, or spike-wave complexes. Alternatively, the findings may resemble those seen during a single seizure, except that the electrographic seizures occur repetitively and there is usually no transient postictal attenuation of the EEG. If seizures have a focal onset, the EEG may show focal spikes, which then spread diffusely. The interictal background is usually, but not always, abnormal, with an excess of irregular, asynchronous, diffuse slow activity, often with intermixed spikes and spike-wave complexes. The main value of recording the EEG during convulsive status epilepticus is to determine whether seizures are continuing when any motor manifestations are subtle because of associated brain damage, the duration of the epileptic state, or pharmacologic neuromuscular blockade. The EEG is also useful in monitoring treatment that involves induction of anesthesia, being important as a means of ensuring that adequate doses are given, and helps in determining whether involuntary motor activity that emerges when medication is being withdrawn relates to recurrence of seizures or is nonepileptic in nature.


Patients in postanoxic status epilepticus typically have a poor prognosis for useful recovery and, in consequence, their seizures generally are not treated aggressively. However, patients having preserved brainstem reactions, somatosensory evoked potentials, and EEG reactivity may do well if their status epilepticus is treated vigorously.66









Nonconvulsive and Focal Status Epilepticus


This is suggested clinically by the occurrence of a fluctuating abnormal mental status with confusion, reduced responsiveness, lethargy, somnolence, automatisms, inappropriate behavior, or some combination of these and other symptoms. In patients without a history of prior seizures the epileptic basis of symptoms often is not recognized initially, and a primary psychiatric disorder is suspected until an EEG is obtained. EEG monitoring has shown that nonconvulsive status epilepticus occurs more commonly than previously appreciated in the neurologic intensive care unit, and that it is also a common sequela to convulsive status epilepticus but generally will not be recognized in the absence of an EEG.67-70 Nonconvulsive status epilepticus has been subdivided into generalized (absence) status and focal status with impairments of consciousness or awareness (complex partial status). These may resemble each other clinically, but their EEG features are quite distinct. The EEG is therefore important in establishing the diagnosis, distinguishing between the different types of nonconvulsive status, and monitoring the response to treatment. In absence status, which may occur in either children or adults, the EEG shows diffuse, bilaterally synchronous, continuous or discontinuous spike-wave and polyspike-wave discharges occurring at about 2 or 3 Hz. Less commonly, irregular arrhythmic spike-wave or polyspike-wave complexes may occur on a diffusely slowed background. By contrast, in focal status epilepticus with impaired consciousness (complex partial status), the EEG generally shows focal or lateralized electrographic seizures, although they sometimes are more generalized. Thus, paroxysmal activity (e.g., repetitive spikes, spike-wave discharges, slow waves, or beta rhythm) may be found unilaterally, bilaterally, or on alternating sides.


In patients with focal status epilepticus, the EEG findings may show intermittent electrographic seizures, merging EEG seizures, continuous ictal discharges, or periodic epileptiform discharges (either PLEDs or BiPLEDs). When PLEDs occur in this context, they may be the initial rather than a terminal ictal pattern.33 Outcome is related more to age and etiology than to specific ictal EEG patterns.33









Myoclonic Status Epilepticus


The most common cause of this disorder is anoxic encephalopathy. The EEG may show generalized periodic or pseudoperiodic complexes (usually consisting of spikes or sharp waves), often with an attenuated background between the complexes or a burst-suppression pattern.25,71 In some patients, no epileptiform activity is seen.71


Recent reports suggest that the use of inappropriate antiepileptic medication in patients with idiopathic generalized epilepsy may result in absence or myoclonic status, often with atypical features.65 Myoclonic status epilepticus also may occur in patients with juvenile myoclonic epilepsy as a result of drug withdrawal and responds to benzodiazepines.72









Status Epilepticus and Sleep


In rare instances, an EEG appearance suggesting status epilepticus may occur during sleep. Such an EEG consists of almost continuous, generalized spike-wave activity that is present primarily during non-REM sleep, which may make it impossible to recognize the normal sleep architecture.









Epilepsia Partialis Continua


This may be regarded as a type of focal status epilepticus and is characterized clinically by rhythmic clonic movements of a group of muscles (Fig. 3-23). In some cases the EEG is normal. Epileptiform abnormalities may have been obscured, however, by the background rhythms or by muscle or movement artifact; alternatively, these abnormalities may not have been detected because they arose from infolded regions of the cortex and were therefore not picked up by the recording scalp electrodes. Focal EEG abnormalities, which sometimes are enhanced by hyperventilation, are present in some patients and consist of abnormal slow waves, sharp transients, or both. It is sometimes possible to identify a relationship between the EEG and muscle activity when the frequency of the jerking is slow. The background activity is frequently slowed or asymmetric, and in occasional instances shows PLEDs.
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Figure 3-23 Electroencephalogram of 46-year-old woman with epilepsia partialis continua. Sharp waves can be seen arising from the left central region and were accompanied by repetitive jerking of the right arm. The seizures were found to result from neurosarcoidosis.














Long-Term EEG Monitoring for Epilepsy


Long-term EEG recordings are generally performed to distinguish between attacks that are epileptic or psychogenic in nature, to determine the frequency of seizure activity, and to localize an epileptogenic source. Monitoring procedures are considered in detail in Chapter 6.









Value of the EEG in the Management of Patients with Epilepsy


In addition to the aforementioned help that the EEG findings provide in supporting a clinical diagnosis of epilepsy, in permitting a precise epilepsy syndrome to be identified, and in excluding an underlying structural cause of the seizures, the findings are useful in a number of other ways with regard to the management of patients with epilepsy. They are an important aid to the clinician who is attempting to classify the seizure disorder of individual patients and may therefore influence the choice of anticonvulsant drugs that are prescribed. For example, unless the EEG findings are taken into account, it may be difficult to distinguish between certain types of partial seizures, absence seizures, and the so-called atypical absences that occur in patients with Lennox–Gastaut syndrome. The EEG may enable a focal or lateralized epileptogenic source to be identified, even when it is not apparent on clinical grounds. This identification may be of prime importance when the etiology or surgical treatment of the disorder is under consideration. Further comment on this aspect is made in Chapters 6 and 7.


The EEG is particularly helpful in the diagnosis of absence and focal status epilepticus with altered consciousness; indeed, it is often the only means that permits these diagnoses to be made with any confidence. In tonic-clonic (grand mal) status epilepticus, EEG monitoring is invaluable for monitoring the level of induced anesthesia and for determining whether seizure activity is continuing, as discussed earlier.


The EEG can provide a limited guide to the prognosis of patients with epilepsy. Thus, an EEG that is normal and remains so following the standard activation procedures, discussed earlier, generally implies a more favorable prognosis than otherwise, although this prognosis is not always supported by the outcome in individual cases. In patients with absence attacks, 1- to 2-Hz spike-wave discharges suggest a poorer prognosis than bilaterally symmetric and bisynchronous 3-Hz spike-wave activity. The presence of abnormal background activity also implies a poor prognosis. The EEG findings have, however, proved to be disappointingly unreliable as a means of determining the prognosis for the subsequent development of seizures in children experiencing their first febrile convulsion or in patients with head injuries.


Emphasis is sometimes placed on the EEG findings when the feasibility of withdrawing anticonvulsant drugs is under consideration after epileptic patients have been free from seizures for some years. However, the EEG provides no more than a guide to the outlook in such circumstances, and patients certainly can have further attacks after withdrawal of medication despite a normal EEG or, conversely, can remain seizure-free despite a continuing EEG disturbance. The difficulty in obtaining reliable, definitive data concerning the utility of the EEG in this circumstance was underscored in the meta-analysis of Berg and Shinnar.73 In patients with partial epilepsy, a more recent study suggests that the risk of relapse after drug withdrawal is not predicted by the findings in EEGs recorded before the beginning of drug withdrawal; by contrast, the changes that occur in the EEG recorded during drug withdrawal or in the 3 years thereafter do have prognostic value.74 Therefore, decisions concerning withdrawal of medication must be based on clinical grounds, with the context of individual cases, as well as the EEG findings, taken into account.












Syncope


Loss of consciousness may occur because of diffuse cerebral hypoxia or ischemia. The clinical features of a syncopal event may be similar to those of a seizure. Conspicuous motor activity, for example, may accompany loss of consciousness in patients with syncope due to malignant cardiac arrhythmias, as well as with certain seizures. Thus, the possibility of syncopal episodes must be borne in mind when a patient presents with the late onset of an apparent seizure disorder. Recent studies show that neurocardiogenic syncope continues to be misdiagnosed as epilepsy,75 and that such patients are often over-investigated and inappropriately treated, risking a fatal outcome.


During a syncopal episode, the EEG generally is said to show a diffusely slowed background initially and then high-voltage delta activity, usually after an interval of about 10 seconds or so, and followed sometimes by transient electrocerebral silence if the hypoperfusion persists. Recovery occurs in the reverse order. In fact, the EEG changes are more variable; in some instances there is no attenuation of electrocerebral activity, whereas in other instances electrocerebral quiescence develops with little or no preceding change in the frequency of background rhythms.76,77 The precise temporal relationship of the EEG changes to the loss of consciousness is also variable,76 depending in part on the cause of the syncope.78









Infections


EEG changes are generally more marked in patients with encephalitis than in patients with uncomplicated meningitis. In most of the acute meningitides and viral encephalitides, the EEG is characterized by diffuse rhythmic or arrhythmic slow activity, although focal abnormalities sometimes are found as well. The degree of slowing reflects, at least in part, the severity and extent of disease, the level of consciousness, and any metabolic and systemic changes. These EEG findings are not really helpful for diagnostic purposes, although they may be useful in following the course of the disorder, especially if the clinical features are relatively inconspicuous. Persistence or progression of the EEG abnormalities suggests advancing disease, complications, or residual brain damage, but clinical improvement and EEG improvement do not necessarily follow the same time course. The presence of focal abnormalities raises the possibility that an abscess is developing, although localized electrical abnormalities also may arise for other reasons (e.g., secondary vascular changes or scarring). Residual neurologic deficits, or complications such as a seizure disorder, may develop even if the EEG returns to normal after the acute phase of the illness.


In the chronic meningitides, the EEG may show little change, although in other instances it may show diffuse slowing. Similarly, the findings in aseptic meningitis generally are normal or consist of mild diffuse slow activity, usually in the theta-frequency range. Such findings are sometimes helpful in following the course of the disorder.


The findings in patients with the encephalopathy associated with infection by human immunodeficiency virus (HIV) are discussed on page 75.


An encephalopathy may occur in patients with systemic sepsis but no evidence of intracranial infection or other identifiable cause for its occurrence; it is probably multifactorial in etiology. The EEG is more sensitive than clinical evaluation for detecting such sepsis-associated encephalopathy. It becomes increasingly slowed, may show triphasic waves, and—in some cases—exhibits a burst-suppression pattern or becomes increasingly suppressed.79 Recovery may occur, however, even when a burst-suppression pattern is present.79






Herpes Simplex Encephalitis


The EEG findings in herpes simplex encephalitis are sometimes characteristic, especially if serial recordings are made. Initially, diffuse slow activity is found, often with a lateralized or focal emphasis, especially over the temporal lobe on the affected side. Subsequently, stereotyped repetitive sharp- or slow-wave complexes, with a duration of up to about 1 second, may come to be superimposed on the slow background, usually developing between the 2nd and 15th days of the illness but occasionally not arising until even later (Fig. 3-24). These complexes may be found over one or both hemispheres, particularly in the temporal regions, and occur with a regular repetition rate, the interval between successive complexes usually being between 1 and 4 seconds in different patients. When the complexes are bilateral, they may occur synchronously or independently on the two sides. Such bilateral involvement generally implies a more serious outlook than otherwise. The occurrence of focal electrographic seizure activity may obliterate the periodic activity temporarily on the involved side. In time, the amplitude of the repetitive complexes becomes less conspicuous until they can no longer be recognized, the EEG showing instead a focal slow-wave disturbance; attenuation of activity over the affected region; or, in cases that have a fatal outcome, a progressive reduction in frequency and amplitude of background activity.
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Figure 3-24 Repetitive complexes seen in the right temporal region of a child with herpes simplex encephalitis.




These changes, when found during the course of an acute cerebral illness, may have considerable diagnostic value in suggesting the possibility of herpes simplex encephalitis. Periodic complexes are not, however, an invariable finding in herpes simplex encephalitis, and their absence does not exclude the possibility of this disorder. Moreover, similar activity may occur in rare cases of infectious mononucleosis encephalitis.









Subacute Sclerosing Panencephalitis


Recurrent slow-wave complexes, sometimes with associated sharp transients, occur with a regular periodicity in this disease, which is now rarely encountered in the developed world (Fig. 3-25). The complexes usually last for up to 3 seconds, but their form may show considerable variation in different patients or in the same patients at different times, as may the interval (usually 4 to 14 seconds) between successive complexes. In most instances, they have a generalized distribution and occur simultaneously over the two hemispheres, but in the early stages of the illness they are sometimes more conspicuous over one side. Sleep may have a variable influence on the complexes; in some patients it has no effect, but in others the complexes are either brought out, enhanced, or lost during sleep. Occasionally, they seem to disappear for a time but this is unusual, except in the terminal stages of the illness. When myoclonic jerking is a clinical feature of the patient's illness, the jerks are usually time-related to the periodic complexes, occurring just before or just after them. Although the background EEG activity is sometimes relatively normal, it generally is characterized by a reduction or loss of alpha rhythm and the presence of diffuse slow activity. Randomly occurring spikes or sharp waves may be found, especially in the frontal regions, as may bilaterally synchronous spike-wave activity or rhythmic frontal delta activity. Transient, relative quiescence of the background following a complex is an occasional finding.
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Figure 3-25 Electroencephalogram of a 16-year-old boy with subacute sclerosing panencephalitis of 8 months' duration. Generalized slow-wave complexes are seen to occur approximately every 4 seconds and last for up to 1 second. Each complex is accompanied by a brief electromyographic discharge from the right forearm extensor muscles.




Periodic complexes similar in form and repetition rate to those just described also may occur in patients with phencyclidine (PCP) intoxication.









Creutzfeldt–Jakob Disease


In Creutzfeldt–Jakob disease, the EEG is also characterized by periodic complexes occurring on a diffusely abnormal, slowed background (Fig. 3-26). The complexes differ from those occurring in subacute sclerosing panencephalitis. They consist of brief waves (generally less than 0.5 second in duration) of variable (often triphasic) form and sharpened outline; these waves recur with an interval of 0.5 to 2 seconds between successive complexes and may show a temporal relationship to the myoclonic jerking that patients commonly exhibit. This periodic activity is usually present diffusely and is then bilaterally synchronous, but it may have a more restricted focal or lateralized distribution in the early stages of the disorder. Such a restricted distribution correlates with clinical cerebral dysfunction and with the findings on MRI.80 Asymmetries occasionally persist, even at advanced stages. In the Heidenhain variant of the disease, periodic complexes may remain confined to the occipital regions and initially may be unilateral.
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Figure 3-26 Repetitive complexes, often triphasic in form, occurring about once every second on a rather featureless background in the electroencephalogram of a 66-year-old patient with Creutzfeldt–Jakob disease.




The typical periodic discharges may not be found in the early and terminal stages of the disease. When the disease is sufficiently advanced that it is strongly suspected on clinical grounds or has been confirmed pathologically, typical EEG abnormalities have been reported in more than 90 percent of patients.81


The periodic discharges are not present in certain familial forms of Creutzfeldt–Jakob disease82 or in the new-variant disease, in which the EEG is often abnormal in a nonspecific manner.83,84 They are also absent in Gerstmann–Straussler–Scheinker syndrome.


Both the clinical features of a rapidly progressive encephalopathy and the EEG appearance of periodic complexes suggesting Creutzfeldt–Jakob disease have been reported in patients with lithium or baclofen toxicity, indicating the need to take a careful drug history in such circumstances.85,86 Bismuth subsalicylate toxicity may lead to a prolonged encephalopathy that is mistaken for Creutzfeldt–Jakob disease, but the EEG usually is diffusely slowed, without more characteristic features.87









Abscess


In patients with acute supratentorial cerebral abscess, the EEG is characterized by low-frequency, high-amplitude, polymorphic focal slow activity such as that shown in Figure 3-9. PLEDs have been reported over the involved hemisphere in occasional cases. The EEG changes are often much more dramatic than those encountered with other focal cerebral lesions. Depending on the degree to which consciousness is depressed, however, focal changes are sometimes obscured by a more generalized slow-wave disturbance or by frontal intermittent rhythmic delta activity.


Infratentorial abscesses generally produce less marked EEG abnormalities characterized by intermittent rhythmic delta rhythms or diffuse slow activity.


The EEG changes produced by chronic supratentorial abscesses may be indistinguishable from those produced by focal lesions such as tumors (p. 73).












Vascular Lesions


In considering the changes that occur in patients with vascular lesions of the nervous system, it must be borne in mind that the EEG findings fail to provide a reliable means of distinguishing such lesions from other types of structural pathology (e.g., cerebral tumors). Similarly, the EEG findings do not provide a way of distinguishing the underlying pathologic basis of the vascular disturbance, and this drawback limits the utility of the technique. It may, however, become an increasingly important means for the continuous monitoring of patients at special risk for certain vascular complications.


In patients with cerebral ischemia caused by occlusive disease of major vessels, the normal background activity often is depressed in the affected portion of the hemisphere, and a slow-wave (theta or delta) disturbance may be found, sometimes associated with sharp transients or PLEDs. Changes are usually most conspicuous in the ipsilateral midtemporal and centroparietal regions in patients who have involvement of the middle cerebral or internal carotid artery, in the frontal region when the anterior cerebral artery is affected, and in the occipital region when the posterior cerebral artery is occluded. The topographic extent of these changes varies in individual patients, however, depending on factors such as the site of occlusion, rapidity of its development, and adequacy of the collateral circulation. The EEG may revert to normal with time despite a persisting clinical deficit, but sharp transients become more conspicuous in some cases. In patients with ischemia restricted to the internal capsule, the EEG usually is normal or shows only minor changes. Similarly, discrete subcortical vascular lesions (e.g., lacunar infarcts) generally do not alter the EEG. In patients with vertebrobasilar ischemia, the EEG is often normal, although it may show minor equivocal changes. In some cases of infarction of the lower brainstem (Fig. 3-27), however, widespread, poorly reactive alpha-frequency activity is found. With involvement of more rostral brainstem regions and of the diencephalon, the EEG is characterized by predominant slow activity, which often is organized into discrete, bilaterally synchronous runs without constant lateralization.
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Figure 3-27 Generalized, rhythmic 9- to 10-Hz activity, unresponsive to sensory stimuli, in the electroencephalogram of a 68-year-old woman following cardiopulmonary arrest.




Following acute nonhemorrhagic stroke, the EEG may show focal abnormalities (e.g., a polymorphic slow-wave disturbance) at a time when CT scans are normal. Thus, in this context, the EEG may reflect dysfunction not yet apparent morphologically. Such changes may be helpful in distinguishing between a hemispheric and brainstem lesion. They also have been used to distinguish between a cortical and a lacunar infarct when such distinction is clinically difficult, although studies indicate that lateralized minor abnormalities are more common than is generally appreciated after lacunar infarction.88


In patients with mild atherosclerotic cerebrovascular disease, hyperventilation may induce focal or lateralized EEG abnormalities that are not apparent otherwise. Carotid compression sometimes is used to provoke EEG changes caused by inadequacies of the collateral circulation. This maneuver is not always innocuous, however, and may give misleading information (e.g., positive responses in patients without vascular disease or a lack of response in patients with well-established disease).


In patients with intracerebral hematomas, the extent of the EEG changes depends on the site and size of the hematoma and on the rapidity of its development. Background activity is depressed over part or all of the affected side, and focal polymorphic delta activity is seen. Especially in the elderly, this slow activity is sometimes localized preferentially to the temporal region, regardless of the site of the lesion. Sharp transients are seen more commonly than in patients with nonhemorrhagic vascular lesions, especially in the temporal region, and intermittent bilateral rhythmic delta activity also may be found, especially where secondary displacement of brainstem structures has occurred. EEG changes are often inconspicuous in patients with hemorrhage into the lower brainstem, but widespread, poorly reactive alpha-like activity may be noted. Cerebellar hemorrhage is associated with little, if any, change unless tonsillar herniation complicates the clinical picture, in which case diffuse slowing results.


The EEG findings in patients with cerebral venous or venous sinus thrombosis are similar to, but often more extensive than, those in patients with occlusive arterial disease. When the superior sagittal sinus is involved, the changes are usually bilateral, often variable, and commonly asymmetric.


It is unclear whether the EEG has any role in indicating the prognosis following stroke, and no definite conclusions can be reached on the basis of the few published studies on this point. The EEG has been used to monitor patients undergoing carotid endarterectomy, and this is discussed further in Chapter 9.


A reversible posterior leukoencephalopathy has been related to hypertensive encephalopathy. It is associated with characteristic abnormalities on neuroimaging that suggest subcortical edema without infarction.89 Occipital lobe seizures may occur,90 and variable EEG abnormalities may be encountered. The diagnosis, however, is based on the clinical and neuroimaging abnormalities.






Subarachnoid Hemorrhage


Although the EEG may be normal following subarachnoid hemorrhage, diffuse slowing is a common finding, especially in patients with clouding of consciousness. Focal abnormalities also may be observed and can be related to the presence of a local hematoma; to the source of hemorrhage, especially when it is an angioma; or to secondary ischemia by arterial spasm. Continuous EEG monitoring in the intensive care unit is being used increasingly to detect focal changes caused by vasospasm while they are still subclinical or at least at a time when the vasospasm may still be reversible.91









Subdural Hematoma


The background activity sometimes is reduced in amplitude or virtually abolished over the affected hemisphere in patients with a chronic subdural hematoma (Fig. 3-28). In other instances, however, a focal ipsilateral slow-wave disturbance is the most conspicuous abnormality, and little suppression of background rhythms is found. In either case, generalized changes (e.g., frontal intermittent rhythmic delta activity) may be present as well, and repetitive periodic complexes have been described in rare instances.
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Figure 3-28 Focal slowing in the right posterior quadrant and suppression of normal background rhythms over this side in the electroencephalogram of a patient with a suspected right subdural hematoma.




Because the EEG is sometimes normal in patients with a chronic subdural hematoma, the possibility of such a lesion cannot be excluded just because the electrophysiologic findings are unremarkable. Indeed, even when abnormalities are found, it can sometimes be difficult, if not impossible, to localize the lesion with any certainty owing to the interplay of the various changes described earlier. Moreover, the EEG findings do not reliably distinguish a chronic subdural hematoma from other space-occupying lesions. In all instances, therefore, detailed neuroradiologic assessment is necessary if cases are to be managed correctly.









Intracranial Aneurysms and Arteriovenous Malformations


The findings in subarachnoid hemorrhage have been described already. Focal slow activity is an occasional finding in patients with aneurysms that have not bled, but in uncomplicated cases there is often little to find in the EEG. Following subarachnoid hemorrhage, focal or lateralized abnormalities are sometimes present and may be a guide to the site of bleeding. Focal slow activity or epileptiform discharges may be found in the EEG of patients with intracranial arteriovenous malformations.









Sturge–Weber Syndrome


Together with depression of normal background activity and the responses to hyperventilation and photic stimulation over the affected hemisphere, irregular slow activity and sharp transients are often seen. The reduction in background activity is not necessarily related to the presence and degree of intracranial calcification. Abnormalities sometimes have a more generalized distribution that can be confusing, but in such circumstances they are commonly more conspicuous over the involved side.












Headache


Electroencephalography has little relevance to the diagnosis of migraine. In uncomplicated cases, the EEG is usually normal, or shows only minor nonspecific changes between and during migrainous attacks. Focal or unilateral slow-wave disturbances are common, however, particularly in patients developing lateralized aura or neurologic deficits in association with their attacks. Such localized abnormalities usually settle rapidly once the clinical disturbance has resolved, unless infarction has occurred or there is an underlying structural abnormality. Paroxysmal epileptiform activity sometimes is found, but the proportion of cases with such a disturbance varies greatly in different series. It is unclear whether the association of migraine with such paroxysmal activity is genetic or related to cerebral ischemic damage. The EEG disturbance, in itself, is insufficient evidence to permit the headaches to be regarded as the manifestation of an epileptic disorder.


There is always some concern that an underlying structural lesion may have been missed in patients with chronic headache syndromes that fail to respond to medical treatment. Although the EEG has been used by some as a screening procedure for patients requiring further investigation, the EEG is less sensitive than cranial CT scanning or MRI and—given the implications of delay in the diagnosis of an intracranial mass lesion—it is hard to justify its use in place of imaging studies when these modalities are readily available and intracranial pathology is suspected clinically.92


There is little, if any, evidence that the EEG has a useful role in the routine evaluation of patients presenting with headache, and it is not helpful for predicting prognosis or in selecting therapy.92









Tumors


Tumors may affect the EEG by causing compression, displacement, or destruction of nervous tissue; by interfering with local blood supply; or by leading to obstructive hydrocephalus. Considerable variation exists in the presence, nature, and extent of abnormalities in different subjects, depending, at least in part, on the tumor's size and rate of growth and on the age of the patient. An abnormal record is more likely to be found in patients with a supratentorial tumor than an infratentorial one, and in patients with a rapidly expanding tumor rather than a slowly growing lesion. Superficial supratentorial lesions generally produce more localized EEG changes than do deep hemispheric lesions; the latter may lead to abnormalities over the entire side involved or to even more diffuse changes. EEG abnormalities are more common with rostral than with caudal infratentorial lesions. In general, abnormalities are more conspicuous with tumors in children than adults. Even if the EEG is abnormal, however, the changes may be generalized rather than focal. Thus, they would not be particularly helpful in the diagnosis or localization of the underlying neoplasm, although they would provide information about the extent of cerebral dysfunction produced by it.


Diffuse abnormalities are common in all patients with cerebral tumors when the level of consciousness is depressed; therefore, in this context, these abnormalities are particularly probable in patients with infratentorial lesions. In addition to diffuse slowing, intermittent bilateral rhythmic delta activity may be seen with a frontal emphasis in adults, or more posteriorly in children. In these circumstances, localization of the tumor by EEG is often less feasible than at an earlier period in the natural history, although a gross asymmetry of such activity between the two hemispheres raises the possibility of a lateralized hemispheric lesion. Earlier records sometimes permit more definite localization, but they may show only subtle changes, which are easily missed.


Depression of electrical activity over a discrete region of the brain is a reliable local sign of an underlying cerebral lesion, but this sign may be masked by volume conduction of activity from adjacent areas. The presence of a focal polymorphic slow-wave disturbance (Fig. 3-29) is also important, although such an abnormality has less localizing significance when it is found over the temporal lobe. Focal ictal or interictal sharp activity is of some, but lesser, localizing value unless it is associated with an underlying focal slow-wave disturbance. However, epileptiform activity may precede the appearance of more reliable focal EEG abnormalities by several months or even longer. It usually occurs at the margins of the lesion and is more likely with slowly growing tumors than with rapidly expanding ones, and more likely with hemispheric tumors than with brainstem lesions. Some correlation exists between the presence of epileptiform activity in patients with brain tumors and the development of seizures, but in general this correlation is not close enough to be of prognostic relevance. Many patients with such EEG discharges do not have seizures; conversely, many patients with seizures from brain tumors do not have spikes and sharp waves in their EEGs.
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Figure 3-29 Polymorphic slow-wave activity in the left frontal region in the electroencephalogram of a 62-year-old man with a glioma.




Epileptiform discharges may occur bilaterally, without obvious focality, in patients with parasagittal or mesial hemispheric lesions, but then are often asymmetric in distribution over the two sides or confined to the vertex. A number of other abnormalities have been described in patients with discrete cerebral lesions, including an asymmetry of drug-induced fast activity, a local increase in beta activity, and the presence of a mu rhythm; but these findings are of much less significance and can lead to difficulty in determining which of the two sides is the abnormal one.


In assessing the findings in patients with suspected brain tumors, the main value of the EEG is in indicating which patients require more detailed investigation, especially when facilities for CT scanning or MRI are not readily available. Its value even in this regard is limited, however, because a normal or equivocal EEG does not exclude the possibility of a tumor. Deep-seated supratentorial tumors may produce no abnormalities whatsoever at an early stage, and the EEG is likely to be normal in patients with pituitary tumors unless the lesion has extended beyond the pituitary fossa or has caused hormonal changes. Furthermore, there are no abnormalities that will allow the differentiation of neoplastic lesions from other localized structural disorders, such as an infarct. The EEG can provide no information about the nature of the tumor in individual cases; the findings in patients with tumors of different histologic types or in different locations are therefore not discussed in this chapter.


Although its place as a noninvasive screening procedure has been taken over largely by CT scanning or MRI in the developed countries, the EEG still has an important complementary role in the evaluation of patients with known or suspected brain tumors. In particular, the EEG is helpful in the evaluation of episodic symptoms that might either be epileptic in nature or have some other basis, and it provides information about the extent of cerebral dysfunction.









Tuberous Sclerosis


There are no pathognomonic EEG features of tuberous sclerosis, but epileptiform activity or changes suggestive of space-occupying lesions may be found. The EEG is often normal in mild cases, but in others focal slow- or sharp-wave disturbances are seen. In more advanced cases, a hypsarrhythmic pattern may be seen during infancy, whereas in older patients the record may contain generalized spike-wave activity or independent multifocal spike discharges. Thus, focal or generalized changes may be found in this disorder.









Pseudotumor Cerebri


In pseudotumor cerebri, or benign intracranial hypertension, the EEG is often normal, but abnormalities, consisting of a diffusely slowed background and bursts of activity in the alpha-, theta-, or delta-frequency ranges, sometimes are found.









Dementia


The EEG changes in most patients with dementia are nonspecific and do not discriminate between the different types of dementing processes. In early cases, the findings may be normal. As the dementia advances, however, the amount and frequency of the alpha rhythm decline, and irregular theta and slower activity appears, sometimes with a focal or unilateral emphasis, and especially in the temporal region. In patients with Alzheimer disease, the alpha rhythm often is lost at a relatively early stage compared with patients with other disorders that cause dementia. As a general rule, abnormalities occur earlier and are much more conspicuous in Alzheimer disease than in frontotemporal dementia. In the latter disorder, the EEG is often normal93; even if diffuse slow-wave activity is present, the alpha rhythm commonly is preserved.


In some cases, the cause of dementia may be suggested by the EEG findings. Both Creutzfeldt–Jakob disease and subacute sclerosing panencephalitis are associated commonly with characteristic EEG changes, as described earlier. When a focal structural lesion (e.g., a tumor or chronic subdural hematoma) is responsible for the intellectual decline, there may be localized depression of electrocerebral activity or a focal polymorphic slow-wave disturbance, sometimes with relative preservation of the alpha rhythm. In multi-infarct dementia, significant asymmetries in background activity often occur over the two hemispheres, and focal slow-wave disturbances are common. The findings in patients with parkinsonism, Huntington disease, hepatolenticular degeneration, and Steele–Richardson–Olszewski syndrome are discussed on page 81 but are of no help in distinguishing the intellectual decline occurring in those disorders from other diseases associated with dementia.


In patients with the dementia sometimes associated with HIV infection, the EEG may be normal or diffusely slowed. Focal slow-wave disturbances in these patients raise the possibility of neoplastic involvement or opportunistic infection.


Considerable overlap exists between the EEG findings in patients with dementia of the Alzheimer type and mentally normal elderly subjects; thus, the EEG cannot be used to indicate reliably whether an elderly patient has dementia. Indeed, the diagnostic or prognostic utility—if any—of either routine or quantitative EEG in the evaluation of patients with cognitive impairment is unclear. 94 However, the presence of diffuse slow-wave activity supports the diagnosis of dementia rather than pseudodementia (depression). Again, the EEG findings cannot be used to distinguish with any confidence between an acute and a chronic disturbance of cognitive function, although in the former circumstance abnormalities are more likely to reverse with time. However, a markedly abnormal EEG in patients with clinically mild cognitive disturbances should suggest an acute process, such as a toxic or metabolic encephalopathy.









Metabolic Disorders


The EEG has been used to detect and monitor cerebral dysfunction in patients with a variety of metabolic disorders, and changes may certainly precede any alteration in clinical status. The EEG findings may also be helpful in suggesting that nonspecific symptoms have an organic basis. Diffuse (rather than focal) changes characteristically occur in metabolic encephalopathies unless there is a pre-existing or concomitant structural lesion. Typically, desynchronization and slowing of the alpha rhythm occur, with subsequent appearance of theta, and then of delta, activity. These slower rhythms initially may be episodic or paroxysmal and are enhanced by hyperventilation. Triphasic waves (p. 48), which consist of a major positive potential preceded and followed by smaller negative waves, may also be found and usually are generalized, bilaterally synchronous, and frontally predominant. They are sometimes reactive to external (painful) stimulation. Although triphasic waves were thought originally to be specific for hepatic encephalopathy, they are found in a variety of metabolic encephalopathies and may suggest a poor prognosis for survival.13


Diffuse slowing of the EEG has been described in hyperglycemia or hypoglycemia, Addison disease, hypopituitarism, pulmonary failure, and hyperparathyroidism. In hypoparathyroidism, similar changes are found in advanced cases, but spikes, sharp waves, and slow spike-wave discharges also may be seen. A low-voltage record in which the alpha activity classically is preserved but slowed characterizes myxedema, and there may be some intermixed theta or slower elements. These changes may pass unrecognized, however, unless premorbid records are available for comparison. In hyperthyroidism, the alpha rhythm is usually diminished in amount but increased in frequency, beta activity is often conspicuous, and scattered theta elements may be present. The findings in Cushing disease and pheochromocytoma are usually unremarkable.


Water intoxication or hyponatremia may cause diffuse slowing of the EEG, and bursts of rhythmic delta activity are also commonly present. Hypernatremia and abnormalities of serum potassium concentration usually have little effect on the EEG.






Hepatic Encephalopathy


The EEG shows progressive changes in patients with advancing hepatic encephalopathy, and in general a good correlation exists between the clinical and electrical findings. In early stages the alpha rhythm slows, gradually being replaced by theta and delta activity, but in some instances it may coexist with this slow activity. As the disorder progresses, triphasic complexes usually (but not invariably) occur symmetrically and synchronously over the two hemispheres, with a frontal emphasis (Fig. 3-30). With further clinical deterioration, the EEG in patients with hepatic encephalopathy comes to consist of continuous triphasic and slow-wave activity, which shows a marked anterior emphasis and may be interrupted by periods of relative quiescence. The amplitude of the slow-wave activity gradually decreases as death approaches.
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Figure 3-30 Triphasic and slow-wave activity in the electroencephalogram of a 79-year-old woman with hepatic encephalopathy.




After orthotopic liver transplantation, epileptiform activity may be encountered in the EEG, especially in those who ultimately fail to survive.95 Other EEG abnormalities in liver transplantation recipients include diffuse slowing, local or generalized suppression of electrocerebral activity, the presence of triphasic waves, electrographic seizures that may be subclinical, and PLEDs.95 Focal or generalized abnormalities may be related to cerebrovascular complications or to infective processes to which patients are prone because of their immunosuppressed status. Generalized abnormalities may also be related to other metabolic disturbances, central pontine myelinolysis, and medication effects.









Renal Insufficiency


In patients with renal insufficiency, the EEG may be normal initially but the background eventually slows; theta and delta activity develops in increasing amounts and is sometimes paroxysmal; and, ultimately, the record is dominated by irregular slow activity that does not respond to external stimuli. Triphasic complexes are an occasional finding but usually are not as well formed as those in hepatic encephalopathy. Spike and sharp-wave discharges may also be seen in some patients, as may photoparoxysmal responses.


During hemodialysis, the EEG findings are often dramatic, even in patients who previously had a relatively normal record, consisting of bursts of generalized, high-voltage rhythmic delta activity occurring on either a relatively normal or a generally slowed background. In patients developing the progressive encephalopathy that sometimes occurs during chronic hemodialysis, the EEG contains diffuse slow-wave activity interrupted by bilaterally synchronous complexes of slow, sharp, triphasic, and spike waves.









Anoxic Encephalopathy


The EEG changes occurring during acute pancerebral hypoperfusion or hypoxia were discussed earlier in the section on syncope (p. 67). If cerebral hypoxia or anoxia is prolonged, it leads to an encephalopathy that may be irreversible. Diffuse slowing of variable degree is found in the EEG of some comatose patients, and short runs of fast activity also may be present. The responsiveness of the background to external stimulation (Fig. 3-31) provides important prognostic information in such circumstances (p. 79). In patients with more severe brain damage, the EEG may show continuous or intermittent epileptiform discharges, diffuse unresponsive alpha-frequency activity (p. 79), a burst-suppression pattern (see Fig. 3-12 and p. 52), or electrocerebral inactivity. Generalized periodic epileptiform complexes and BiPLEDs suggest a poor prognosis for survival.96 A detailed discussion of the EEG findings in brain death and neocortical death is provided in Chapter 35.





[image: image]

Figure 3-31 Electroencephalogram of a comatose child showing attenuation of the diffuse background slow activity in response to a sudden loud noise.














Effects of Drugs and Alcohol on the EEG


Various medications may affect the EEG depending on timing, dose, and metabolic factors, and on whether there are pre-existing or iatrogenic systemic disorders. Drug effects are usually symmetrical and typically occur diffusely. A lateralized asymmetry may relate to suppression over one hemisphere (reflecting localized pathology) or enhancement on the other (as with a breach rhythm).97


Excessive fast activity is a common consequence of medications such as barbiturates or benzodiazepines, and may be accompanied by some slowing (theta) of the background. Other causes of increased fast activity include tricyclic antidepressants, amphetamines, cocaine or its withdrawal,98 and drug or alcohol withdrawal states. Diffuse slowing of the background EEG may occur with anticonvulsant toxicity, as well as with use of tricyclic agents and clozapine.99 Narcotic drugs may lead to a reduction of alpha frequency and duration and, with chronic administration, to slowing of the record. Lithium causes slowing of the alpha rhythm and paroxysmal slow-wave activity that may have a focal or lateralized emphasis. Periodic complexes resembling those occurring in Creutzfeldt–Jakob disease have been described with lithium85 or baclofen toxicity.86


Bursts of epileptiform activity (spike or spike-wave discharges) occurring spontaneously or during photic stimulation may relate to use of clozapine,100 lithium, neuroleptics, selective serotonin reuptake inhibitors, or tricyclic antidepressants. Acute withdrawal from barbiturates or benzodiazepines after chronic usage also may be responsible, and a reduction of antiepileptic medications may enhance epileptiform discharges.


Triphasic waves occur on a diffusely slowed background in patients intoxicated with several medications, as also with any metabolic encephalopathy. They are well described in the hyperammonemic encephalopathy associated with valproic acid, but also have been reported with baclofen, levodopa, lithium, pentobarbital and in the serotonin syndrome. Various coma patterns have been reported with drug intoxications, including spindle coma, alpha-pattern coma, burst-suppression, and electrocerebral inactivity. Recovery occurs as the causal drug is eliminated.


Alcohol causes mild slowing during chronic intoxication. Paroxysmal activity occasionally is found during alcohol withdrawal, following which the EEG reverts to normal unless there is any coexisting pathology. Photomyogenic or photoparoxysmal responses may occur, but these responses were encountered rarely in one study of 49 subjects during acute alcohol withdrawal.46 In most patients with alcohol-withdrawal seizures, the EEG is either normal or mildly slowed; epileptiform discharges are uncommon. Focal abnormalities suggest the possibility of a structural lesion or may be the postictal sequelae of partial seizures.









Multiple Sclerosis


Patients with multiple sclerosis commonly have abnormal EEGs. Focal or generalized activity in the theta and delta ranges may be found, as may diffuse or localized spike discharges. Focal changes are often evanescent and probably are related to foci of acute demyelination. The findings are of no help in the diagnosis of the disorder, however, and usually bear little relationship to the clinical signs.









Trauma


Electroencephalography generally is undertaken to provide some guide as to the nature and severity of head injuries, the prognosis for recovery, and the likelihood of developing post-traumatic seizures. In addition, it often is requested when patients with post-traumatic syndromes are being evaluated at a later stage, in the hope that it will provide an indication of whether nonspecific symptoms have an organic etiology; however, its use in this regard has no rational basis.


No specific EEG abnormalities develop after head injury. In evaluating the findings at electroencephalography, one must bear in mind that abnormalities may have existed before the injury and that the significance of any findings will depend, in part, on the time at which the study was undertaken in relation to the trauma. This is important because the correlation between clinical and electrophysiologic findings is often poor when the EEG is recorded 3 or more months after the injury was sustained.


The presence of a localized abnormality is often of particular concern because it may point to the existence of an intracerebral, subdural, or extradural hematoma. Unfortunately, there is no reliable way of distinguishing electroencephalographically between surgically remediable intracranial lesions, such as a subdural hematoma, and pathology that does not necessitate operative treatment. In such circumstances, the judicious use of imaging procedures clearly facilitates the rational management of individual patients.


The EEG findings in individual cases depend, in greater part, on the patient's level of consciousness. The abnormalities that may be seen in comatose subjects are discussed separately, and there is further comment on this aspect in Chapter 35. Other abnormalities that may be found following head trauma include local or generalized depression of normal activity; slowing of the alpha rhythm; focal or diffuse slow-wave disturbances, especially in the temporal region in adults; and spike or paroxysmal discharges. These changes may develop progressively with time, if serial recordings are undertaken. Focal abnormalities may be related directly to local injury but also may occur as a sequela to complications of cerebral trauma, such as ischemia or edema. They may be obscured initially by more generalized changes in the EEG, becoming conspicuous only as the latter diminish. Before pathologic implications can be attributed to a localized depression of electrocerebral activity, however, extracerebral factors (e.g., subcutaneous edema or hemorrhage) must be excluded by careful scrutiny of the patient. Localized or lateralized paroxysmal discharges are sometimes the sole evidence of a structural abnormality, such as a hematoma, and indicate the need for further neuroradiologic investigations.


The EEG findings do not improve the accuracy of predicting which patients are likely to go on to develop post-traumatic epilepsy. Patients with EEG abnormalities may remain free from seizures, whereas those who go on to develop post-traumatic epilepsy may have one or more normal records in the 3 months following injury.


Continuous EEG monitoring in the intensive care unit of patients with traumatic brain injury helps to detect seizures that might be clinically inapparent and to guide early prognostication. Vespa and colleagues found, in a study of 94 patients monitored during the initial 14 days after injury, that 22 percent had seizures; more than half of these were nonconvulsive and were diagnosed solely on the basis of the EEG.69 In another study, monitoring during the first 3 days after injury, with particular attention to the percentage of alpha variability, was found to be sensitive and specific in this regard, improving prognostic ability independently of traditional clinical indicators of outcome.101 Such findings suggest an important role for EEG monitoring of patients after severe head injury.









Coma


Altered states of consciousness may result from many causes, and it is therefore not surprising that the EEG findings in comatose patients are variable. A few general points require emphasis. First, although the EEG changes are never specific to any particular disorder, they may direct attention to diagnostic possibilities that otherwise might be overlooked. Second, in evaluating patients with depressed levels of consciousness, it is particularly important, both for prognostic purposes and for following the course of the disorder, that serial records are obtained so that the direction of any change can be determined. Automated “trending” of the EEG may be particularly helpful in the context of the intensive care unit. Finally, any spontaneous variation in the EEG and the responses evoked by external stimuli must be considered when the comatose patient is being evaluated or followed electrophysiologically (see Fig. 3-31). A change in electrocerebral activity can be expected to occur following stimulation of a patient with a mildly depressed level of consciousness; this reactivity becomes inconstant, delayed, or lost as the depth of coma increases. More specifically, stimulation during light coma results in an attenuation of the background rhythms or, especially as coma deepens, a paradoxical arousal response in which slow-wave activity briefly becomes more profuse and conspicuous. With further progression, repeated stimulation may be needed to produce any EEG change, and finally the EEG becomes unresponsive.


When consciousness is impaired, the EEG becomes slowed, the degree of slowing often (but not always) corresponding to the extent to which consciousness is depressed. The slow-wave activity may be episodic or continuous and, in the former instance, often shows a frontal emphasis and bilateral synchronicity. As the depth of coma increases, the EEG becomes unresponsive to afferent stimuli, and its amplitude diminishes until eventually it becomes flat and featureless, sometimes preceded by a burst-suppression pattern. Such a record should not be taken to indicate that irreversible brain death has occurred; similar changes may be found in severe hypothermia or in coma caused by intoxication with CNS depressant drugs (see Chapter 35). Records characterized by rhythmic generalized fast activity intermixed with slower rhythms are found in patients who have taken excessive quantities of certain drugs, particularly benzodiazepines or barbiturates. In any severe diffuse encephalopathy, the EEG may show a burst-suppression pattern; its prognostic significance varies with the cause (p. 52).


In some comatose patients, the EEG resembles that found during normal wakefulness, in that it consists predominantly of activity in the alpha-frequency range (see Fig. 3-27). Such activity is distributed more widely than normal alpha rhythm, however, and, unlike the latter, is often unresponsive to sensory stimuli. This alpha-pattern coma has been reported particularly in patients with brainstem strokes or following hypoxia caused by cardiopulmonary arrest and with drug intoxication.102 It also has been described after trauma and in association with encephalitis, Reye syndrome, thalamic tumor, or hyperglycemia with hyperosmolality.103 Certain differences can be seen in the EEG, depending on whether hypoxia or a brainstem lesion is responsible. In particular, the alpha-frequency activity is often maximal posteriorly and may retain some reactivity to sensory stimulation (e.g., passive eye-opening or pain) with brainstem pathology, whereas it is generalized or more prominent anteriorly and usually unreactive in hypoxic coma. The designation theta-pattern coma is used when widespread, persistent, unreactive theta-frequency activity is present in the EEG of a comatose patient. It has the same significance as alpha-pattern coma. Indeed, in some recordings, the two patterns coexist (alpha-theta coma).103 Alpha-pattern coma usually has been associated with a poor prognosis for survival, although recovery sometimes occurs. In fact, prognosis appears to depend more on the cause of the coma than on the presence of the alpha pattern in itself.102 Kaplan and co-workers found that EEG reactivity in alpha-pattern coma predicted survival, in that most patients with reactivity recovered consciousness, whereas most without such reactivity died.102 Others have noted that alpha- or theta-pattern coma, or alpha-theta coma, is a transient clinical phenomenon that usually changes to a more definitive pattern by 5 days after coma onset. EEG reactivity then implies a more favorable prognosis, and a burst-suppression pattern implies a gloomy outcome.103


The term spindle coma is used when the EEG shows activity resembling sleep spindles in patients who are comatose. Such spindles are, however, much more diffuse in distribution than normal sleep spindles. It has been postulated that they relate to functional derangement of the midbrain reticular formation. There is no relationship between the occurrence of spindle activity and clinical deficit, depth or cause of coma, or outcome. EEG reactivity seems predictive of outcome, however, as does the cause of the coma.104 In general, patients with brainstem or cerebral infarction have the poorest outcome, and those with cerebral hypoxia or a cardiopulmonary arrest also have a high likelihood of death or of remaining in a persistent vegetative state.104


The EEG may be diagnostically helpful in the evaluation of comatose patients. Sometimes electrographic seizure activity is found; in some instances, this may have been unsuspected clinically, as when nonconvulsive status epilepticus is found in obtunded patients in the intensive care unit or in those recovering from convulsive status epilepticus. In other instances, localized changes in frequency and amplitude suggest the presence of a structural supratentorial lesion. Repetitive complexes are seen in the EEGs of some comatose patients. The character and distribution of the complexes, the degree to which they exhibit a regular periodicity, and the interval between successive complexes may be helpful in suggesting the cause of the coma if the clinical circumstances surrounding the case are obscure. The clinical significance of PLEDs and BiPLEDs is discussed on page 52; either of these two patterns may be found in obtunded or comatose patients. In general, PLEDs occur most commonly with acute hemispheric lesions (e.g., infarcts or tumors), but occasionally occur with more diffuse disturbances (e.g., hypoxia). In contrast, the most common cause of BiPLEDs is diffuse pathologic involvement of the brain (e.g., anoxic encephalopathy or CNS infections), and this EEG pattern generally is associated with a higher mortality rate than when the epileptiform discharges are restricted to one side. The findings in subacute sclerosing panencephalitis, Creutzfeldt–Jakob disease, herpes simplex encephalitis, and hepatic encephalopathy have been described earlier. Periodic complexes may be found in a number of other disorders, including postanoxic coma.


Despite the different EEG changes that may occur in comatose patients, the limited information that can be gleaned from some of these changes, and the advent of more sophisticated investigative techniques, the EEG remains useful for prognostic purposes. In one study, for example, it was found that the outcome of postanoxic coma could be predicted most accurately by combining the results of the Glasgow Coma Scale at 48 hours with the findings obtained by recording somatosensory evoked potentials (see Chapter 26) and, if these data were inconclusive, with the EEG.105 In another study involving a systematic review of the literature, the prognostic value of early neurologic and neurophysiologic findings in anoxic-ischemic coma was examined. The recording of somatosensory evoked potentials was found again to be the most useful method to predict poor outcome, but the EEG was also helpful, with an isoelectric or burst-suppression pattern having a specificity of 100 percent in five of six relevant studies.106 Young has reviewed the topic and found that a single EEG indicates no possibility of recovery of consciousness with 100 percent specificity when there is complete generalized suppression (less than 10 μV) after the first day following a cardiac arrest.107 Less marked suppression, a burst-suppression pattern, periodic complexes, and an alpha-theta pattern usually but not invariably indicate a grim outlook. Generalized periodic epileptiform complexes and BiPLEDs after an anoxic insult also are associated with a poor prognosis for survival and suggest that aggressive treatment is not warranted.96


Continuous EEG (CEEG) monitoring of comatose patients in the intensive care unit is an important approach to monitoring cerebral function. It seems especially valuable in monitoring for the occurrence—and guiding treatment—of seizures or cerebral ischemia, in prognostication, and in adjusting levels of sedation for pharmacologically paralyzed patients.108 It may well improve outcomes and shorten the duration of stay in hospital or the intensive care unit, but this remains to be demonstrated. A number of technical issues need to be resolved, however, before CEEG monitoring comes into widespread use.









Persistent Vegetative State


The EEG findings in the persistent vegetative state are too variable to be of any clinical utility. The EEG may be relatively normal or show continuous or intermittent generalized slowing, background suppression, generalized periodic patterns, PLEDS, or triphasic waves. The findings show no relation to etiology and may vary with time in the same patient.109









De-Efferented State (Locked-In Syndrome)


Patients with locked-in syndrome may be regarded mistakenly as comatose. Although alert, these patients are mute and quadriplegic, and have a supranuclear paralysis of facial and bulbar muscles either from the pathologic involvement of major portions of the basis pontis with relative sparing of the tegmentum, or owing to bilateral midbrain lesions. The EEG is usually normal or shows minor nonspecific abnormalities, with preserved reactivity to pain, sound, and flicker stimulation. Prolonged polygraphic recording may show preserved sleep architecture or, in some instances, no REM stage and variable disorganization of non-REM sleep.









Miscellaneous Disorders


The EEG abnormalities in a number of disorders are of little diagnostic help and are considered here only briefly.






Spinocerebellar Degeneration


In spinocerebellar degeneration, the EEG is usually normal, but focal or generalized slowing sometimes occurs. In patients with an associated seizure disorder, epileptiform activity also may be found.









Parkinson Disease


Mild nonspecific changes, consisting usually of background slowing that may or may not be lateralized, are found occasionally in patients with Parkinson disease, but in most patients the EEG is normal.









Paroxysmal Choreoathetosis


Epileptiform activity is not a feature of the EEG obtained in patients with paroxysmal choreoathetosis. Records usually are normal or show only an excess of generalized slow activity.









Huntington Disease


Patients with Huntington disease characteristically have a low-voltage, featureless record in which the predominant background activity is sometimes in the beta range. Irregular slow activity, however, may be present in some cases, whereas in others the record is normal. Paroxysmal disturbances occasionally are found. The EEG findings have no value in determining which of the apparently unaffected offspring of patients with this inherited disorder will develop the disease.









Sydenham Chorea


EEG abnormalities are common but nonspecific in Sydenham chorea, consisting usually of diffuse slow activity in the theta- or delta-frequency ranges. Focal or lateralized slow-wave disturbances also may be found, and epileptiform discharges are seen occasionally. Improvement occurs with time but does not necessarily parallel the time course of clinical changes.









Hepatolenticular Degeneration


The EEG is normal in most patients with hepatolenticular degeneration, but in others either generalized or paroxysmal slowing is found, sometimes together with spike discharges or sharp waves. In uncomplicated cases, the presence of EEG abnormalities shows no clear correlation with the clinical or biochemical state, and patients with predominantly hepatic or neural involvement show similar changes. Abnormalities are found most often when there are complications of the disease; these improve with clinical improvement.









Progressive Supranuclear Palsy


The EEG is often normal but sometimes shows nonspecific changes such as an excess of theta activity, minor lateralizing asymmetries, or frontal intermittent rhythmic delta activity. There are no characteristic EEG features of the disorder.









Transient Global Amnesia


Most EEGs recorded during or shortly after an episode of transient global amnesia are completely normal.












Psychiatric Disorders


Although a vast literature has accumulated on the EEG findings in patients with psychiatric disorders, there is little evidence that the EEG is of any use in the diagnosis and management of such patients, apart from when it suggests the possibility of an organic disturbance.
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The electroencephalogram (EEG) is an important tool in the evaluation of an infant or child with symptoms referable to the central nervous system (CNS). EEGs are used to assess seizure disorders, monitor the progression of a disease, and determine the prognosis for recovery or the development of long-term sequelae. Many EEGs are obtained to “rule out neurologic disorder” or simply to verify a diagnosis that has been well established clinically without much thought from the clinician as to the potential value or yield of such a test. However, the EEG may be overinterpreted by an electroencephalographer with little pediatric experience or training. The clinician, faced with a report of an abnormal EEG, may then feel obliged to undertake additional diagnostic tests, such as magnetic resonance imaging (MRI), or even to advise unnecessary therapy.


This chapter is an overview of pediatric EEG with particular emphasis on newborns and young infants. It illustrates the value of the EEG in the era of neuroimaging, and provides a source of references for those interested in a particular topic. Not all facets of pediatric EEG are reviewed. Rather, the normal patterns seen during infancy and childhood are discussed in detail, with emphasis on those that are often misinterpreted or “over-read.” Most EEG abnormalities are nonspecific and, in the absence of a clinical history, are of little diagnostic value, except to indicate the possibility of a pathologic process involving the CNS. Therefore, neurologic disorders that are often associated with specific and, in some cases, pathognomonic EEG patterns are emphasized.
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