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PREFACE TO THE SECOND EDITION

We are very grateful for the enthusiastic reception with which the academic community received the first edition of our book. In producing this second edition, three guiding principles have remained the same as before. First, create a modern textbook of physiology that provides the expertise of several authors but the consistency of a single pen. Second, weave an integrative story that extends from the level of DNA and proteins to the level of cells, tissues, and organs, and finally to the interaction among organ systems. Third, illustrate important physiological principles with examples from pathophysiology, thereby putting physiology in a clinical context. In addition, we have strived to improve the book along the lines suggested by our readers. Moreover, we have updated the material—reflecting new molecular insights—as well as the presentation of this material. The result is two new chapters, new authors for seven chapters, the reordering or reorganization of several chapters, and—throughout the book—countless improvements to the text. In addition, the second edition includes 65 new or redrawn figures as well as enhancements to 488 others.

In Section II (The Physiology of Cells and Molecules), fresh insights into genetics led to substantial revisions in Chapter 4 (Regulation of Gene Expression). Moreover, advances in genomics and the understanding of genetic diseases led to the creation of new tables to organize families of transporter proteins in Chapters 5 (Transport of Solutes and Water) and ion channels in Chapter 6 (Electrophysiology of the Cell Membrane).

In Section III (The Nervous System), new molecular developments led to major changes in Chapter 15 (Sensory Transduction). In Section IV (The Cardiovascular System), we have added new Chapter 18 on Blood. In Section V (The Respiratory System), we have shifted some pulmonary function tests into Chapter 26 (Organization of the Respiratory System). In Section VI (The Urinary System), genomic progress led to a new table on amino-acid transporters. In Section VII (The Gastrointestinal System), Chapter 45 (Nutrient Digestion and Absorption) now contains a section on nutritional requirements. In Section VIII (The Endocrine System), we have renamed Chapter 48 to Endocrine Regulation of Growth and Body Mass to reflect updated coverage of the regulation of appetite. In Section IX (The Reproductive System), we have modified figures to clarify mitosis versus meiosis in males versus meiosis in females, as well as to clarify the development of the follicle. Finally, in Section X (The Physiology of Cells and Molecules), we have largely rewritten Chapter 58 (Metabolism), with special emphasis on energy interconversion (e.g., gluconeogenesis); energy capture after ingestion of carbohydrate, protein, or fats; and the integrative response to fasting. Moreover, we have added new Chapter 62 (The Physiology of Aging).

To create the second edition, we recruited as new authors several outstanding scientist-educators: Lloyd Cantley (Chapter 3), Gerald Shulman and Kitt Petersen (Chapter 58), John Stitt (Chapter 59), Arthur DuBois (Chapter 61), and Edward Masoro (Chapter 62). In addition, two previous authors picked up additional chapters: Edward Moczydlowski (Chapter 9) and Steven Segal (Chapter 60).

Online Access. The Web site www.StudentConsult.com offers the reader access to the online edition of the textbook, with the ability to search, bookmark, post notes, download highlighted text to a handheld device, access all of the images in the book, and more. The hundreds of hyperlinked notes in the text direct the reader to “webnotes” that like-wise are available on the Student Consult website. These webnotes provide derivations of mathematical equations, amplification of concepts, supplementary details, additional clinical illustrations, and links that may be of interest (e.g., biographies of famous physiologists).

Acknowledgments. A textbook is the culmination of successful collaborations among many individuals. First, we thank our authors. Second, we thank Philine Wangemann, who made invaluable suggestions for the Vestibular and Auditory Transduction subchapter in Chapter 15. Third, we thank our colleagues who provided advice on parts of the book: Samuel Cukierman, Sarah Garber, and Mark Shapiro (Chapters 6-8 Chapter 7 Chapter 8); R. John Solaro and John Walsh (Chapter 9); T. Richard Nichols (Chapter 16); Don McCrimmon and Frank Powell (Chapter 32); Franz Beck, Gerhard Burkhardt, Bruce Koeppen, Patricia Preisig, Luis Reuss, James Schafer, Jurgen Schnermann, James Wade, and Carsten Wagner (Chapters 33-40 Chapter 34 Chapter 35 Chapter 36 Chapter 37 Chapter 38 Chapter 39 Chapter 40); Mark Donowitz (Chapter 44); Charles Mansbach (Chapter 45); as well as Harold Behrman and Richard Ehrenkranz (Chapters 53–57 Chapter 54 Chapter 55 Chapter 56 Chapter 57).

We thank all of our readers who sent us their suggestions.

At the art studio Dartmouth Publishing Inc, we thank Stephanie Davidson for developing new figures and updating others, while maintaining the textbook’s aesthetic appeal originally established by JB Woolsey and Associates.

At Elsevier, we are very grateful to William R. Schmitt, Acquisitions Editor, for his trust and endurance. Andrew Hall, Developmental Editor, was the project’s communications hub, responsible for coordinating all parties working on the textbook, and for assembling the many elements that comprised the final product. His meticulous care was indispensable. We thank Sharon Lee, Project Manager, for overseeing production of the textbook.

Finally, at Yale University and Case Western Reserve University we thank Charleen Bertolini, who used every ounce of her friendly, good-humored, and tenacious personality to keep our authors—and us—on track.

As we did in the First Edition, we again invite the reader to enjoy learning physiology. If you are pleased with our effort, tell others. If not, tell us.



PREFACE TO THE FIRST EDITION

We were intrigued by an idea suggested to us by W.B. Saunders: write a modern textbook of physiology that combines the expertise of a multi-author book with the consistency of a single pen. Our approach has been, first, to recruit as writers mainly professors who teach medical physiology at the Yale University School of Medicine, and then to recast the professors’ manuscripts in a uniform style. After much effort, we now present our book, which we hope will bring physiology to life and at the same time be a reliable resource for students.

Target Audience. We wrote Medical Physiology primarily as an introductory text for medical students, although it should also be valuable for students in the allied health professions and for graduate students in the physiological sciences. The book should continue to be useful for the advanced medical student who is learning pathophysiology and clinical medicine. Finally, we hope that physicians in training, clinical fellows, and clinical faculty will find the book worthwhile for reviewing principles and becoming updated on new information pertinent for understanding the physiological basis of human disease.

Content of the Textbook. Aside from Part I, which is a brief introduction to the discipline of physiology, the book consists of nine major Parts. Part II (Physiology of Cells and Molecules) reflects that, increasingly, the underpinnings of modern physiology have become cellular and molecular. Chapters 2, 4, and 5 would not be present in a traditional physiology text. Chapter 2 (Functional Organization of the Cell), Chapter 4 (Signal Transduction), and Chapter 5 (Regulation of Gene Expression) provide the essentials of cell biology and molecular biology necessary for understanding cell and organ function. The other chapters in Part II cover the cellular physiology of transport, excitability, and muscle—all of which are classic topics for traditional physiology texts. In this book we have extended each of these subjects to the molecular level. The remainder of the book will frequently send the reader back to the principles introduced in Part II.

Parts III to IX address individual organ systems. In each case, the first chapter provides a general introduction to the system. Part III (Cellular Physiology of the Nervous System) is untraditional in that it deliberately omits those aspects of the physiology of the central nervous system that neuroscience courses generally treat and that require extensive knowledge of neuroanatomical pathways. Rather, Part III focuses on cellular neurophysiology, including synaptic transmission in the nervous system, sensory transduction, and neural circuits. In addition, Part III also treats two subjects—the autonomic nervous system and the neuronal microenvironment—that are important for understanding other physiological systems. Finally, Part X (The Physiology of Everyday Life) is an integrated, multisystem approach to metabolism, temperature regulation, exercise, and adaptations to special environments.

Emphasis of the Textbook. Some important aspects of physiology remain as fundamentally important today as when the pioneers of physiology discovered them a century or more ago. These early observations were generally phenomenological descriptions that physiologists have since been trying to understand at a mechanistic level. Where possible, a goal of this textbook is to extend this understanding all the way to the cell and molecule. Moreover, although some areas are evolving rapidly, we have tried to be as up to date as practical. To make room for the cellular and molecular bricks, we have omitted some classic experimental observations, especially when they were of a “black-box” nature.

Just as each major Part of the textbook begins with an introductory chapter, each chapter generally first describes—at the level of the whole body or organ system (e.g., the kidney)—how the body performs a certain task and/or controls a certain parameter (e.g., plasma K+ concentration). As appropriate, our discussion then progresses in a reductionistic fashion from organ to tissue to cell and organelles, and ultimately to the molecules that underlie the physiology. Finally, most chapters include a discussion of how the body regulates the parameter of interest at all levels of integration, from molecules to the whole body.

Creating the Textbook. The first draft of each chapter was written by authors with extensive research and/or teaching experience in that field. The editors, sitting shoulder to shoulder at a computer, then largely rewrote all chapters line by line. The goal of this exercise was for the reader to recognize, throughout the entire book, a single voice—a unity provided by consistency in style, in organization, in the sequence for presenting concepts, and in terminology and notation, as well as in consistency in the expression of standard values (e.g., a cardiac output of 5 liters/min). The editors also attempted to minimize overlap among chapters by making extensive use of cross references (by page, figure, or table number) to principles introduced elsewhere in the book.

After the first round of editing, Dr. Malcolm Thaler—a practicing physician and accomplished author in his own right—improved the readability of the text and sometimes added clinical examples. Afterwards, the editors again went through the entire text line by line to decide on the material to be included in specific illustrations, and to match the main text of the book with the content of each figure. The editors then traveled to Philadelphia to visit the art studio of JB Woolsey and Associates. Over many visits, John Woolsey and the editors together developed the content and format for each of the approximately 760 full-color illustrations used in the textbook. These meetings were unique intellectual and pedagogical dialogues concerning the design of the figures. To a large extent, the figures owe their pedagogical style to the creativity of John Woolsey.

The illustrations evolved through several iterations of figure editing, based on suggestions from both the editors and authors. This evolution, as well as text changes requested by authors, led to yet a third round of editing of the entire book, often line by line. Throughout this seemingly endless process, our goal has been to achieve the proper balance among reader friendliness, depth, and accuracy.

Special Features. Compared with other major textbooks of physiology, a much larger fraction of the space in this book is devoted to illustrations. Thus, although our textbook may appear thick, it actually has fewer text words than most other leading medical physiology books. Virtually all illustrations in our book are in full color, conceived de novo, with consistent style and pedagogy. Many of the figures feature “dialogue balloons” that tell a story. The illustrations are also available in digital format on the Evolve Web site (http://evolve.elsevier.com/productPages/s_417.html) for use in the classroom.

The textbook makes considerable use of clinical boxes—highlighted on a color background—that present examples of diseases illustrating important physiological principles. The text includes over 2000 cross references that send the reader from the current page to specific pages, figures, or tables elsewhere in the book for relevant concepts or data. The text also includes hundreds of web icons, which direct the reader to our website at http://www.wbsaunders.com/MERLIN/BandB/. These web links provide derivations of mathematical equations, amplification of concepts, material that was deleted for the sake of brevity from earlier drafts of the textbook, and clinical illustrations not included in the clinical boxes.

The website will also contain several other features, including summaries for each subchapter, an expanded list of references (sometimes with direct links to the primary literature), other links that may be of interest to the physiology student (e.g., biographies of famous physiologists), late-breaking scientific developments that occur after publication of the book, and—alas—the correction of errors. Finally, we invite the reader to visit our website to comment on our book, to point out errors, and to make other helpful suggestions.

Acknowledgments. A textbook is the culmination of successful collaborations among many individuals. First, we would like to thank our authors. Second, we acknowledge the expert input of Dr. Malcolm Thaler, both in terms of style and clinical insight. We also thank Dr. Thaler for emphasizing the importance of telling a “good story.” The textbook’s aesthetic appeal is largely attributable to JB Woolsey and Associates, particularly John Woolsey and Joel Dubin.

At W.B. Saunders, we are especially thankful to William R. Schmitt—Acquisitions Editor—for his trust and patience over the years that this book has been in gestation. At the times when the seas were rough, he steered a safe course. Melissa Dudlick—Developmental Editor at W.B. Saunders—was the project’s nerve center, responsible for day-to-day communication among all parties working on the textbook, and for assembling all of the many components that went into making the final product. Her good humor and careful attention to detail greatly facilitated the creation of the textbook. We thank Frank Polizzano—Publishing Services Manager at W.B. Saunders—for overseeing production of the textbook.

Before this textbook was completed, the author of Part X (The Physiology of Everyday Life), Ethan Nadel, passed away. We are indebted to those who generously stepped up to carefully check the nearly finished manuscripts for the final four chapters: Dr. Gerald Shulman for Chapter 57, Dr. John Stitt for Chapter 58, the late Dr. Carl Gisolfi for Chapter 59, and Dr. Arthur DuBois for Chapter 60. In addition, Dr. George Lister provided expert advice for Chapter 56. We are also grateful to Dr. Bruce Davis for researching the sequences of the polypeptide hormones, to Mr. Duncan Wong for expert information-technology services, and to Mrs. Leisa Strohmaier for administrative assistance.

We now invite the reader to enjoy the experience of learning physiology. If you are pleased with our effort, tell others. If not, tell us.


SECTION I

INTRODUCTION





CHAPTER 1


FOUNDATIONS OF PHYSIOLOGY


Emile L. Boulpaep and Walter F. Boron



WHAT IS PHYSIOLOGY?


Physiology is the dynamic study of life. Physiology describes the “vital” functions of living organisms and their organs, cells, and molecules. For centuries, the discipline of physiology has been closely intertwined with medicine. Although physiology is not primarily concerned with structure—as is the case of anatomy, histology, and structural biology—structure and function are inextricably linked because the living structures perform the functions.


For some, physiology is the function of the whole person (e.g., exercise physiology). For many practicing clinicians, physiology may be the function of an individual organ system, such as the cardiovascular, respiratory, or gastrointestinal system. For still others, physiology may focus on the cellular principles that are common to the function of all organs and tissues. This last field has traditionally been called general physiology, a term that is now supplanted by “cellular and molecular physiology.” Although one can divide physiology according to varying degrees of reductionism, it is also possible to define a branch of physiology—for example, comparative physiology—that focuses on differences and similarities among different species. Indeed, comparative physiology may deal with all degrees of reductionism, from molecule to whole organism. In a similar way, medical physiology deals with how the human body functions, which depends on how the individual organ systems function, which depends on how the component cells function, which in turn depends on the interactions among subcellular organelles and countless molecules. Thus, medical physiology takes a global view of the human body; but in doing so, it requires an integrated understanding of events at the level of molecules, cells, and organs.


Physiology is the mother of several biological sciences, having given birth to the disciplines of biochemistry, biophysics, and neuroscience as well as their corresponding scientific societies and journals. Thus, it should come as no surprise that the boundaries of physiology are not sharply delineated. Conversely, physiology has its unique attributes. For example, physiology has evolved over the centuries from a more qualitative to a more quantitative science. Indeed, many of the leading physiologists were—and still are—trained as chemists, physicists, mathematicians, or engineers.


Physiological genomics is the link between the organ and the gene


The life of the human body requires not only that individual organ systems do their jobs but also that these organ systems work “hand in hand” with each other. They must share information. Their actions must be interdependent. The cells within an organ or a tissue often share information, and certainly the individual cells must act in concert to perform the proper function of the organ or tissue. In fact, cells in one organ must often share information with cells in another organ and make decisions that are appropriate for the health of the individual cell as well as for the health of the whole person.


In most cases, the sharing of information between organs and between cells takes place at the level of atoms or molecules. Cell-to-cell messengers or intracellular messengers may be atoms such as H+ or K+ or Ca2+. The messengers may also be more complex chemicals. A cell may release a molecule that acts on a neighboring cell or that enters the bloodstream and acts on other cells a great distance away. In other cases, a neuron may send an axon a centimeter or even a meter away and rapidly modulate, through a neurotransmitter molecule, the activity of another cell or another organ. Cells and organs must interact with one another, and the method of communication is almost always molecular.


The grand organizer—the master that controls the molecules, the cells, and the organs and the way they interact—is the genome. Traditionally, the discipline of physiology has, in its reductionistic journey, always stopped at about the level of cells and certain subcellular organelles as well as their component and controlling molecules. The discipline of physiology left to molecular biology and molecular genetics the business of how the cell controls itself through its DNA. The modern discipline of physiology has become closely intertwined with molecular biology, however, because DNA encodes the proteins in which physiologists are most interested. Very often, physiologists painstakingly develop elegant strategies for cloning of the genes relevant to physiology. Sometimes, brute force approaches, such as the Human Genome Project in the United States, hand the physiologist a candidate gene, homologous to one of known function, on a silver platter. In still other cases, molecular biologists may clone a gene with no known function. In this case, it may be up to the physiologist to determine the function of the gene product, that is, to determine its physiology.


Physiological genomics (or functional genomics) is a new branch of physiology devoted to understanding of the roles that genes play in physiology. Traditionally, physiologists have moved in a reductionistic direction from organ to cell to molecule to gene. One of the most fascinating aspects of physiological genomics is that it has closed the circle and linked organ physiology directly with molecular biology. Perhaps one of the most striking examples is the knockout mouse. Knocking out the gene encoding a protein that, according to conventional wisdom, is very important will sometimes have no obvious effect or sometimes unexpected effects. It is up to the physiologist, at least in part, to figure out why. It is perhaps rather sobering to consider that to truly understand the impact of a transgene or a knockout on the physiology of a mouse, one would have to carefully reevaluate the totality of mouse physiology. To grasp the function of a gene product, the physiologist must retrace the steps up the reductionistic road and achieve an integrated understanding of that gene’s function at the level of the cells, organs, and whole body. Physiology is unique among the basic medical sciences in that it is both broad in its scope (i.e., it deals with multiple systems) and integrative in its outlook.


In some cases, important physiological parameters, such as blood pressure, may be under the control of many genes. Certain polymorphisms in several of these many genes could have a cumulative effect that produces high blood pressure. How would one identify which polymorphisms of which genes may underlie high blood pressure? This sort of complex problem does not easily lend itself to a physiologist’s controlled studies. One approach would be to study a population of people, or strains of experimental animals, and use statistical tools to determine which polymorphisms correlate with high blood pressure in a population. Indeed, epidemiologists use statistical tools to study group effects in populations. However, even after the identification of variants in various genes, each of which may make a small contribution to high blood pressure, the physiologist has an important role. First, the physiologist, performing controlled experiments, must determine whether a particular genetic variant does indeed have at least the potential to modulate blood pressure. Second, the physiologist must determine the mechanism of the effect.


Cells live in a highly protected milieu intérieur


In his lectures on the phenomena of life, Claude Bernard wrote in 1878 on the conditions of the constancy of life, which he considered a property of higher forms of life. According to Bernard, animals have two environments: the milieu extérieur that physically surrounds the whole organism; and the milieu intérieur, in which the tissues and cells of the organism live. This internal environment is neither the air nor the water in which an organism lives but rather—in the case of the human body—the well-controlled liquid environment that Bernard called “the organic liquid that circulates and bathes all the anatomic elements of the tissues, the lymph or the plasma.” In short, this internal environment is what we today call the extracellular fluid. He argued that physiological functions continue in a manner indifferent to the changing environment because the milieu intérieur isolates the organs and tissues of the body from the vagaries of the physical conditions of the environment. Indeed, Bernard described the milieu intérieur as if an organism had placed itself in a greenhouse.


According to Bernard’s concept of milieu intérieur, some fluids contained within the body are not really inside the body at all. For example, the contents of the gastrointestinal tract, sweat ducts, and renal tubules are all outside the body. They are all continuous with the milieu extérieur.


Bernard compares a complex organism to an ensemble of anatomical elements that live together inside the milieu intérieur. Therefore, in Part II of this textbook, we examine the physiology of these cells and molecules. In Chapter 2 (“Functional Organization of the Cell”), we begin our journey through physiology with a discussion of the biology of the cells that are the individual elements of the body. Chapter 3 (“Signal Transduction”) discusses how cells communicate directly through gap junctions or indirectly by molecules released into the extracellular fluid. These released molecules can bind to receptors on the cell membrane and initiate signal transduction cascades that can modify gene transcription (a genomic response) and a wide range of other cell functions (nongenomic responses). Alternatively, these released molecules can bind to receptors in the cytoplasm or nucleus and alter the transcription of genes. In Chapter 4 (“Regulation of Gene Expression”), we examine the response of the nucleus. Chapter 5 (“Transport of Solutes and Water”) addresses how the plasma membrane separates the cell interior from Bernard’s milieu intérieur and establishes the composition of the cell interior. In the process of establishing the composition of the intracellular fluid, the plasma membrane also sets up ion and voltage gradients across itself. Excitable cells—mainly nerve and muscle cells—can exploit these gradients for the long-distance “electrical” transmission of information. The property of “excitability,” which requires both the perception of a change (a signal) and the reaction to it, is the topic of Chapters 6 to 9 Chapter 7 Chapter 8 Chapter 9. In Part III, we examine how the nervous system exploits excitability to process information.


Another theme developed by Bernard was that the “fixité du milieu intérieur” (the constancy of the extracellular fluid) is the condition of “free, independent life.” He explains that organ differentiation is the exclusive property of higher organisms and that each organ contributes to “compensate and equilibrate” against changes in the external environment. In that sense, each of the systems discussed in Parts IV to VIII permits the body to live within an adverse external environment because the cardiovascular system, the respiratory system, the urinary system, the gastrointestinal system, and the endocrine system create and maintain a constant internal environment. Individual cell types in various organ systems act in concert to support the constancy of the internal milieu, and the internal milieu in turn provides these cells with a culture medium in which they can thrive.


The discipline of physiology also deals with those characteristics that are the property of a living organism as opposed to a nonliving organism. Four fundamental properties distinguish the living body. First, only living organisms exchange matter and energy with the environment to continue their existence. Several organ systems of the body participate in these exchanges. Second, only living organisms can receive signals from their environment and react accordingly. The principles of sensory perception, processing by the nervous system, and reaction are discussed in the chapters on excitability and the nervous system. Third, what distinguishes a living organism is the life cycle of growth and reproduction, as discussed in the chapters on reproduction (Part IX). Finally, the living organism is able to adapt to changing circumstances. This is a theme that is developed throughout this textbook but especially in the chapters on everyday life (Part X).


Homeostatic mechanisms—operating through sophisticated feedback control mechanisms—are responsible for maintaining the constancy of the milieu intérieur


Homeostasis is the control of a vital parameter. The body carefully controls a seemingly endless list of vital parameters. Examples of tightly controlled parameters that affect nearly the whole body are arterial pressure and blood volume. At the level of the milieu intérieur, tightly regulated parameters include body core temperature and plasma levels of oxygen, glucose, potassium ions (K+), calcium ions (Ca2+), and hydrogen ions (H+). Homeostasis also occurs at the level of the single cell. Thus, cells regulate many of the same parameters that the body as a whole regulates: volume, the concentrations of many small inorganic ions (e.g., Na+, Ca2+, H+), and energy levels (e.g., ATP).


One of the most common themes in physiology is the negative feedback mechanism responsible for homeostasis. Negative feedback requires at least four elements. First, the system must be able to sense the vital parameter (e.g., glucose) or something related to it. Second, the system must be able to compare the input signal with some internal reference value called a set-point, thereby forming a difference signal. Third, the system must multiply the error signal by some proportionality factor (i.e., the gain) to produce some sort of output signal (e.g., release of insulin). Fourth, the output signal must be able to activate an effector mechanism (e.g., glucose uptake and metabolism) that opposes the source of the input signal and thereby brings the vital parameter closer to the set-point (e.g., decrease of blood glucose levels to normal). Sometimes the body controls a parameter, in part, by cleverly employing positive feedback loops. (See Note: Feedback Control)


A single feedback loop often does not operate in isolation but rather as part of a larger network of controls. Thus, a complex interplay may exist among feedback loops within single cells, within a tissue, within an organ or organ system, or at the level of the whole body. After studying these individual feedback loops in isolation, the physiologist may find that two feedback loops act either synergistically or antagonistically. For example, insulin lowers blood glucose levels, whereas epinephrine and cortisol have the opposite effect. Thus, the physiologist must determine the relative weights of feedback loops in competition with one another. Finally, the physiologist must also establish hierarchy among various feedback loops. For example, the hypothalamus controls the anterior pituitary, which controls the adrenal cortex, which releases cortisol, which helps control blood glucose levels.


Another theme of homeostasis is redundancy. The more vital a parameter is, the more systems that the body mobilizes to regulate it. If one system should fail, others are there to help maintain homeostasis. It is probably for this reason that genetic knockouts sometimes fail to have their expected deleterious effects. The result of many homeostatic systems controlling many vital parameters is a milieu intérieur with a stable composition.


Whether at the level of the milieu intérieur or the cytoplasm of a single cell, homeostasis occurs at a price: energy. When a vital parameter (e.g., the blood glucose level) is well regulated, that parameter is not in equilibrium. Equilibrium is a state that does not involve energy consumption. Instead, a well-regulated parameter is generally in a steady state. That is, its value is constant because the body or the cell carefully matches actions that lower the parameter value with other actions that raise it. The net effect is that the vital parameter is held at a constant value.


An important principle in physiology, to which we have already alluded, is that each cell plays a specialized role in the overall function of the body. In return, the body—which is the sum of all these cells—provides the milieu intérieur appropriate for the life of each cell. As part of the bargain, each cell or organ must respect the needs of the body as a whole and not run amok for its own greedy interests. For example, during exercise, the system that controls body core temperature sheds heat by elaborating sweat for evaporation. However, the production of sweat ultimately reduces blood volume. Because the body as a whole places a higher priority on the control of blood volume than on the control of body core temperature, at some point the system that controls blood volume will instruct the system that controls body core temperature to reduce the production of sweat. Unfortunately, this juggling of priorities works only if the individual stops exercising; if not, the result may be heat stroke.


The adaptability of an organism depends on its ability to alter its response. Indeed, flexible feedback loops are at the root of many forms of physiological adaptation. For instance, at sea level, experimentally lowering the level of oxygen (the sensory stimulus) in the inspired air causes an increase in breathing (the response). However, after acclimatization at high altitude to low oxygen levels, the same low level of oxygen (the same sensory stimulus) causes one to breathe much faster (a greater response). Thus, the response may depend on the previous history and therefore the “state” of the system. In addition to acclimatization, genetic factors can also contribute to the ability to respond to an environmental stress. For example, certain populations of humans who have lived for generations at high altitude withstand hypoxia better than lowlanders do, even after the lowlanders have fully acclimatized.



Medicine is the study of “physiology gone awry”


Medicine borrows its physicochemical principles from physiology. Medicine also uses physiology as a reference state: it is essential to know how organs and systems function in the healthy person to grasp which components may be malfunctioning in a patient. A large part of clinical medicine is simply dealing with the abnormal physiology brought about by a disease process. One malfunction (e.g., heart failure) can lead to a primary pathological effect (e.g., a decrease in cardiac output) that—in chain reaction style—leads to a series of secondary effects (e.g., fluid overload) that are the appropriate responses of physiological feedback loops. Indeed, as clinician-physiologists have explored the basis of disease, they have discovered a great deal about physiology. For this reason, we have tried to illustrate physiological principles with clinical examples, some of which are displayed in clinical boxes in this text.


Physiologists have developed many tools and tests to examine normal function. A large number of functional tests—used in diagnosis of a disease, monitoring of the evolution of an illness, and evaluation of the progress of therapy—are direct transfers of technology developed in the physiology laboratory. Typical examples are cardiac monitoring, pulmonary function tests, and renal clearance tests as well as the assays used to measure plasma levels of various ions, gases, and hormones. Refinements of such technology in the hospital environment, in turn, benefit the study of physiology. Thus, the exchange of information between medicine and physiology is a two-way street. The understanding of physiology summarized in this book comes from some experiments on humans but mostly from research on other mammals and even on squids and slime molds. However, our ultimate focus is on the human body.
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CHAPTER 2

FUNCTIONAL ORGANIZATION OF THE CELL

Michael J. Caplan

In the minds of many students, the discipline of physiology is linked inextricably to images from its past. This prejudice is not surprising because many experiments from physiology’s proud history, such as those of Pavlov and his dogs, have transcended mere scientific renown and entered the realm of popular culture. Some might believe that the science of physiology devotes itself exclusively to the study of whole animals and is therefore an antique relic in this era of molecular reductionism. Nothing could be further from the truth. Physiology is and always has been the study of the homeostatic mechanisms that allow an organism to persist despite the ever-changing pressures imposed by a hostile environment. These mechanisms can be appreciated at many different levels of resolution.

Certainly it would be difficult to understand how the body operates unless one appreciates the functions of its organs and the communication between these organs that allows them to influence one another’s behaviors. It would also be difficult to understand how an organ performs its particular tasks unless one is familiar with the properties of its constituent cells and molecules.

The modern treatment of physiology that is presented in this textbook is as much about the interactions of molecules in cells as it is about the interactions of organs in organisms. It is necessary, therefore, at the outset to discuss the structure and characteristics of the cell. Our discussion focuses first on the architectural and dynamic features of a generic cell. We then examine how this generic cell can be adapted to serve in diverse physiological capacities. Through adaptations at the cellular level, organs acquire the machinery necessary to perform their individual metabolic tasks.

STRUCTURE OF BIOLOGICAL MEMBRANES

The surface of the cell is defined by a membrane

The chemical composition of the cell interior is very different from that of its surroundings. This observation applies equally to unicellular paramecia that swim freely in a freshwater pond and to neurons that are densely packed in the cerebral cortex of the human brain. The biochemical processes involved in cell function require the maintenance of a precisely regulated intracellular environment. The cytoplasm is an extraordinarily complex solution, the constituents of which include myriad proteins, nucleic acids, nucleotides, and sugars that the cell synthesizes or accumulates at great metabolic cost. The cell also expends tremendous energy to regulate the intracellular concentrations of numerous ions. If there were no barrier surrounding the cell to prevent exchange between the intracellular and extracellular spaces, all of the cytoplasm’s hard-won compositional uniqueness would be lost by diffusion in a few seconds.

The requisite barrier is provided by the plasma membrane, which forms the cell’s outer skin. The plasma membrane is impermeable to large molecules such as proteins and nucleic acids, thus ensuring their retention within the cytosol. It is selectively permeable to small molecules such as ions and metabolites. However, the metabolic requirements of the cell demand a plasma membrane that is much more sophisticated than a simple passive barrier that allows various substances to leak through at different rates. Frequently, the concentration of a nutrient in the extracellular fluid is several orders of magnitude lower than that required inside the cell. If the cell wishes to use such a substance, therefore, it must be able to accumulate it against a concentration gradient. A simple pore in the membrane cannot concentrate anything; it can only modulate the rate at which a gradient dissipates. To accomplish the more sophisticated feat of creating a concentration gradient, the membrane must be endowed with special machinery that uses metabolic energy to drive the uphill movements of substances—active transport—into or out of the cell. In addition, it would be useful to rapidly modulate the permeability properties of the plasma membrane in response to various metabolic stimuli. Active transport and the ability to control passive permeabilities underlie a wide range of physiological processes, from the electrical excitability of neurons to the resorptive and secretory functions of the kidney. In Chapter 5, we will explore how cells actively transport solutes across the plasma membrane. The mechanisms through which the plasma membrane’s dynamic selectivity is achieved, modified, and regulated are discussed briefly later in this chapter and in greater detail in Chapter 7.

The cell membrane is composed primarily of phospholipids

Our understanding of biological membrane structure is based on studies of red blood cells, or erythrocytes, that were conducted in the early part of the 20th century. The erythrocyte lacks the nucleus and other complicated intracellular structures that are characteristic of most animal cells. It consists of a plasma membrane surrounding a cytoplasm that is rich in hemoglobin. It is possible to break open erythrocytes and release their cytoplasmic contents. The plasma membranes can then be recovered by centrifugation, providing a remarkably pure preparation of cell surface membrane. Biochemical analysis reveals that this membrane is composed of two principal constituents: lipid and protein.

Most of the lipid associated with erythrocyte plasma membranes belongs to the molecular family of phospholipids. In general, phospholipids share a glycerol backbone, two hydroxyl groups of which are esterified to various fatty acid or acyl groups (Fig. 2-1A). These acyl groups may have different numbers of carbon atoms and also may have double bonds between carbons. For glycerol-based phospholipids, the third glycerolic hydroxyl group is esterified to a phosphate group, which is in turn esterified to a small molecule referred to as a head group. The identity of the head group determines the name as well as many of the properties of the individual phospholipids. For instance, glycerol-based phospholipids that bear an ethanolamine molecule in the head group position are categorized as phosphatidyl-ethanolamines (Fig. 2-1A).
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Figure 2-1 Phospholipids.

Phospholipids form complex structures in aqueous solution

The unique structure and physical chemistry of each phospholipid (Fig. 2-1B) underlie the formation of biological membranes and explain many of their most important properties. Fatty acids are nonpolar molecules. Their long carbon chains lack the charged groups that would facilitate interactions with water, which is polar. Consequently, fatty acids dissolve poorly in water but readily in organic solvents; thus, fatty acids are hydrophobic. On the other hand, the head groups of most phospholipids are charged or polar. These head groups interact well with water and consequently are very water soluble. Thus, the head groups are hydrophilic. Because phospholipids combine hydrophilic heads with hydrophobic tails, their interaction with water is referred to as amphipathic.

When mixed with water, phospholipids organize themselves into structures that prevent their hydrophobic tails from making contact with water while simultaneously permitting their hydrophilic head groups to be fully dissolved. When added to water at fairly low concentrations, phospholipids form a monolayer (Fig. 2-1C) on the water’s surface at the air-water interface. It is energetically less costly to the system for the hydrophobic tails to stick up in the air than to interact with the solvent.

At higher concentrations, phospholipids assemble into micelles. The hydrophilic head groups form the surfaces of these small spheres, whereas the hydrophobic tails point toward their centers. In this geometry, the tails are protected from any contact with water and instead are able to participate in energetically favorable interactions among themselves. At still higher concentrations, phospholipids spontaneously form bilayers (Fig. 2-1D). In these structures, the phospholipid molecules arrange themselves into two parallel sheets or leaflets that face each other tail to tail. The surfaces of the bilayer are composed of hydrophilic head groups; the hydrophobic tails form the center of the sandwich. The hydrophilic surfaces insulate the hydrophobic tails from contact with the solvent, leaving the tails free to associate exclusively with one another.

The physical characteristics of a lipid bilayer largely depend on the chemical composition of its constituent phospholipid molecules. For example, the width of the bilayer is determined by the length of the fatty acid side chains. Dihexadecanoic phospholipids (whose two fatty acid chains are each 16 carbons long) produce bilayers that are 2.47 nm wide; ditetradecanoic phospholipids (bearing 14-carbon fatty acids) generate 2.3-nm bilayers. Similarly, the nature of the head groups determines how densely packed adjacent phospholipid molecules are in each leaflet of the membrane.

Detergents can dissolve phospholipid membranes because like the phospholipids themselves, they are amphipathic. They possess very hydrophilic head groups and hydrophobic tails and are water soluble at much higher concentrations than are the phospholipids. When mixed together in aqueous solutions, detergent and phospholipid molecules interact through their hydrophobic tails, and the resulting complexes are water soluble, either as individual dimers or in mixed micelles. Therefore, adding sufficient concentrations of detergent to phospholipid bilayer membranes disrupts the membranes and dissolves the lipids. Detergents are extremely useful tools in research into the structure and composition of lipid membranes.

The diffusion of individual lipids within a leaflet of a bilayer is determined by the chemical makeup of its constituents

Despite its highly organized appearance, a phospholipid bilayer is a fluid structure. An individual phospholipid molecule is free to diffuse within the entire leaflet in which it resides. The rate at which this two-dimensional diffusion occurs is extremely temperature dependent. At high temperatures, the thermal energy of any given lipid molecule is greater than the interaction energy that would tend to hold adjacent lipid molecules together. Under these conditions, lateral diffusion can proceed rapidly, and the lipid is said to be in the sol state. At lower temperatures, interaction energies exceed the thermal energies of most individual molecules. Thus, phospholipids diffuse slowly because they lack the energy to free themselves from the embraces of their neighbors. This behavior is characteristic of the gel state.

The temperature at which the bilayer membrane converts from the gel to the sol phase (and vice versa) is referred to as the transition temperature. The transition temperature is another characteristic that depends on the chemical makeup of the phospholipids in the bilayer. Phospholipids with long, saturated fatty acid chains can extensively interact with one another. Consequently, a fair amount of thermal energy is required to overcome these interactions and permit diffusion. Not surprisingly, such bilayers have relatively high transition temperatures. For example, the transition temperature for dioctadecanoic phosphatidylcholine (which has two 18-carbon fatty acid chains, fully saturated) is 55.5°C. In contrast, phospholipids that have shorter fatty acid chains or double bonds (which introduce kinks) cannot line up next to each other as well and hence do not interact as well. Considerably less energy is required to induce them to participate in diffusion. For example, if we reduce the length of the carbon chain from 18 to 14, the transition temperature falls to 23°C. If we retain 18 carbons but introduce a single, double bond (making the fatty acid chains monounsaturated), the transition temperature also falls dramatically.

By mixing other types of lipid molecules into phospholipid bilayers, we can markedly alter the membrane’s fluidity properties. The glycerol-based phospholipids, the most common membrane lipids, include the phosphatidylethanolamines described earlier (Fig. 2-1A) as well as the phosphatidylinositols (Fig. 2-2A), phosphatidylserines (Fig. 2-2B), and phosphatidylcholines (Fig. 2-2C). The second major class of membrane lipids, the sphingolipids (derivatives of sphingosine), are made up of three subgroups: sphingomyelins (Fig. 2-2D), glycosphingolipids such as the galactocerebrosides (Fig. 2-2E), and gangliosides (not shown). Cholesterol (Fig. 2-2F) is another important membrane lipid. Because these other molecules are not shaped exactly like the glycerol-based phospholipids, they participate to different degrees in intermolecular interactions with phospholipid side chains. The presence of these alternative lipids changes the strength of the interactions that prevent lipid molecules from diffusing. Consequently, the membrane has a different fluidity and a different transition temperature. This behavior is especially characteristic of the cholesterol molecule, whose rigid steroid ring binds to and partially immobilizes fatty acid side chains. Therefore, at modest concentrations, cholesterol decreases fluidity. However, when it is present in high concentrations, cholesterol can substantially disrupt the ability of the phospholipids to interact among themselves, which increases fluidity and lowers the gel-sol transition temperature. This issue is significant because animal cell plasma membranes can contain substantial quantities of cholesterol. (See Note: Sphingomyelins; Diversity of Lipids in a Bilayer)
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Figure 2-2 Structures of some common membrane lipids.

Bilayers composed of several different lipids do not undergo the transition from gel to sol at a single, well-defined temperature. Instead, they interconvert more gradually over a temperature range that is defined by the composition of the mixture. Within this transition range in such multi-component bilayers, the membrane can become divided into compositionally distinct zones. The phospholipids with long-chain, saturated fatty acids will adhere to one another relatively tightly, which results in the formation of regions with “gel-like” properties. Phospholipids bearing short-chain, unsaturated fatty acids will be excluded from these regions and migrate to sol-like regions. Hence, “lakes” of lipids with markedly different physical properties can exist side-by-side in the plane of a phospholipid membrane. Thus, the same thermodynamic forces that form the elegant bilayer structure can partition distinct lipid domains within the bilayer. As discussed later, the segregation of lipid lakes in the plane of the membrane may be important for sorting membrane proteins to different parts of the cell.

Although phospholipids can diffuse in the plane of a lipid bilayer membrane, they do not diffuse between adjacent leaflets (Fig. 2-3). The rate at which phospholipids spontaneously “flip-flop” from one leaflet of a bilayer to the other is extremely low. As mentioned earlier, the center of a bilayer membrane consists of the fatty acid tails of the phospholipid molecules and is an extremely hydrophobic environment. For a phospholipid molecule to jump from one leaflet to the other, its highly hydrophilic head group would have to transit this central hydrophobic core, which would have an extremely high energy cost. This caveat does not apply to cholesterol (Fig. 2-3), whose polar head is a single hydroxyl group. The energy cost of dragging this small polar hydroxyl group through the bilayer is relatively low, thus permitting relatively rapid cholesterol flip-flop.
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Figure 2-3 Mobility of lipids within a bilayer.

Phospholipid bilayer membranes are impermeable to charged molecules

The lipid bilayer is ideally suited to separate two aqueous compartments. Its hydrophilic head groups interact well with water at both membrane surfaces, whereas the hydrophobic center ensures that the energetic cost of crossing the membrane is prohibitive for charged atoms or molecules. Pure phospholipid bilayer membranes are extremely impermeable to almost any charged water-soluble substance. Ions such as Na+, K+, Cl−, and Ca2+ are insoluble in the hydrophobic membrane core and consequently cannot travel from the aqueous environment on one side of the membrane to the aqueous environment on the opposite side. The same is true of large water-soluble molecules, such as proteins, nucleic acids, sugars, and nucleotides.

Whereas phospholipid membranes are impermeable to water-soluble molecules, small uncharged polar molecules can cross fairly freely. This is often true for O2, CO2, NH3, and, remarkably, water itself. Water molecules may, at least in part, traverse the membrane through transient cracks between the hydrophobic tails of the phospholipids, without having to surmount an enormous energetic barrier. The degree of water permeability (and perhaps that of CO2 and NH3 as well) varies extensively with lipid composition; some phospholipids (especially those with short or kinked fatty acid chains) permit a much greater rate of transbilayer water diffusion than others do.

The plasma membrane is a bilayer

As may be inferred from the preceding discussion, the membrane at the cell surface is, in fact, a phospholipid bilayer. The truth of this statement was established by a remarkably straightforward experiment. In 1925, Gorter and Grendel measured the surface area of the lipids they extracted from erythrocyte plasma membranes. They used a device called a Langmuir trough in which the lipids are allowed to line up at an air-water interface (Fig. 2-1C) and are then packed together into a continuous monolayer by a sliding bar that decreases the surface available to them. The area of the monolayer that was created by the erythrocyte lipids was exactly twice the surface area of the erythrocytes from which they were derived. Therefore, the plasma membrane must be a bilayer.

Confirmation of the bilayer structure of biological membranes has come from x-ray diffraction studies performed on the repetitive whorls of membrane that form the myelin sheaths surrounding neuronal axons (see Chapter 11). The membrane’s bilayer structure can be visualized directly in the high-magnification electron micrograph depicted in Figure 2-4. The osmium tetraoxide molecule (OsO4), with which the membrane is stained, binds to the head groups of phospholipids. Thus, both surfaces of a phospholipid bilayer appear black in electron micrographs, whereas the membrane’s unstained central core appears white.
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Figure 2-4 Transmission electron micrograph of a cell membrane. The photograph shows two adjacent cells of the pancreas of a frog (magnification ×43,000). The inset is a high-magnification view (×216,000) of the plasma membranes (PM) of the cells. Note that each membrane includes two dense layers with an intermediate layer of lower density. The dense layers represent the interaction of the polar head groups of the phospholipids with the OsO4 used to stain the preparation. ER, endoplasmic reticulum; M, mitochondrion. (From Porter KR, Bonneville MR: Fine Structure of Cells and Tissues, 4th ed. Philadelphia: Lea & Febiger, 1973.)

The phospholipid compositions of the two leaflets of the plasma membrane are not identical. Labeling studies performed on erythrocyte plasma membranes reveal that the surface that faces the cytoplasm contains phosphatidylethanolamine and phosphatidylserine, whereas the outward-facing leaflet is composed almost exclusively of phosphatidylcholine. As is discussed later in this chapter, this asymmetry is created during the biosynthesis of the phospholipid molecules. It is not entirely clear what advantage this distribution provides to the cell. It appears likely that the interactions between certain proteins and the plasma membrane may require this segregation. The lipid asymmetry may be especially important for those phospholipids that are involved in second-messenger cascades (see Chapter 3). Finally, the phospholipids that are characteristic of animal cell plasma membranes generally have one saturated and one unsaturated fatty acid residue. Consequently, they are less likely to partition into sol-like or gel-like lipid domains than are phospholipids that bear identical fatty acid chains. (See Note: Membrane Microdomains)

Membrane proteins can be integrally or peripherally associated with the plasma membrane

The demonstration that the plasma membrane’s lipid components form a bilayer leaves open the question of how the membrane’s protein constituents are organized. Membrane proteins can belong to either of two broad classes, peripheral or integral. Peripherally associated membrane proteins are neither embedded within the membrane nor attached to it by covalent bonds; instead, they adhere tightly to the cytoplasmic or extracellular surfaces of the plasma membrane (Fig. 2-5A). They can be removed from the membrane, however, by mild treatments that disrupt ionic bonds (very high salt concentrations) or hydrogen bonds (very low salt concentrations).
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Figure 2-5 Classes of membrane proteins. In E, protein is coupled by a GPI linkage.

In contrast, integral membrane proteins are intimately associated with the lipid bilayer. They cannot be eluted from the membrane by these high-or low-salt washes. To dislodge integral membrane proteins, the membrane itself must be dissolved by adding detergents. Integral membrane proteins can be associated with the lipid bilayer in any of three ways. First, some proteins actually span the lipid bilayer once or several times (Fig. 2-5B, C) and hence are referred to as transmembrane proteins. Experiments performed on erythrocyte membranes reveal that these proteins can be labeled with protein-tagging reagents applied to either side of the bilayer.

The second group of integral membrane proteins is embedded in the bilayer without actually crossing it (Fig. 2-5D). A third group of membrane-associated proteins is not actually embedded in the bilayer at all. Instead, these lipid-anchored proteins are attached to the membrane by a covalent bond that links them either to a lipid component of the membrane or to a fatty acid derivative that intercalates into the membrane. For example, proteins can be linked to a special type of glycosylated phospholipid molecule (Fig. 2-5E), which is most often glycosylphosphatidylinositol (GPI), on the outer leaflet of the membrane. This family is referred to collectively as the glycophospholipid-linked proteins. Another example is a direct linkage to a fatty acid (e.g., a myristyl group) or a prenyl (e.g., farnesyl) group that intercalates into the inner leaflet of the membrane (Fig. 2-5F).


The membrane-spanning portions of transmembrane proteins are usually hydrophobic α helices

How can membrane-spanning proteins remain stably associated with the bilayer in a conformation that requires at least some portion of their amino acid sequence to be in continuous contact with the membrane’s hydrophobic central core? The answer to this question can be found in the special structures of those protein domains that actually span the membrane.

The side chains of the eight amino acids listed in the upper portion of Table 2-1 are hydrophobic. These aromatic or uncharged aliphatic groups are almost as difficult to solvate in water as are the fatty acid side chains of the membrane phospholipids themselves. Not surprisingly, therefore, these hydrophobic side chains are quite comfortable in the hydrophobic environment of the bilayer core. Most membrane-spanning segments—that is, the short stretch of amino acids that passes through the membrane once—are composed mainly of these nonpolar amino acids, in concert with polar, uncharged amino acids.

Table 2-1 Classification of the Amino Acids Based on the Chemistry of Their Side Chains
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The hydrophobic, membrane-spanning segments of transmembrane proteins are specially adapted to the hydrophobic milieu in which they reside. The phospholipid molecules of the membrane bilayer actually protect these portions of transmembrane proteins from energetically unfavorable interactions with the aqueous environment. Transmembrane proteins tend to be extremely insoluble in water. If we separate the membrane-spanning segments of these proteins from the amphipathic phospholipids that surround them, these hydrophobic sequences tend to interact tightly with one another rather than with water. The resulting large protein aggregates are generally insoluble and precipitate out of solution. If, however, we disrupt the phospholipid membrane by adding detergent, the amphipathic detergent molecules can substitute for the phospholipids. The hydrophobic membrane-spanning sequences remain insulated from interactions with the aqueous solvent, and the proteins remain soluble as components of detergent micelles. This ability of detergents to remove transmembrane proteins from the lipid bilayer—while maintaining the solubility and native architectures of these proteins—has proved important for purifying individual membrane proteins.

Transmembrane proteins can have a single membrane-spanning segment (Fig. 2-5B) or several (Fig. 2-5C). Those with a single transmembrane segment can be oriented with either their amino (N) or their carboxyl (C) termini facing the extracellular space. Multispanning membrane proteins weave through the membrane like a thread through cloth. Again, the N or C termini can be exposed to either the cytoplasmic or extracellular compartments. The pattern with which the transmembrane protein weaves across the lipid bilayer defines its membrane topology.

The amino acid sequences of membrane-spanning segments tend to form α helices, with ~3.6 amino acids per turn of the helix (Fig. 2-5B). In this conformation, the polar atoms of the peptide backbone are maximally hydrogen bonded to one another—from one turn of the helix to the next—so they do not require the solvent to contribute hydrogen bond partners. Hence, this structure ensures the solubility of the membrane-spanning sequence in the hydrophobic environment of the membrane. Whereas most transmembrane proteins appear to traverse the membrane with α-helical spans, it is clear that an intriguing subset of membrane polypeptides makes use of a very different structure. The best studied member of this class is the porin protein, which serves as a channel in bacterial membranes. As discussed in Chapter 5, the membrane-spanning portions of porin are arranged as a β barrel.

In the case of multispanning membrane proteins, their transmembrane helices probably pack together tightly (Fig. 2-5C). Molecular analysis of a number of known membrane-spanning sequences has helped in the development of algorithms predicting the likelihood that a given amino acid sequence can span the membrane. These algorithms are widely used to assess the likelihood that newly identified genes encode transmembrane proteins and to predict the number and location of membrane-spanning segments.

Many membrane proteins form tight, noncovalent associations with other membrane proteins in the plane of the bilayer. These multimeric proteins can be composed of a single type of polypeptide or of mixtures of two or more different proteins. The side-to-side interactions that hold these complexes together can involve the membrane-spanning segments or regions of the proteins that protrude at either surface of the bilayer. By assembling into multimeric complexes, membrane proteins can increase their stability. They can also increase the variety and complexity of the functions that they are capable of performing.

Some membrane proteins are mobile in the plane of the bilayer

As is true for phospholipid molecules (Fig. 2-3), some transmembrane proteins can also diffuse within the surface of the membrane. In the absence of any protein-protein attachments, transmembrane proteins are free to diffuse over the entire surface of a membrane. This fact was demonstrated by Frye and Edidin in 1970 (Fig. 2-6). They labeled the surface proteins of a population of mouse lymphocytes with a lectin (a plant protein that binds strongly to certain sugar groups attached to proteins) that was linked to the fluorescent dye fluorescein. They also tagged the surface proteins of a second population of human lymphocytes with a lectin that was conjugated to a different fluorescent dye, rhodamine. Because fluorescein glows green and rhodamine glows red when excited by the light of the appropriate wavelengths, these labeling molecules can be easily distinguished from one another in a fluorescence microscope. Frye and Edidin mixed the two lymphocyte populations and treated them with a reagent that caused the cells to fuse to each other. Immediately after fusion, the labeled surface proteins of the newly joined cells remained separate; half of the fused cell surface appeared red, whereas the other half appeared green. During a period of ~30 minutes, however, the green and red protein labels intermixed until the entire surface of the fused cell was covered with both labeling molecules. The rate at which this intermingling occurred increased with temperature, which is not surprising, given the temperature dependence of membrane fluidity.
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Figure 2-6 Diffusion of membrane proteins within the plane of the cell membrane. The surface proteins of a human lymphocyte are tagged with a lectin conjugated to rhodamine, a fluorescent dye; the surface proteins of a mouse lymphocyte are tagged with a lectin linked to fluorescein, another fluorescent dye. Immediately after fusion of the two cells, the labeled surface proteins remained segregated. However, the membrane proteins intermingled during a period of ~30 minutes.

Because transmembrane proteins are large molecules, their diffusion in the plane of the membrane is much slower than that of lipids. Even the fastest proteins diffuse ~1000 times more slowly than the average phospholipid. The diffusion of many transmembrane proteins appears to be further impeded by their attachments to the cytoskeleton, just below the surface of the membrane. Tight binding to this meshwork can render proteins essentially immobile. Other transmembrane proteins appear to travel in the plane of the membrane by directed processes that are much faster and less directionally random than diffusion is. Motor proteins that are associated with the cytoplasmic cytoskeleton (discussed later) appear to grab onto certain transmembrane proteins, dragging them in the plane of the membrane like toy boats on strings. Finally, like phospholipids, proteins can diffuse only in the plane of the bilayer. They cannot flip-flop across it. The energetic barrier to dragging a transmembrane protein’s hydrophilic cytoplasmic and extracellular domains across the bilayer’s hydrophobic core is very difficult to surmount. Thus, a membrane protein’s topology does not change over its life span.

FUNCTION OF MEMBRANE PROTEINS

Integral membrane proteins can serve as receptors

All communication between a cell and its environment must involve or at least pass through the plasma membrane. For the purposes of this discussion, we define communication rather broadly as the exchange of any signal between the cell and its surroundings. Except for lipid-soluble signaling molecules such as steroid hormones, essentially all communication functions served by the plasma membrane occur through membrane proteins. From an engineering perspective, membrane proteins are perfectly situated to transmit signals because they form a single, continuous link between the two compartments that are separated by the membrane.

Ligand-binding receptors comprise the group of transmembrane proteins that perhaps most clearly illustrate the concept of transmembrane signaling (Fig. 2-7A). For water-soluble hormones such as epinephrine to influence cellular behavior, their presence in the extracellular fluid compartment must be made known to the various intracellular mechanisms whose behaviors they modulate. The interaction of a hormone with the extracellular portion of the hormone receptor, which forms a high-affinity binding site, produces conformational changes within the receptor protein that extend through the membrane-spanning domain to the intracellular domain of the receptor. As a consequence, the intracellular domain either becomes enzymatically active or can interact with cytoplasmic proteins that are involved in the generation of so-called second messengers. Either mechanism completes the transmission of the hormone signal across the membrane. The transmembrane disposition of a hormone receptor thus creates a single, continuous communication medium that is capable of conveying, through its own structural modifications, information from the environment to the cellular interior. The process of transmembrane signal transduction is discussed in Chapter 3.
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Figure 2-7 Integral membrane proteins that transmit signals from the outside to the inside of a cell. A, The ligand may be a hormone, a growth factor, a neurotransmitter, an odorant, or another local mediator. B, An integrin is an adhesion molecule that attaches the cell to the extracellular matrix.

Integral membrane proteins can serve as adhesion molecules

Cells can also exploit integral membrane proteins as adhesion molecules that form physical contacts with the surrounding extracellular matrix (i.e., cell-matrix adhesion molecules) or with their cellular neighbors (i.e., cell-cell adhesion molecules). These attachments can be extremely important in regulating the shape, growth, and differentiation of cells. The nature and extent of these attachments must be communicated to the cell interior so that the cell can adapt appropriately to the physical constraints and cues that are provided by its immediate surroundings. Numerous classes of transmembrane proteins are involved in these communication processes. The integrins are examples of matrix receptors or cell matrix adhesion molecules. They comprise a large family of transmembrane proteins that link cells to components of the extracellular matrix (e.g., fibronectin, laminin) at adhesion plaques (Fig. 2-7B). These linkages produce conformational changes in the integrin molecules that are transmitted to their cytoplasmic tails. These tails, in turn, communicate the linkage events to various structural and signaling molecules that participate in formulating a cell’s response to its physical environment.

In contrast to matrix receptors, which attach cells to the extracellular matrix, several enormous superfamilies of cell-cell adhesion molecules attach cells to each other. These cell-cell adhesion molecules include the Ca2+-dependent cell adhesion molecules (cadherins) and Ca2+-independent neural cell adhesion molecules (N-CAMs). The cadherins are glycoproteins (i.e., proteins with sugars attached) with one membrane-spanning segment and a large extracellular domain that binds Ca2+. The N-CAMs, on the other hand, generally are members of the immunoglobulin superfamily. The two classes of cell-cell adhesion molecules mediate similar sorts of transmembrane signals that help organize the cytoplasm and control gene expression in response to intercellular contacts. Some cell-cell adhesion molecules belong to the GPI-linked class of membrane proteins. These polypeptides lack a transmembrane and cytoplasmic tail. It is not clear, therefore, how (or if) interactions mediated by this unique class of adhesion molecules are communicated to the cell interior.

Adhesion molecules orchestrate processes that are as diverse as the directed migration of immune cells and the guidance of axons in the developing nervous system. Loss of cell-cell and cell-matrix adhesion is a hallmark of metastatic tumor cells.

Integral membrane proteins can carry out the transmembrane movement of water-soluble substances

Earlier in this discussion, we noted that a pure phospholipid bilayer does not have the permeability properties that are normally associated with animal cell plasma membranes. Pure phospholipid bilayers also lack the ability to transport substances uphill. Transmembrane proteins endow biological membranes with these capabilities. Ions and other membrane-impermeable substances can cross the bilayer with the assistance of transmembrane proteins that serve as pores, channels, carriers, and pumps. Pores and channels serve as conduits that allow water, specific ions, or even very large proteins to flow passively through the bilayer. Carriers can either facilitate the transport of a specific molecule across the membrane or couple the transport of a molecule to that of other solutes. Pumps use the energy that is released through the hydrolysis of adenosine triphosphate (ATP) to drive the transport of substances into or out of cells against energy gradients. Each of these important classes of proteins is discussed in Chapter 5.

Channels, carriers, and pumps succeed in allowing hydrophilic substances to cross the membrane by creating a hydrophilic pathway in the bilayer. Previously, we asserted that membrane-spanning segments are as hydrophobic as the fatty acids that surround them. How is it possible for these hydrophobic membrane-spanning domains to produce the hydrophilic pathways that permit the passage of ions through the membrane? The solution to this puzzle appears to be that the α helices that make up these membrane-spanning segments are amphipathic. That is, they possesses both hydrophobic and hydrophilic domains.

For each α helix, the helical turns produce alignments of amino acids that are spaced at regular intervals in the sequence. Thus, it is possible to align all the hydrophilic or hydrophobic amino acids along a single edge of the helix. In amphipathic helices, hydrophobic amino acids alternate with hydrophilic residues at regular intervals of approximately three or four amino acids (recall that there are ~3.6 amino acids per turn of the helix). Thus, as the helices pack together, side-by-side, the resultant membrane protein has distinct hydrophilic and hydrophobic surfaces. The hydrophobic surfaces of each helix will face either the membrane lipid or the hydrophobic surfaces of neighboring helices. Similarly, the hydrophilic surfaces of each helix will face a common central pore through which water-soluble particles can move. Depending on how the protein regulates access to this pore, the protein could be a channel, a carrier, or a pump. The mix of hydrophilic amino acids that line the pore presumably determines, at least in part, the nature of the substances that the pore can accommodate. In some instances, the amphipathic helices that line the pore are contributed by several distinct proteins—or subunits—that assemble into a single multimeric complex. Figure 2-8 shows an example of a type of K+ channel that is discussed in Chapter 7. This channel is formed by the apposition of four identical subunits, each of which has six membrane-spanning segments. The pore of this channel is created by the amphipathic helices as well as by short, hydrophilic loops (P loops) contributed by each of the four subunits.
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Figure 2-8 Amphipathic α helices interacting to form a channel through the cell membrane. This is an example of a potassium channel.

Integral membrane proteins can also be enzymes

Ion pumps are actually enzymes. They catalyze the hydrolysis of ATP and use the energy released by that reaction to drive ion transport. Many other classes of proteins that are embedded in cell membranes function as enzymes as well. Membrane-bound enzymes are especially prevalent in the cells of the intestine, which participate in the final stages of nutrient digestion and absorption (see Chapter 45). These enzymes—located on the side of the intestinal cells that faces the lumen of the intestine—break down small polysaccharides into single sugars, or break down polypeptides into shorter polypeptides or amino acids, so that they can be imported into the cells. By embedding these enzymes in the plasma membrane, the cell can generate the final products of digestion close to the transport proteins that mediate the uptake of these nutrient molecules. This theme is repeated in numerous other cell types. Thus, the membrane can serve as an extremely efficient two-dimensional reaction center for multistep processes that involve enzymatic reactions or transport.

Many of the GPI-linked proteins are enzymes. Several of the enzymatic activities that are classically thought of as extracellular markers of the plasma membrane, such as alkaline phosphatase and 5′-nucleotidase, are anchored to the external leaflet of the bilayer by covalent attachment to a GPI. The biological utility of this arrangement has yet to be determined. However, the GPI linkage is itself a substrate for enzymatic cleavage. Phospholipase C, which is present at appreciable levels in the serum, can cleave the covalent bond between the protein and its lipid anchor, thereby releasing the protein from the membrane. The released protein subsequently behaves like a soluble polypeptide.

Integral membrane proteins can participate in intracellular signaling

Some integral proteins associate with the cytoplasmic surface of the plasma membrane by covalently attaching to fatty acids or prenyl groups that in turn intercalate into the lipid bilayer (Fig. 2-5F). The fatty acids or prenyl groups act as hydrophobic tails that anchor an otherwise soluble protein to the bilayer. These proteins are all located at the intracellular leaflet of the membrane bilayer and often participate in intracellular signaling and growth regulation pathways. The family of lipid-linked proteins includes the small and heterotrimeric guanosine triphosphate (GTP)–binding proteins, kinases, and oncogene products (see Chapter 3). Many of these proteins are involved in relaying the signals that are received at the cell surface to the effector machinery within the cell interior. Their association with the membrane, therefore, brings these proteins close to the cytoplasmic sides of receptors that transmit signals from the cell exterior across the bilayer. The medical relevance of this type of membrane association is beginning to be appreciated. For example, denying certain oncogene products their lipid modifications—and hence their membrane attachment—eliminates their ability to induce tumorigenic transformation.

Peripheral membrane proteins participate in intracellular signaling and can form a submembranous cytoskeleton

Peripheral membrane proteins attach loosely to the lipid bilayer but are not embedded within it. Their association with the membrane can take one of two forms. First, some proteins interact through ionic interactions with phospholipid head groups. Many of these head groups are positively or negatively charged and thus can participate in salt bridges with adherent proteins.

For a second group of peripheral membrane proteins, attachment is based on the direct binding of peripheral membrane proteins to the extracellular or cytoplasmic surfaces of integral membrane proteins (Fig. 2-5A). This form of attachment is epitomized by the cytoskeleton. For instance, the cytoplasmic surface of the erythrocyte plasma membrane is in close apposition to a dense meshwork of interlocking protein strands known as the subcortical cytoskeleton. It consists of a long, fibrillar molecule called spectrin, short polymers of the cytoskeletal protein actin, and other proteins including ankyrin and band 4.1 (Fig. 2-9).
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Figure 2-9 Attachments of the cell membrane to the submembranous cytoskeleton in red blood cells. Integral membrane proteins form the bridges that link the cell membrane to the interlocking system of proteins that form the subcortical cytoskeleton.

Two closely related isoforms of spectrin (α and β) form dimers, and two of these dimers assemble head-to-head with one another to form spectrin heterotetramers. The tail regions of spectrin bind the globular protein band 4.1, which in turn can bind to actin fibrils. Each actin fibril can associate with more than one molecule of band 4.1 so that, together, spectrin, actin, and band 4.1 assemble into an extensive interlocking matrix. The protein known as ankyrin binds to spectrin as well as to the cytoplasmic domain of band 3, the integral membrane protein responsible for transporting Cl− and HCO−3 ions across the erythrocyte membrane. Thus, ankyrin is a peripheral membrane protein that anchors the spectrin-actin meshwork directly to an integral membrane protein of the erythrocyte.

The subcortical cytoskeleton provides the erythrocyte plasma membrane with strength and resilience. People who carry mutations in genes encoding their components have erythrocytes that do not have the characteristic biconcave disk shape. These erythrocytes are extremely fragile and are easily torn apart by the shear stresses (see Chapter 17) associated with circulation through capillaries. It would appear, therefore, that the subcortical cytoskeleton forms a scaffolding of peripheral membrane proteins whose direct attachment to transmembrane proteins enhances the bilayer’s structural integrity.

The subcortical cytoskeleton is not unique to erythrocytes. Numerous cell types, including neurons and epithelial cells, have submembranous meshworks that consist of proteins very similar to those first described in the erythrocyte. In addition to band 3, transmembrane proteins found in a wide variety of cells (including ion pumps, ion channels, and cell adhesion molecules) bind ankyrin and can thus serve as focal points of cytoskeletal attachment. In polarized cells (e.g., neurons and epithelial cells), the subcortical cytoskeleton appears to play a critically important role in organizing the plasma membrane into morphologically and functionally distinct domains.

CELLULAR ORGANELLES AND THE CYTOSKELETON

The cell is composed of discrete organelles that subserve distinct functions

When a eukaryotic cell is viewed through a light microscope, a handful of recognizable intracellular structures can be discerned. The intracellular matrix, or cytoplasm, appears grainy, suggesting the presence of components that are too small to be discriminated by this technique. With the much higher magnifications available with an electron microscope, the graininess gives way to clarity that reveals the cell interior to be remarkably complex. Even the simplest nucleated animal cell possesses a wide variety of intricate structures with specific shapes and sizes. These structures are the membrane-enclosed organelles, the functional building blocks of cells.

Figure 2-10 illustrates the interior of a typical cell. The largest organelle in this picture is the nucleus, which houses the cell’s complement of genetic information. This structure, which is visible in the light microscope, is usually round or oblong, although in some cells it displays a complex, lobulated shape. Depending on the cell type, the nucleus can range in diameter from 2 to 20 μm. With some exceptions, including skeletal muscle and certain specialized cells of the immune system, each animal cell has a single nucleus.
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Figure 2-10 Ultrastructure of a typical animal cell.

Surrounding the nucleus is a web of tubules or saccules known as the endoplasmic reticulum (ER). This organelle can exist in either of two forms, rough or smooth. The surfaces of the rough ER tubules are studded with ribosomes, the major sites of protein synthesis. Ribosomes can also exist free in the cytosol. The surfaces of the smooth ER, which participates in lipid synthesis, are not similarly endowed. The ER also serves as a major reservoir for calcium ions. The ER membrane is endowed with a Ca2+ pump that uses the energy released through ATP hydrolysis to drive the transport of Ca2+ from the cytoplasm into the ER lumen (see Chapter 5). This Ca2+ can be rapidly released in response to messenger molecules and plays a major role in intracellular signaling (see Chapter 3).

The Golgi complex resembles a stack of pancakes. Each pancake in the stack represents a discrete, flat saccule. The number and size of the saccules in the Golgi stack vary among cell types. The Golgi complex is a processing station that participates in protein maturation and targets newly synthesized proteins to their appropriate subcellular destinations.

Perhaps the most intriguing morphological appearance belongs to the mitochondrion, which is essentially a balloon within a balloon. The outer membrane and inner membrane define two distinct internal compartments: the intermembrane space and the matrix space. The surface of the inner membrane is thrown into dramatic folds called cristae. This organelle is ~0.2 μm in diameter, placing it at the limit of resolution of the light microscope. The mitochondrion is the power plant of the cell, a critical manufacturer of ATP. Many cellular reactions are also catalyzed within the mitochondrion.

The cell’s digestive organelle is the lysosome. This large structure frequently contains several smaller round vesicles called exosomes within its internal space.

The cytoplasm contains numerous other organelles whose shapes are not quite as distinguishing, including endosomes, peroxisomes, and transport vesicles.

Despite their diversity, all cellular organelles are constructed from the same building blocks. Each is composed of a membrane that forms the entire extent of its surface. The membranes of the subcellular organelles are what can be visualized in electron micrographs. The biochemical and physical properties of an organelle’s limiting membrane dictate many of its functional properties.

The nucleus stores, replicates, and reads the cell’s genetic information

The nucleus serves as a cell’s repository for its complement of chromosomal DNA. To conceive of the nucleus as simply a hermetically sealed vault for genetic information, however, is a gross oversimplification. All of the machinery necessary to maintain, to copy, and to transcribe DNA is in the nucleus, which is the focus of all of the cellular pathways that regulate gene expression and cell division. Transcriptional control is discussed in Chapter 4. The focus of this section is nuclear structure.

The nucleus is surrounded by a double membrane (Fig. 2-10). The outer membrane is studded with ribosomes and is continuous with the membranes of the rough ER. The inner membrane is smooth and faces the intranuclear space, or nucleoplasm. The space between these concentric membranes is continuous with the lumen of the rough ER. The inner and outer nuclear membranes meet at specialized structures known as nuclear pores, which penetrate the nuclear envelope and provide a transport pathway between the cytoplasm and the nuclear interior (see Chapter 5). All RNA transcripts that are produced in the nucleus must pass through nuclear pores to be translated in the cytoplasm. Similarly, all the signaling molecules that influence nuclear function as well as all proteins of the nuclear interior (which are synthesized in the cytoplasm) enter the nucleus through nuclear pores.

Nuclear pores are selective in choosing the molecules that they allow to pass. Cytoplasmic proteins destined for the nuclear interior must be endowed with a nuclear localization sequence to gain entry. Several nuclear localization sequences have been characterized, and all seem to share common structural elements. For example, they all have short stretches of four to eight basic amino acids that can be located anywhere in the protein’s sequence. Evidence implies that the ability of these signals to mediate nuclear localization can be modulated by phosphorylation, which suggests that the entry of proteins into the nucleus may be under the control of the cell’s second-messenger systems.

The selectivity of the nuclear pore is surprising, considering its size. The outer diameter of the entire nuclear pore is ~100 nm, considerably larger than the proteins whose passage it controls. The nuclear pore’s specificity is provided by the nuclear pore complex (NPC), an intricate matrix of protein that is distributed in a highly organized octagonal array. In its resting state, the NPC forms an aqueous channel that is ~9 nm in diameter, restricting the movement of any protein larger than 60 kDa. However, when it is confronted with a protein bearing a nuclear localization signal or a messenger RNA (mRNA) transcript, the pore complex can dilate to many times this size. The mechanisms by which the pore’s permeability is regulated remain unknown. The NPC has a barrier that prevents the diffusion of intrinsic membrane proteins between the outer and inner membranes of the nuclear envelope. Thus, although the inner and outer nuclear membranes are continuous with one another at nuclear pores, their protein contents remain distinct.

Between mitoses, the chromosomal DNA is present in the nucleus as densely packed heterochromatin and more loosely arrayed euchromatin. Chromatin is a complex between DNA and numerous DNA-binding proteins, which organize the chromosome into a chain of tightly folded DNA-protein assemblies called nucleosomes (see Chapter 4). Interspersed within the nucleoplasm are round, dense nucleoli, where the transcription of ribosomal RNA and the assembly of ribosomal subunits appear to occur.

The interior surface of the inner nuclear membrane is apposed to a fibrillar protein skeleton referred to as the nuclear lamina. This meshwork, composed of proteins known as lamins, is presumably involved in providing structural support to the nuclear envelope. The nuclear lamina may also play a role in orchestrating nuclear reassembly. During mitosis, the nuclear envelope breaks down into small vesicles, and the contents of the nucleoplasm mix with the cytoplasm. After mitosis, these vesicles fuse with one another to regenerate the double-walled nuclear membrane. The means by which these vesicles find one another and assemble correctly is the subject of intense study. Similarly, the mechanisms involved in maintaining the compositional discreteness of the inner and outer membranes during vesiculation and reassembly have yet to be determined. After reconstitution of the nuclear envelope, the proteins of the nucleoplasm are re-imported from the cytoplasm through the nuclear pores by virtue of their nuclear localization sequences.

Lysosomes digest material that is derived from the interior and exterior of the cell

In the course of normal daily living, cells accumulate waste. Organelles become damaged and dysfunctional. Proteins denature and aggregate. New materials are constantly being brought into the cells from the extracellular environment through the process of endocytosis (discussed later). In specialized cells of the immune system, such as macrophages, the collection of foreign materials (in the form of pathogens) from the extracellular milieu is the cellular raison d’être. If this material were allowed to accumulate indefinitely, it would ultimately fill the cell and essentially choke it to death. Clearly, cells must have mechanisms for disposing of this waste material.

The lysosome is the cell’s trash incinerator. It is filled with a broad assortment of degradative enzymes that can break down most forms of cellular debris. Proton pumps embedded within the lysosome’s limiting membrane ensure that this space is an extremely acidic environment, which aids in protein hydrolysis. A rare group of inherited disorders, called lysosomal storage diseases (see the box on page 43 about this topic), result from the deficiency of lysosomal enzymes that are involved in the degradation of a variety of substances.

The lysosomal membrane is specially adapted to resist digestion by the enzymes and the acid that it encapsulates, thus ensuring that the harsh conditions necessary for efficient degradation are effectively contained. Loss of lysosomal membrane integrity may underlie some clinically important inflammatory conditions, such as gout.

Material that has been internalized from the cell exterior by endocytosis is surrounded by the membrane of an endocytic vesicle. To deliver this material to the lysosome, the membranes of the endocytic vesicles fuse with the lysosomal membrane and discharge their cargo into the lysosomal milieu.

Intracellular structures that are destined for degradation, such as fragments of organelles, are engulfed by the lysosome in a process called autophagy. Autophagy results in the formation of membrane-enclosed structures within the lysosomal lumen; hence, the lysosome is often referred to as a multivesicular body.

The mitochondrion is the site of oxidative energy production

Oxygen-dependent ATP production—or oxidative phosphorylation—occurs in the mitochondrion. Like the nucleus, the mitochondrion (Fig. 2-10) is a double-membrane structure. The inner mitochondrial membrane contains the proteins that constitute the electron transport chain, which generates pH and voltage gradients across this membrane. According to the “chemiosmotic” model (see Chapter 5), the inner membrane uses the energy in these gradients to generate ATP from adenosine diphosphate (ADP) and inorganic phosphate.

The mitochondrion maintains and replicates its own genome. This circular DNA strand encodes mitochondrial transfer RNAs (tRNAs) and (in humans) 13 mitochondrial proteins. Several copies of the mitochondrial genome are located in the inner mitochondrial matrix, which also has all of the machinery necessary to transcribe and to translate this DNA, including ribosomes. Whereas the proteins encoded in mitochondrial DNA contribute to the structure and function of the mitochondrion, they account for a relatively small fraction of total mitochondrial protein. Most mitochondrial proteins are specified by nuclear DNA and are synthesized on cytoplasmic ribosomes.

The two mitochondrial membranes enclose two distinct compartments: the intermembrane space and the inner mitochondrial matrix space. The intermembrane space lies between the two membranes; the inner mitochondrial matrix space is completely enclosed by the inner mitochondrial membrane. These compartments have completely different complements of soluble proteins, and the two membranes themselves have extremely different proteins.

In addition to its role in energy metabolism, the mitochondrion also serves as a reservoir for intracellular Ca2+. It is not clear whether—under physiological conditions—the mitochondrion releases Ca2+ from this reservoir. The mitochondrial Ca2+ stores are released as a consequence of energy starvation, which leads to cell injury and death. Finally, the mitochondrion plays a central role in the process called apoptosis, or programmed cell death (see Chapter 62). Certain external or internal signals can induce the cell to initiate a signaling cascade that leads ultimately to the activation of enzymes that bring about the cell’s demise. One of the pathways that initiates this highly ordered form of cellular suicide depends on the participation of the mitochondrion. Apoptosis plays an extremely important role during tissue development and is also involved in the body’s mechanisms for identifying and destroying cancer cells.

The cytoplasm is not amorphous but is organized by the cytoskeleton

Our discussion thus far has focused almost exclusively on the cell’s membranous elements. We have treated the cytoplasm as if it were a homogeneous solution in which the organelles and vesicles carry out their functions while floating about unimpeded and at random. Rather, the cytoplasm is enormously complex with an intricate local structure and the capacity for locomotion.

The cytoplasmic cytoskeleton is composed of protein filaments that radiate throughout the cell, serving as the beams, struts, and stays that determine cell shape and resilience. On the basis of their appearance in the electron microscope, these filaments were initially divided into several classes (Table 2-2): thick, thin, and intermediate filaments as well as microtubules. Subsequent biochemical analysis has revealed that each of these varieties is composed of distinct polypeptides and differs with respect to its formation, stability, and biological function.

Table 2-2 Components of the Cytoskeleton



	 

	Subunits

	Diameter (nm)




	Intermediate filaments

	Tetramer of two coiled dimers

	8-10




	Microtubules

	Heterodimers of α and β tubulin form long protofilaments, 5 nm in diameter

	25




	Thin filaments

	Globular or G-actin, 5 nm in diameter, arranged in a double helix to form fibrous or F-actin

	5-8




	Thick filaments

	Assembly of myosin molecules

	10





Intermediate filaments provide cells with structural support

Intermediate filaments are so named because their 8-to 10-nm diameters, as measured in the electron microscope, are intermediate between those of the actin thin filaments and the myosin thick filaments. As with all of the cytoskeletal filaments that we will discuss, intermediate filaments are polymers that are assembled from individual protein subunits. There is a very large variety of biochemically distinct subunit proteins that are all structurally related to one another and that derive from a single gene family. The expression of these subunit polypeptides can be cell type specific or restricted to specific regions within a cell. Thus, vimentin is found in cells that are derived from mesenchyme, and the closely related glial fibrillary acidic protein is expressed exclusively in glial cells (see Chapter 11). Neurofilament proteins are present in neuronal processes. The keratins are present in epithelial cells as well as in certain epithelially derived structures. The nuclear lamins that form the structural scaffolding of the nuclear envelope are also members of the intermediate filament family.

Intermediate filament monomers are themselves fibrillar in structure. They assemble to form long, intercoiled dimers that in turn assemble side-to-side to form the tetrameric subunits. Finally, these tetrameric subunits pack together, end-to-end and side-to-side, to form intermediate filaments. Filament assembly can be regulated by the cell and in some cases appears to be governed by phosphorylation of the subunit polypeptides. Intermediate filaments appear to radiate from and to reinforce areas of a cell that are subject to tensile stress. They emanate from the adhesion plaques that attach cells to their substrata. In epithelial cells, they insert at the desmosomal junctions that attach neighboring cells to one another. The toughness and resilience of the meshworks formed by these filaments is perhaps best illustrated by the keratins, the primary constituents of nails, hair, and the outer layers of skin.

Microtubules provide structural support and provide the basis for several types of subcellular motility

Microtubules are polymers formed from heterodimers of the proteins α and β tubulin (Fig. 2-11A). These heterodimers assemble head to tail, creating a circumferential wall of a microtubule, which surrounds an empty lumen. Because the tubulin heterodimers assemble with a specific orientation, microtubules are polar structures, and their ends manifest distinct biochemical properties. At one tip of the tubule, designated the plus end, tubulin heterodimers can be added to the growing polymer at three times the rate that this process occurs at the opposite minus end. The relative rates of microtubule growth and depolymerization are controlled in part by an enzymatic activity that is inherent in the tubulin dimer. Tubulin dimers bind to GTP, and in this GTP-bound state they associate more tightly with the growing ends of microtubules. Once a tubulin dimer becomes part of the microtubule, it hydrolyzes the GTP to guanosine diphosphate (GDP), which lowers the binding affinity of the dimer for the tubule and helps hasten disassembly. Consequently, the microtubules can undergo rapid rounds of growth and shrinkage, a behavior termed dynamic instability. Various cytosolic proteins can bind to the ends of microtubules and serve as caps that prevent assembly and disassembly and thus stabilize the structures of the microtubules. A large and diverse family of microtubule-associated proteins appears to modulate not only the stability of the tubules but also their capacity to interact with other intracellular components.
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Figure 2-11 Microtubules. A, Heterodimers of α and β tubulin form long protofilaments, 13 of which surround the hollow core of a microtubule. The microtubule grows more rapidly at its plus end. The molecular motor dynein moves along the microtubule in the plus-to-minus direction, whereas the molecular motor kinesin moves in the opposite direction. ATP is the fuel for each of these motors. B, The microtubules originate from a microtubule-organizing center or centrosome, which generally consists of two centrioles (green cylinders). C, A motile cilium can actively bend as its microtubules slide past each other. The molecular motor dynein produces this motion, fueled by ATP.

In most cells, all of the microtubules originate from the microtubule-organizing center or centrosome. This structure generally consists of two centrioles, each of which is a small (~0.5 μm) assembly of nine triplet microtubules that are arranged obliquely along the wall of a cylinder (see upper portion of Fig. 2-11B). The two centrioles in a centrosome are oriented at right angles to one another. The minus ends of all of a cell’s microtubules are associated with proteins that surround the centrosome, whereas the rapidly growing plus ends radiate throughout the cytoplasm in a star-like arrangement (“astral” microtubules).

Microtubules participate in a multitude of cellular functions and structures. For example, microtubules project down the axon of neurons. Microtubules also provide the framework for the lacy membranes of the ER and Golgi complex. Disruption of microtubules causes these organelles to undergo dramatic morphological rearrangements and vesicularization. Microtubules also play a central role in cell division. Early in mitosis, the centrioles that make up the centrosomes replicate, forming two centrosomes at opposite poles of the dividing nucleus. Emanating from these centrosomes are the microtubules that form the spindle fibers, which in turn align the chromosomes (see lower portion of Fig. 2-11B). Their coordinated growth and dissolution at either side of the chromosomes may provide the force for separating the genetic material during the anaphase of mitosis. A pair of centrioles remains with each daughter cell.

The architectural and mechanical capacities of microtubules are perhaps best illustrated by their role in motility. An electron microscopic cross section of a cilium demonstrates the elegance, symmetry, and intricacy of this structure (Fig. 2-11C). Every cilium arises out of its own basal body, which is essentially a centriole that is situated at the ciliary root. Cilia are found on the surfaces of many types of epithelial cells, including those that line the larger pulmonary airways (see Chapter 26). Their oar-like beating motions help propel foreign bodies and pathogens toward their ultimate expulsion at the pharynx. At the center of a cilium is a structure called the axoneme, which is composed of a precisely defined 9 + 2 array of microtubules. Each of the 9 (which are also called outer tubules) consists of a complete microtubule with 13 tubulin monomers in cross section (the A tubule) to which is fused an incomplete microtubule with 11 tubulin monomers in cross section (the B tubule). Each of the 2, which lie at the core of the cilium, is a complete microtubule. This entire 9 + 2 structure runs the entire length of the cilium. The same array forms the core of a flagellum, the serpentine motions of which propel sperm cells (see Chapter 56).

Radial spokes connect the outer tubules to the central pair, and outer tubules attach to their neighbors by two types of linkages. One is composed of the protein dynein, which acts as a molecular motor to power ciliary and flagellar motions. Dynein is an ATPase that converts the energy released through ATP hydrolysis into a conformational change that produces a bending motion. Because dynein attached to one outer tubule interacts with a neighboring outer tubule, this bending of the dynein molecule causes the adjacent outer tubules to slide past one another. It is this sliding-filament motion that gives rise to the coordinated movements of the entire structure. To some extent, this coordination is accomplished through the action of the second linkage protein, called nexin. The nexin arms restrict the extent to which neighboring outer tubules can move with respect to each other and thus prevent the dynein motor from driving the dissolution of the entire complex.

The utility of the dynein motor protein is not restricted to its function in cilia and flagella. Cytoplasmic dynein, which is a close relative of the motor molecule found in cilia, and a second motor protein called kinesin provide the force necessary to move membrane-bound organelles through the cytoplasm along microtubular tracks (Fig. 2-11A). The ability of vesicular organelles to move rapidly along microtubules was first noted in neurons, in which vesicles carrying newly synthesized proteins must be transported over extremely long distances from the cell body to the axon tip. Rather than trust this critical process to the vagaries of slow, nondirected diffusion, the neuron makes use of the kinesin motor, which links a vesicle to a microtubule. Kinesin hydrolyzes ATP and, like dynein, converts this energy into mechanical transitions that cause it to “walk” along the microtubule. Kinesin will move only along microtubules and thereby transport vesicles in the minus-to-plus direction. Thus, in neurons, kinesin-bound vesicles move from the microtubular minus ends, originating at the centrosome in the cell body, toward the plus ends in the axons. This direction of motion is referred to as anterograde fast axonal transport. Cytoplasmic dynein moves in the opposite plus-to-minus (or retrograde) direction.

The motor-driven movement of cellular organelles along microtubular tracks is not unique to neurons. This process, involving both kinesin and cytoplasmic dynein, appears to occur in almost every cell and may control the majority of subcellular vesicular traffic.

Thin filaments (actin) and thick filaments (myosin) are present in almost every cell type

Thin filaments, also called microfilaments, are 5 to 8 nm in diameter. They are helical polymers composed of a single polypeptide called globular actin or G-actin. Thin filaments are functionally similar to microtubules in two respects: (1) the actin polymers are polar and grow at different rates at their two ends, and (2) actin binds and then hydrolyzes a nucleotide. However, whereas tubulin binds GTP and then hydrolyzes it to GDP, actin binds ATP and then hydrolyzes it to ADP. After G-actin binds ATP, it may interact with another ATP-bound monomer to form an unstable dimer (Fig. 2-12A). Adding a third ATP-bound monomer, however, yields a stable trimer that serves as a nucleus for assembly of the polymer of fibrous actin or F-actin. Once it is part of F-actin, the actin monomer hydrolyzes its bound ATP, retaining the ADP and releasing the inorganic phosphate. The ADP-bound actin monomer is more likely to disengage itself from its neighbors, just as GDP-bound tubulin dimers are more likely to disassemble from tubulin. Even though the length of the F-actin filament may remain more or less constant, the polymer may continually grow at its plus end but disassemble at its minus end (Fig. 2-12B). This “treadmilling” requires the continuous input of energy (i.e., hydrolysis of ATP) and illustrates the unique dynamic properties of actin filament elongation and disassembly.
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Figure 2-12 Thin filaments. A, Single molecules of G-actin form F-actin filaments. B, F-actin can grow at the plus end while shrinking at the minus end, with no change in length.

Thick filaments are composed of dimers of a remarkable force-generating protein called myosin. All myosin molecules have helical tails and globular head groups that hydrolyze ATP and act as motors to move along an actin filament. The energy liberated by ATP hydrolysis is invested in bending the myosin molecule around a pivot point called the hinge region, which marks the junction between the globular and tail regions. By means of this bending, myosin, like the dynein and kinesin that interact with microtubules, acts as a molecular motor that converts chemical into mechanical energy.

In muscle, the myosin molecules are in the myosin II subfamily and exist as dimers with their long tails intertwined (Fig. 2-13A). In muscle, each of the two myosin II heads binds two additional protein subunits that are referred to as myosin light chains. Non-muscle cells, in addition to myosin II, may have a variety of other, smaller myosin molecules. These other myosins, the most widely studied of which is myosin I, have shorter tails and, at least in some cases, act as molecular motors that move vesicles along actin filaments.
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Figure 2-13 Thick filaments. A, Myosin I is one of a large number of widely distributed myosins that have short tails. Myosin II is the myosin that participates in muscle contraction. B, The pivoting action of the myosin head, fueled by ATP, moves the thick filament past the thin filament. C, In skeletal and cardiac muscle, the sarcomere is the fundamental contractile unit.

In muscle, the myosin II dimers stack as antiparallel arrays to form a bipolar structure with a bare central region that contains only tails (Fig. 2-13A). The ends of the thick filament contain the heads that bend toward the filament’s central region. The pivoting action of the myosin head groups drags the neighboring thin filament (Fig. 2-13B), which includes other molecules besides actin. This sliding-filament phenomenon underlies muscle contraction and force generation (Fig. 2-13C).

Actin as well as an ever-growing list of myosin isoforms is present in essentially every cell type. The functions of these proteins are easy to imagine in some cases and are less obvious in many others. Many cells, including all of the fibroblast-like cells, possess actin filaments that are arranged in stress fibers. These linear arrays of fibers interconnect adhesion plaques to one another and to interior structures in the cell. They orient themselves along lines of tension and can, in turn, exert contractile force on the substratum that underlies the cell. Stress fiber contractions may be involved in the macroscopic contractions that are associated with wound healing. Frequently, actin filaments in non-muscle cells are held together in bundles by cross-linking proteins. Numerous classes of cross-linking proteins have been identified, several of which can respond to physiological changes by either stabilizing or severing filaments and filament bundles.

In motile cells, such as fibroblasts and macrophages, arrays of actin-myosin filaments are responsible for cell locomotion. A Ca2+-stimulated myosin light chain kinase regulates the assembly of myosin and actin filaments and thus governs the generation of contractile force. The precise mechanism by which these fibers cooperate in causing the cell to crawl along a substrate remains poorly understood. (See Note: Cell Locomotion)

In contrast to fibroblasts and circulating cells of the immune system, cells such as neurons and epithelial cells generally do not move much after their differentiation is complete. Despite this lack of movement, however, these cells are equipped with remarkably intricate actin and myosin filament networks. In some cases, these cytoskeletal elements permit the cell to extend processes to distant locations. This is the case in neurons, in which the growth and migration of axons during development or regeneration of the nervous system bear a striking morphological resemblance to the crawling of free-living amoebae. The tip of a growing axon, known as a growth cone, is richly endowed with contractile fibers and is capable of the same types of crawling motions that characterize motile cells.

In epithelial cells, the role of the actin-myosin cytoskeleton is somewhat less obvious but still important to normal physiological function. The microvilli at the apical surfaces of many epithelial cell types (e.g., those that line the renal proximal tubule and the small intestine) are supported by an intricate scaffolding of actin filaments that form their cores (Fig. 2-14). This bundle of actin fibers is held together and anchored to the overlying plasma membrane by a variety of cross-linking proteins, including various myosin isoforms. The roots of the microvillar actin filament bundles emerge from the bases of the microvilli into a dense meshwork of cytoskeletal filaments known as the terminal web. Included among the components of the terminal web network are fodrin (the nonerythroid homologue of spectrin) and myosin. It remains unclear whether the myosin in the terminal web is present simply to interconnect the actin filaments of neighboring microvilli or if this actin-myosin complex is capable of generating contractile movements.
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Figure 2-14 Actin filaments at the brush border of an epithelial cell.

Actin and myosin filaments also form an adhesion belt that encircles the cytoplasmic surface of the epithelial plasma membrane at the level of the tight junctions that interconnect neighboring cells. These adhesion belts are apparently capable of contraction and thus cause epithelial cells that normally form a continuous sheet to pull away from one another, temporarily loosening tight junctions and creating direct passages that connect the luminal space to the extracellular fluid compartment.

Actin and myosin also participate in processes common to most if not all cell types. The process of cytokinesis, in which the cytoplasm of a dividing cell physically separates into two daughter cells, is driven by actin and myosin filaments. Beneath the cleavage furrow that forms in the membrane of the dividing cell is a contractile ring of actin and myosin filaments. Contraction of this ring deepens the cleavage furrow; this invagination ultimately severs the cell and produces the two progeny. (See Note: Other Roles of Actin and Myosin)

SYNTHESIS AND RECYCLING OF MEMBRANE PROTEINS

Secretory and membrane proteins are synthesized in association with the rough endoplasmic reticulum

Transmembrane proteins are composed of hydrophobic domains that are embedded within the phospholipid bilayer and hydrophilic domains that are exposed at the intracellular and extracellular surfaces. These proteins do not “flip” through the membrane. How, then, do intrinsic membrane proteins overcome the enormous energetic barriers that should logically prevent them from getting inserted into the membrane in the first place?

The cell has developed several schemes to address this problem. Mammalian cells have at least three different membrane insertion pathways, each associated with specific organelles. The first two are mechanisms for inserting membrane proteins into peroxisomes and mitochondria. The third mechanism inserts membrane proteins destined for delivery to the plasma membrane and to the membranes of organelles (the endomembranous system) other than the peroxisome and mitochondrion. This same mechanism is involved in the biogenesis of essentially all proteins that mammalian cells secrete and is the focus of the following discussion.

The critical work in this field centered on studies of the rough ER. The membrane of the rough ER is notable for the presence of numerous ribosomes that are bound to its cytosol-facing surface. Whereas all nucleated mammalian cells have at least some rough ER, cells that produce large quantities of secretory proteins—such as the exocrine cells of the pancreas, which function as factories for digestive enzymes (see Chapter 43)—are endowed with an abundance of rough ER. Roughly half of the cytoplasmic space in an exocrine pancreatic acinar cell is occupied by rough ER.

In early experiments exploring cell fractionation techniques, membranes that were derived from the rough ER were separated from the other membranous and cytoplasmic components of pancreatic acinar cells. The mRNAs associated with rough ER membranes were isolated and the proteins they encoded were synthesized by in vitro translation. Analysis of the resultant polypeptides revealed that they included the cell’s entire repertoire of secretory proteins. It is now appreciated that the mRNA associated with the ER also encodes the cell’s entire repertoire of membrane proteins, with the exception of those destined for either the peroxisome or the mitochondrion. When the same experiment was performed with mRNAs isolated from ribosomes that are freely distributed throughout the cytoplasm, the products were not secretory proteins but rather the soluble cytosolic proteins. Later work showed that the ribosomes bound to the ER are biochemically identical to and in equilibrium with those that are free in the cytosol. Therefore, a ribosome’s subcellular localization—that is, whether it is free in the cytosol or bound to the rough ER—is somehow dictated by the mRNA that the ribosome is currently translating. A ribosome that is involved in assembling a secretory or membrane protein will associate with the membrane of the rough ER, whereas the same ribosome will be free in the cytosol when it is producing cytosolic proteins. Clearly, some localization signal that resides in the mRNA or in the protein that is being synthesized must tell the ribosome what kind of protein is being produced and where in the cell that production should occur.

The nature of this signal was discovered in 1972 during studies of the biosynthesis of immunoglobulin light chains. Light chains synthesized in vitro, in the absence of rough ER membranes, have a 15–amino acid extension at their amino terminus that is absent from the same light chains synthesized and secreted in vivo by B lymphocytes. Similar amino-terminal extensions are present on most secretory or membrane proteins but never with the soluble proteins of the cytosol. Although they vary in length and composition, these extensions are present on most acids that are interspersed with occasional basic residues. These signal sequences, as they have come to be known, serve as the localization devices discussed earlier. As it emerges from a ribosome and is freely floating in the cytosol, the signal sequence of a nascent protein (Fig. 2-15, stage 1) targets the ribosome-mRNA complex to the surface of the rough ER where the protein’s biogenesis will be completed. Ribosome-mRNA complexes that lack a signal sequence complete the translation of the mRNA—which encodes neither secretory nor membrane proteins—without attaching to the rough ER. For his work on signal sequences, Günter Blobel received the 1999 Nobel Prize for Physiology or Medicine. (See Note: Günter Blobel)
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Figure 2-15 Synthesis and translocation of a secretory protein.

Why does the cell bother to segregate the synthesis of different protein populations to different cellular locales? Proteins that are destined either to reside in a membrane or to be secreted are inserted into or across the membrane of the rough ER at the same time that they are translated; this is called cotranslational translocation. As the nascent polypeptide chain emerges from the ribosome, it traverses the rough ER membrane and ultimately appears at the ER’s luminal face. There, an enzyme cleaves the amino-terminal signal sequence while the protein is still being translocated. This is why proteins that are synthesized in vitro in the absence of membranes are longer than the same proteins that are produced by intact cells.


Simultaneous protein synthesis and translocation through the rough endoplasmic reticulum membrane requires signal recognition and protein translocation machinery

The information embodied within a signal sequence explains how a nascent protein can direct a cell to complete that protein’s translation at the time of translocation in the rough ER. However, the signal sequence by itself is not sufficient. Two critical pieces of targeting machinery are also necessary to direct the ribosome and its attached nascent peptide to the ER. The first is a ribonucleoprotein complex called the signal recognition particle (SRP), which binds to the signal sequence on the nascent peptide (Fig. 2-15, stage 2). The SRP is composed of seven distinct polypeptides and a short strand of RNA. When the SRP binds to a nascent chain, it also binds a GTP molecule. The second vital piece of targeting machinery is a transmembrane component of the rough ER, the SRP receptor, also called the docking protein. Interaction between a signal sequence and the SRP, and subsequently between the SRP–nascent peptide–ribosome complex and the docking protein, directs the nascent chain to the rough ER’s translocation apparatus.

Because the membrane of the rough ER has a finite number of docking sites, the cell must coordinate the synthesis of secretory and membrane proteins with the availability of docking sites. If all docking sites were occupied, and if the synthesis of nascent secretory and membrane proteins were allowed to continue unabated, these nascent peptides would be synthesized entirely in the cytoplasm on free ribosomes. As a consequence, these newly synthesized proteins would never arrive at their proper destination. The SRP serves as a regulatory system that matches the rate of secretory and membrane protein syntheses to the number of unoccupied translocation sites. By associating with a nascent signal sequence, the SRP causes the ribosome to halt further protein synthesis (Fig. 2-15, stage 2). This state of translation arrest persists until the SRP–nascent peptide–ribosome complex finds an unoccupied docking protein with which to interact. Thus, SRP prevents secretory and membrane proteins from being translated until their cotranslational translocation can be ensured. Because SRP interacts only with nascent chains that bear signal sequences, ribosomes that synthesize proteins destined for release into the cytosol never associate with SRP, and their translation is never arrested. Thus, SRP serves as a highly specific spatial and temporal sorting machine, guaranteeing the accurate and efficient targeting of secretory and membrane proteins.

How does the cell terminate the translation arrest of the SRP–nascent peptide–ribosome complex? When this complex interacts with a docking protein (Fig. 2-15, stage 3), one of the SRP’s subunits hydrolyzes the previously bound GTP, thereby releasing the SRP from a successfully targeted nascent peptide–ribosome complex. In this way, the docking protein informs the SRP that its mission has been accomplished and it can return to the cytosol to find another ribosome with a signal peptide. A second GTP hydrolysis step transfers the nascent peptide from the docking protein to the actual translocation tunnel complex. GTP hydrolysis is a common event and is involved in the transmission of numerous cellular messages (see Chapter 3). In this case, the two separate instances of GTP hydrolysis serve a quality-control function because the activation of the GTPase activity depends on the delivery of the nascent peptide to the appropriate component in the translocation apparatus.

Adjacent to the docking protein in the membrane of the rough ER is a protein translocator termed a translocon (Fig. 2-15, stage 3), which contains a tunnel through which the nascent protein will pass across the rough ER membrane. It appears that delivery of a nascent chain to the translocon causes the entrance of the translocator’s tunnel, which is normally closed, to open. This opening of the translocon also allows the flow of small ions. The electrical current carried by these ions can be measured by the patch-clamp technique (see Chapter 6). By “gating” the translocon so that it opens only when it is occupied by a nascent protein, the cell keeps the tunnel’s entrance closed when it is not in use. This gating prevents the Ca2+ stored in the ER from leaking into the cytoplasm.

Because the tunnel of the translocon is an aqueous pore, the nascent secretory or membrane protein does not come into contact with the hydrophobic core of the ER membrane’s lipid bilayer during cotranslational translocation. Thus, this tunnel allows hydrophilic proteins to cross the membrane. As translation and translocation continue and the nascent protein enters the lumen of the rough ER, an enzyme called signal peptidase cleaves the signal peptide, which remains in the membrane of the rough ER (Fig. 2-15, stage 4). Meanwhile, translation and translocation of the protein continue (Fig. 2-15, stage 5). In the case of secretory proteins (i.e., not membrane proteins), the peptide translocates completely through the membrane. The ribosome releases the complete protein into the lumen of the rough ER and then dissociates from the rough ER (Fig. 2-15, stage 6).

Proper insertion of membrane proteins requires start-transfer and stop-transfer sequences

Unlike soluble proteins, nascent membrane proteins do not translocate completely through the membrane of the rough ER (Fig. 2-16A, stage 1). The current concept is that the hydrophobic amino acid residues that will ultimately become the transmembrane segment of a membrane protein also function as a stop-transfer sequence (Fig. 2-16A, stage 2). When a stop-transfer sequence emerges from a ribosome, it causes the translocon to disassemble, releasing the hydrophobic membrane-spanning segment into the hospitable environment of the rough ER membrane’s hydrophobic core (Fig. 2-16A, stage 3). In the meantime, the ribosomal machinery continues to translate the rest of the nascent protein. If the signal peptidase cleaves the amino terminus at this time, the end result is a protein with a single transmembrane segment, with the amino terminus in the lumen of the rough ER and the carboxyl terminus in the cytoplasm (Fig. 2-16A, stage 4).
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Figure 2-16 Synthesis of integral membrane proteins. A, Like a secreted protein, the membrane protein can have a cleavable signal sequence. In addition, it has a stop-transfer sequence that remains in the membrane as a membrane-spanning segment. B, The emerging protein lacks a signal sequence but instead has an internal start-transfer sequence, which is a bifunctional sequence that serves both as a signal sequence that binds signal recognition particles and as a hydrophobic membrane-spanning segment. In this example, the positively charged region flanking the internal start-transfer sequence is on the carboxyl-terminal end of the internal start-transfer sequence. Therefore, the C-terminal end is in the cytoplasm. C, The example is similar to that in B except that the positively charged region flanking the internal start-transfer sequence is on the amino-terminal end of the internal start-transfer sequence. D, The emerging peptide has alternating internal start-transfer and stop-transfer sequences.

There is another way of generating a protein with a single transmembrane segment. In this case, the protein lacks a signal sequence at the N terminus but instead has—somewhere in the middle of the nascent peptide—a bifunctional sequence that serves both as a signal sequence that binds SRP and as a hydrophobic membrane-spanning segment. This special sequence is called an internal start-transfer sequence. The SRP binds to the internal start-transfer sequence and brings the nascent protein to the rough ER, where the internal start-transfer sequence binds to the translocon in such a way that the more positively charged residues that flank the start-transfer sequence face the cytosol. Because these positively charged flanking residues can either precede or follow the hydrophobic residues of the internal start-transfer sequence, either the carboxyl (C) terminus or the N terminus can end up in the cytosol. If the more positively charged flanking residues are at the carboxyl-terminal end of the internal start-transfer sequence (Fig. 2-16B), the protein will be oriented with its carboxyl terminus in the cytosol. If the more positively charged flanking residues are at the amino-terminal end of the internal start-transfer sequence (Fig. 2-16C), the protein will be oriented with its amino terminus in the cytosol.

By alternating both stop-transfer sequences (Fig. 2-16A) and internal start-transfer sequences (Fig. 2-16B, C), the cell can fabricate membrane proteins that span the membrane more than once. Figure 2-16 shows how the cell could synthesize a multispanning protein with its N terminus in the cytosol. The process starts just as in Figure 2-16C, as the translation machinery binds to the rough ER (Fig. 2-16D, stage 1) and the protein’s first internal start-transfer sequence inserts into the translocon (Fig. 2-16D, stage 2). However, when the first stop-transfer sequence reaches the translocon (Fig. 2-16D, stage 3), the translocon disassembles, releasing the protein’s first two membrane-spanning segments into the membrane of the rough ER. Note that the first membrane-spanning segment is the internal start-transfer sequence and the second is the stop-transfer sequence. In the meantime, an SRP binds to the second internal start-transfer sequence (Fig. 2-16D, stage 4) and directs it to the rough ER (Fig. 2-16D, stage 5) so that cotranslational translocation can once again continue (Fig. 2-16D, stage 6). If there are no further stop-transfer sequences, we will end up with a protein with three membrane-spanning segments.

Several points from the preceding discussion deserve special emphasis. First, translocation through the ER membrane can occur only cotranslationally. If a secretory or membrane protein were synthesized completely on a cytoplasmic ribosome, it would be unable to interact with the translocation machinery and consequently would not be inserted across or into the bilayer. As discussed later, this is not true for the insertion of either peroxisomal or mitochondrial proteins. Second, once a signal sequence emerges from a ribosome, there is only a brief period during which it is competent to mediate the ribosome’s association with the ER and to initiate translocation. This time constraint is presumably due to the tendency of nascent polypeptide chains to begin to fold and acquire tertiary structure very soon after exiting the ribosome. This folding quickly buries hydrophobic residues of a signal sequence so that they cannot be recognized by the translocation machinery. Third, because the translocation channel appears to be fairly narrow, the nascent protein cannot begin to acquire tertiary structure until after it has exited at the ER’s luminal face. Thus, the peptide must enter the translocation tunnel as a thin thread immediately after emerging from the ribosome. These facts explain why translocation is cotranslational. In systems in which post-translational translocation occurs (e.g., peroxisomes and mitochondria), special adaptations keep the newly synthesized protein in an unfolded state until its translocation can be consummated.

Finally, because the protein cannot flip once it is in the membrane, the scheme just outlined results in proteins that are inserted into the rough ER membrane in their final or “mature” topology. The number and location of a membrane protein’s transmembrane segments, as well as its cytoplasmic and extracytoplasmic loops, are entirely determined during the course of its cotranslational insertion into the ER membrane. The order in which signal, internal start-transfer, and stop-transfer sequences appear in a membrane protein’s primary structure completely determines how that protein will be arrayed across whatever membrane it ultimately comes to occupy.

Newly synthesized secretory and membrane proteins undergo post-translational modification and folding in the lumen of the rough endoplasmic reticulum

As a newly synthesized secretory or membrane protein exits the tunnel of the translocon and enters the lumen of the rough ER, it may undergo a series of post-translational modifications that will help it to acquire its mature conformation. The first alteration, as discussed earlier, is cleavage of the signal sequence (if present) and is accomplished very soon after the signal sequence has completed its translocation. Other covalent modifications that occur as translocation continues include glycosylation and formation of intramolecular disulfide bonds. Glycosylation refers here to the enzymatic, en bloc coupling of preassembled, branched oligosaccharide chains that contain 14 sugar molecules (Fig. 2-17A) to asparagine (Asn) residues that appear in the sequence Asn-X-Ser or Asn-X-Thr (X can be any amino acid except proline). These N-linked sugars (N is the single-letter amino acid code for asparagine) will go on to be extensively modified as the protein passes through other organellar compartments. The addition of sugar groups to proteins can serve numerous functions, which include increasing the protein’s stability and endowing it with specific antigenic, adhesive, or receptor properties.
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Figure 2-17 Post-translational modifications of integral membrane proteins. A, An enzyme in the ER lumen attaches a preassembled, branched, oligosaccharide chain to an asparagine (Asn or N) residue on the nascent protein. B, An enzyme in the ER lumen cleaves the protein and couples the protein’s new terminal carboxyl group to the terminal amino group on the GPI molecule.

Disulfide bond formation is catalyzed by protein disulfide isomerase, an enzyme that is retained in the ER lumen through noncovalent interactions with ER membrane proteins. Because the cytoplasm is a reducing environment, disulfide bonds can form only between proteins or protein domains that have been removed from the cytosolic compartment through translocation to the ER’s interior. Other, more specialized modifications also take place in the lumen of the rough ER. For example, the ER contains the enzymes responsible for the hydroxylation of the proline residues that are present in newly synthesized collagen chains.

The ER also catalyzes the formation of GPI linkages to membrane proteins (Fig. 2-17B). GPI-linked proteins are synthesized as transmembrane polypeptides, with a typical membrane-spanning region. Shortly after their translation, however, their lumen-facing domains are cleaved from the membrane-spanning segments and covalently transferred to the GPI phospholipid. They retain this structure and orientation throughout the remainder of their journey to the cell surface. A defect in the synthesis of GPI-linked proteins underlies the human disease paroxysmal nocturnal hematuria (see the box on this topic).

Perhaps the most important maturational process for a nascent chain emerging into the ER lumen is the acquisition of tertiary structure. The folding of a secretory or membrane protein is determined during and immediately after its cotranslational translocation. The progress of protein folding influences—and is influenced by—the addition of sugar residues and the formation of disulfide bridges. Proteins fold into conformations that minimize their overall free energies. Their extramembranous surfaces are composed of hydrophilic residues that interact easily with the aqueous solvent. Hydrophobic residues are hidden in internal globular domains where they can be effectively isolated from contact with water or charged molecules. Left to its own devices, a linear strand of denatured protein will spontaneously fold to form a structure that reflects these thermodynamic considerations. Thus, protein folding requires no catalysis and can occur without help from any cellular machinery. However, the cell is not content to allow protein folding to follow a random course and instead orchestrates the process through the actions of molecular chaperones.

The chaperones constitute a large class of ATP-hydrolyzing proteins that appear to participate in a wide variety of polypeptide-folding phenomena, including the initial folding of newly synthesized proteins as well as the refolding of proteins whose tertiary structures have been damaged by exposure to high temperature (i.e., heat shock) or other denaturing conditions. Chaperones bind to unfolded protein chains and stabilize them in an unfolded conformation, thus preventing them from spontaneously folding into what might be an energetically favorable but biologically useless arrangement. Using energy that is provided through ATP hydrolysis, the chaperones sequentially release domains of unfolded proteins and thus allow them to fold in an ordered fashion. Distinct subclasses of chaperones are present in several cell compartments, including the cytoplasm, the mitochondrion, and the lumen of the rough ER. Newly synthesized secretory and membrane proteins appear to interact with ER chaperones as they exit from the tunnel of the translocon and subsequently disengage from the chaperones to assume their mature tertiary structure.

The acquisition of tertiary structure is followed quickly by the acquisition of quaternary structure. As noted earlier in this chapter, many membrane proteins assemble into oligomeric complexes in which several identical or distinct polypeptides interact with one another to form a macromolecular structure. Assembly of these multimers occurs in the ER. It is unknown whether the oligomeric assembly process occurs entirely spontaneously or if, like folding, it is orchestrated by specialized cellular mechanisms. Cells clearly go to great trouble to ensure that proteins inserted into or across their ER membranes are appropriately folded and oligomerized before allowing them to continue with their postsynthetic processing. As discussed later, proteins destined for secretion from the cell or for residence in the cell membrane or other organellar membranes depart the ER for further processing in the membranous stacks of the Golgi complex. This departure is entirely contingent on successful completion of the protein folding and assembly operations.


Paroxysmal Nocturnal Hematuria

The list of proteins embedded in the plasma membrane through a GPI linkage is remarkably long and ever-growing. In red blood cells, the inventory of GPI-linked proteins includes a pair of polypeptides, decay-accelerating factor (DAF) and CD59, which help protect the erythrocytes from being accidentally injured by constituents of the immune system. One of the mechanisms that the immune system uses to rid the body of invading bacteria involves the activation of the complement cascade. Complement is a complex collection of proteins that circulate in the blood plasma. The complement system recognizes antibodies that are bound to the surface of a bacterium or polysaccharides in the bacterial membrane. This recognition initiates a cascade of enzymatic cleavages that results in the assembly of a subset of complement proteins to form the membrane attack complex, which inserts itself into the membrane of the target organism and forms a large pore that allows water to rush in (see Chapter 5). The target bacterium swells and undergoes osmotic lysis. Unfortunately, the complement system’s lethal efficiency is not matched by its capacity to discriminate between genuine targets and normal host cells. Consequently, almost every cell type in the body is equipped with surface proteins that guard against a misdirected complement attack.

DAF and CD59 are two such proteins that interfere with distinct steps in the complement activation pathway. Because GPI linkages couple both proteins to the membrane, any dysfunction of the enzymes that participate in the transfer of GPI-linked proteins from their transmembrane precursors to their GPI tails in the ER would interfere with the delivery of DAF and CD59 to their sites of functional residence at the cell surface. One of the proteins that participates in the synthesis of the GPI anchor is a sugar transferase encoded by the phosphatidylinositol glycan class A (PIG-A) gene. This gene is located on the X chromosome. Because every cell has only one working copy of the X chromosome (although female cells are genetically XX, one of the two X chromosomes is inactivated in every cell), if a spontaneous mutation occurs in the PIG-A gene in a particular cell, that cell and all of its progeny will lose the ability to synthesize GPI-linked proteins.

In paroxysmal nocturnal hemoglobinuria (i.e., hemoglobin appearing in the urine at night, with a sharp onset), a spontaneous mutation occurs in the PIG-A gene in just one of the many precursor cells that give rise to erythrocytes. All of the erythrocytes that arise from this particular precursor, therefore, are deficient in GPI-linked protein synthesis. Consequently, these cells lack DAF and CD59 expression and are susceptible to complement attack and lysis. For reasons that are largely unknown, the complement system is somewhat more active during sleep, so the hemolysis (lysis of erythrocytes) occurs more frequently at night in these patients. Some of the hemoglobin released by this lysis is excreted in the urine.

Because the PIG-A gene product is required for the synthesis of all GPI-linked proteins, the plasma membranes of affected red blood cells in patients with paroxysmal nocturnal hemoglobinuria are missing a number of different proteins that are found in the surface membranes of their normal counterparts. It is the lack of DAF and CD59, however, that renders the cells vulnerable to complement-mediated killing and that creates the symptoms of the disease. Paroxysmal nocturnal hemoglobinuria is an uncommon disease. Because it is the result of an acquired mutation, it is much more likely to occur in people of middle age rather than in children. Patients with paroxysmal nocturnal hemoglobinuria are likely to become anemic and can suffer life-threatening disorders of clotting and bone marrow function. It is a chronic condition, however, and more than half of patients survive at least 15 years after diagnosis.



Misfolded or unassembled proteins are retained in the ER and ultimately degraded. The ER chaperone proteins play a critical role both in identifying proteins with incorrect tertiary or quaternary structures and in actively preventing their egress to the Golgi complex. Proteins that have not folded or assembled correctly are destroyed through a process known as ERAD (endoplasmic reticulum–associated degradation). The sequential, covalent addition of ubiquitin monomers results in the formation of a branched-chain ubiquitin polymer that marks these proteins for destruction. Ubiquitin is a small protein of 76 amino acid residues. The process known as retrotranslocation removes ubiquitin-tagged proteins from the ER membrane, and a large cytoplasmic complex of proteolytic enzymes—the proteosome—degrades the ubiquitinated proteins.

Secretory and membrane proteins follow the secretory pathway through the cell

The rough ER is the common point of origin for the cell’s secretory and membrane proteins. Most of these proteins are not retained in the rough ER but depart for distribution to their sites of ultimate functional residence throughout the cell. As is true for their arrival in the rough ER, the departure of these proteins is a highly organized and regimented affair. In fact, the rough ER is the first station along the secretory pathway, which is the route followed (at least in part) by all secretory and membrane proteins as they undergo their post-translational modifications (Fig. 2-18).
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Figure 2-18 The secretory pathway. After their synthesis in the rough ER, secretory and membrane proteins destined for the plasma membrane move through the Golgi stacks and secretory vesicles. In the constitutive pathway, vesicles fuse spontaneously with the plasma membrane. In the regulated pathway, the vesicles fuse only when triggered by a signal such as a hormone.

The elucidation of the secretory pathway occurred in the 1960s, mainly in the laboratory of George Palade. For his contribution, Palade was awarded the 1975 Nobel Prize in Physiology or Medicine. This work also exploited the unique properties of pancreatic acinar cells to illuminate the central themes of secretory protein biogenesis. Because ~95% of the protein that is synthesized by pancreatic acinar cells are digestive enzymes destined for secretion (see Chapter 43), when these cells are fed radioactively labeled amino acids, the majority of these tracer molecules are incorporated into secretory polypeptides. Within a few minutes after the tracer is added, most of the label is associated with a specialized subregion of the rough ER. Known as transitional zones, these membranous saccules are ribosome studded on one surface and smooth at the opposite face (Fig. 2-18). The smooth side is directly apposed to one pole of the pancake-like membrane stacks (or cisternae) of the Golgi complex. Smooth-surfaced carrier vesicles crowd the narrow moat of cytoplasm that separates the transitional zone from the Golgi. These vesicles “pinch off” from the transitional zone and fuse with a Golgi stack. From this first or cis-Golgi stack, carrier vesicles ferry the newly synthesized proteins sequentially and vectorially through each Golgi stack, ultimately delivering them to the trans-most saccule of the Golgi. Finally, the newly synthesized secretory proteins appear in secretory vesicles (also called secretory granules in many tissues). (See Note: George Palade)

The journey from the rough ER to the secretory vesicle takes ~45 minutes in pancreatic acinar cells and requires the expenditure of metabolic energy. Each nucleated eukaryotic cell possesses a secretory pathway that shares this same general outline, although the specific features reflect the cell’s particular function. The secretory pathway of the pancreatic acinar cell, for example, is specially adapted to accommodate the controlled secretion of protein by the so-called regulated pathway. Instead of being released from the cell continuously as they are produced, newly synthesized secretory proteins are held in specialized secretory vesicles that serve as an intracellular storage depot. This type of storage occurs in several cells, including those of endocrine and exocrine secretory tissues, and neurons. When the cells receive the requisite message, the storage vesicles fuse with the plasma membrane, sometimes at a specialized structure called a porosome, in a process known as exocytosis. The vesicles then dump their contents into the extracellular space. In the case of the pancreatic acinar cells, the enzymes are secreted into the pancreatic ductules and then make their way to the site of digestion in the duodenum (see Chapter 43). (See Note: The Porosome)

Most cell types, however, deliver newly synthesized secretory and membrane proteins to the cell surface in a continuous and unregulated fashion, which is referred to as the constitutive pathway. Specialized cells that have the capacity for regulated delivery also send an important subset of their secretory and membrane protein synthetic products to the cell surface constitutively. The regulated and constitutive secretory pathways are identical except for the final station of the Golgi complex. At this point, the “regulated” proteins divert to the specialized secretory vesicles described in the previous paragraph. The “constitutive” proteins, at the trans-most cisterna of the Golgi complex, sort into other secretory vesicles, which move directly to the cell surface. There, the constitutive membrane proteins are delivered to the plasma membrane, and the constitutive secretory proteins are immediately exocytosed.

This section has provided a broad overview of the secretory pathway. In the following sections, we examine the details of how newly synthesized proteins move between organellar compartments of the secretory pathway, how the proteins are processed during this transit, and how they are sorted to their final destination.

Carrier vesicles control the traffic between the organelles of the secretory pathway

As the preceding discussion suggests, the secretory pathway is not a single, smooth, continuous highway but rather a series of saltatory translocations from one discrete organellar compartment to the next. Each of these steps requires some orchestration to ensure that the newly synthesized proteins arrive at their next terminus.

The cell solves the problem of moving newly synthesized proteins between membranous organelles by using membrane-enclosed carrier vesicles (or vesicular carriers). Each time proteins are to be moved from one compartment to the next, they are gathered together within or beneath specialized regions of membrane that subsequently evaginate or pinch off to produce a carrier vesicle (Fig. 2-18). Secretory proteins reside within the lumen of the carrier vesicle, whereas membrane proteins span the vesicle’s own encapsulating bilayer. On arrival at the appropriate destination, the carrier vesicle fuses with the membrane of the acceptor organelle, thus delivering its contents of soluble proteins to the organelle’s lumen and its cargo of membrane proteins to the organelle’s own membrane. Carrier vesicles mediate the transport of secretory and membrane proteins across the space between the ER’s transition zone and the cis-Golgi stack and also between the rims of the Golgi stacks themselves. The movement between one vesicular compartment and the next is mediated by the cytoskeleton and molecular motors that were discussed earlier.

A few critical facts deserve emphasis. First, throughout the formation, transit, and fusion of a carrier vesicle, no mixing occurs between the vesicle lumen and cytosol. The same principle applies to the carrier vesicle’s membrane protein passengers, which were inserted into the membrane of the rough ER with a particular topology. Those domains of a membrane protein that are exposed to the cytosol in the rough ER remain exposed to the cytosol as the protein completes its journey through the secretory pathway.

Second, the flow of vesicular membranes is not unidirectional. The rate of synthesis of new membrane lipid and protein in the ER is less than the rate at which carrier vesicles bud off of the ER that is bound for the Golgi. Because the sizes of the ER and Golgi are relatively constant, the membrane that moves to the Golgi by carrier vesicles must return to the ER. This return is again accomplished by vesicular carriers. Each discrete step of the secretory pathway must maintain vesicle-mediated backflow of membrane from the acceptor to the donor compartment so that each compartment can retain a constant size.

Finally, we have already noted that each organelle along the secretory pathway is endowed with a specific set of “resident” membrane proteins that determines the properties of the organelle. Despite the rapid forward and backward flow of carrier vesicles between successive stations of the secretory pathway, the resident membrane proteins do not get swept along in the flow. They are either actively retained in their home organelles’ membranes or actively retrieved by the returning “retrograde” carrier vesicles. Thus, not only the size but also the composition of each organelle of the secretory pathway remains essentially constant despite the rapid flux of newly synthesized proteins that it constantly handles.

Specialized protein complexes, such as clathrin and coatamers, mediate the formation and fusion of vesicles in the secretory pathway

The formation of a vesicle through evagination appears to be geometrically indistinguishable from its fusion with a target membrane. In both cases, a cross-sectional view in the electron microscope reveals an “omega” profile, which is so named because the vesicle maintains a narrow opening to the organellar lumen that resembles the shape of the Greek letter omega (Ω). However, different problems are confronted during the formation and fusion of membrane vesicles.

Vesicle Formation in the Secretory Pathway  To form a spherical vesicle from a planar membrane, the mechanism that pulls the vesicle off from the larger membrane must grab onto the membrane over the entire surface of the nascent vesicle. The mechanism that achieves this makes use of a scaffolding that is composed of coat proteins. The cell has at least two and probably more varieties of coat proteins. The best characterized of these is clathrin, which mediates the formation of secretory vesicles from the trans Golgi. Clathrin also mediates the internalization of membrane from the cell surface during the process of endocytosis, which is the reverse of exocytosis. Another major protein coat, which is involved in nonselective trafficking of vesicles between the ER and Golgi and between the stacks of the Golgi, is a protein complex known as coatamer. Both clathrin and coatamer proteins form the borders of a cage-like lattice.

In the case of clathrin, the coat proteins preassemble in the cytoplasm to form three-armed “triskelions” (Fig. 2-19A). A triskelion is not planar but resembles the three adjoining edges of a tetrahedron. As triskelions attach to one another, they produce a three-dimensional structure resembling a geodesic dome with a roughly spherical shape. A triskelion constitutes each vertex in the lattice of hexagons and pentagons that form the cage.
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Figure 2-19 Vesicle formation and fusion. A, Clathrin mediates the formation of secretory vesicles that bud off from the trans Golgi as well as the internalization of membrane from the cell surface during the process of endocytosis. B, A complex of proteins forms a bridge between the vesicle and the target membranes. ATP provides the fuel for fusion. The Rab appears to be a molecular switch. NSF, N-ethylmaleimide–sensitive factor; SNAP, soluble NSF attachment protein; SNARE, SNAP receptor.

The triskelions of clathrin attach indirectly to the surface of the membrane that is to be excised by binding to the cytosolic tails of membrane proteins. Mediating this binding are adapter proteins, called adaptins, that link the membrane protein tails to the triskelion scaffold. The specificity for particular membrane proteins is apparently conferred by specialized adaptins. Triskelions assemble spontaneously to form a complete cage that attaches to the underlying membrane and pulls it up into a spherical configuration. Completion of the cage occurs simultaneously with the pinching off of the evaginated membrane from the planar surface, forming a closed sphere.

The pinching off, or fission, process appears to involve the action of a GTP-binding protein called dynamin, which forms a collar around the neck of the forming vesicle and may sever it. The fission process must include an intermediate that resembles the structure depicted in Figure 2-19A. According to the prevalent view, each of the lumen-facing leaflets of membrane lipids fuse, leaving only the cytoplasmic leaflets to form a continuous bridge from the vesicle to the donor membrane. This bridge then breaks, and fission is complete.

Once formed, the clathrin-coated vesicle cannot fuse with its target membrane until it loses its cage, which prevents the two membranes from achieving the close contact required to permit fusion. Because formation of the clathrin cage is spontaneous and energetically favorable, dissolution of the cage requires energy. Uncoating is accomplished by a special class of cytoplasmic enzymes that hydrolyze ATP and use the energy thus liberated to disassemble the scaffold (Fig. 2-19A).

The function of coatamers is similar to that of clathrin in that coatamer forms a cage around the budding membrane. However, coatamer coats differ from clathrin in several respects. First, coatamer coats are composed of several coatamer proteins, one of which is related to the adaptins. Second, unlike the spontaneous assembly of the clathrin triskelions, assembly of the coatamer coat around the budding vesicle requires ATP. Third, a coatamer-coated vesicle retains its coat until it docks with its target membrane.

Vesicle Fusion in the Secretory Pathway  Membrane fusion occurs when the hydrophobic cores of two bilayers come into contact with one another, a process that requires the two membranes to be closely apposed. Because the cytoplasmic leaflets of most cellular membranes are predominantly composed of negatively charged phospholipids, electrostatic repulsion prevents this close apposition from occurring spontaneously. To overcome this charge barrier and perhaps to assist in targeting as well, a multicomponent protein complex forms and acts as a bridge, linking vesicular membrane proteins to membrane proteins in the target bilayer (Fig. 2-19B). Investigators have established the components of this complex by use of three approaches: studies of the membrane fusion steps involved in vesicular transport between successive Golgi stacks, genetic analysis of protein secretion in yeast, and molecular dissection of the protein constituents of the synaptic vesicles of nerve terminals. In each case, the same proteins are instrumental in attaching the donor and target membranes to one another.

The central components of the bridge are proteins known as SNAREs (so named because they act as receptors for the SNAPs discussed in the next paragraph). There are SNAREs in both the vesicular membrane (v-SNAREs) and the membrane of the target organelle (t-SNAREs). The best studied SNARE family members are those that participate in the fusion of neurotransmitter-containing synaptic vesicles with the plasma membrane of the axons in neurons (see Chapter 8). In that setting, the v-SNARE is known as synaptobrevin, and proteins known as syntaxin and SNAP-25 together act as t-SNAREs. The t-SNAREs and v-SNAREs bind to each other extremely tightly, pulling the vesicular and target membranes close together. This proximity alone may be sufficient to initiate fusion, although this point remains controversial. In cells that employ rapid and tightly regulated membrane fusion, such as neurons, increases in the cytoplasmic concentration of Ca2+, sensed by the SNARE fusion complex, trigger fusion (see Chapter 8). Although the nature of the fusion event itself remains unclear, clues have emerged about its regulation. Fusion requires the participation of a class of small GTP-binding proteins called Rabs that are important for signaling. Rabs appear to act as molecular switches that assemble with the SNARE fusion complex when they are binding GTP but dissociate from the complex after they hydrolyze the GTP to GDP. Rab-GTP must associate with the fusion complex for fusion to occur. Numerous Rab isoforms exist, each isoform associated with a different vesicular compartment and a distinct membrane-to-membrane translocation step.

Once fusion occurs, the former vesicle generally loses its spherical shape rapidly as it becomes incorporated into the target membrane. This “flattening out” is the result of surface tension, inasmuch as the narrow radius of curvature demanded by a small spherical vesicle is energetically unfavorable. After fusion, it is also necessary to disassemble the v-SNARE/t-SNARE complex so that its components can be reused in subsequent fusion events. The dissociation step involves the activity of two additional components that participate in the SNARE complex. The first is an ATP-hydrolyzing enzyme; because it is inhibited by the alkylating agent N-ethylmaleimide (NEM), it was named NEM-sensitive factor (NSF). Soluble NSF attachment proteins (the SNAPs mentioned before), which target NSF to the SNARE complex, are the second. Hydrolysis of ATP by NSF causes dissociation of the SNARE complex, thus regenerating the fusion machinery. Homologues of the neuronal t-SNARE and v-SNARE proteins are found in almost every cell type in the body and are thought to participate in most if not all membrane fusion events.

Newly synthesized secretory and membrane proteins are processed during their passage through the secretory pathway

While in the rough ER, newly synthesized secretory and membrane proteins undergo the first in a series of post-translational modifications. As discussed earlier, this first group includes glycosylation, disulfide bond formation, and the acquisition of tertiary structure. On delivery to the cis stack of the Golgi complex, these proteins begin a new phase in their postsynthetic maturation. For many proteins, the most visible byproduct of this second phase is the complete remodeling of their N-linked sugar chains, originally attached in the rough ER.

Of the 14 sugar residues transferred en bloc to newly synthesized proteins during N-linked glycosylation, nine are mannose and three are glucose (Fig. 2-20A). Enzymes called glucosidases and one called a mannosidase are associated with the luminal face of the ER; these enzymes remove the three glucose residues and one mannose. As proteins arrive from the ER, mannosidases in the cis Golgi attack the N-linked sugar trees, thereby shearing off all except two N-acetylglucosamine and five mannose residues. As the proteins pass from the cis-Golgi cisterna to the medial cisterna and ultimately to the trans-Golgi cisterna, another mannosidase removes two additional mannose residues, and other enzymes add sugars to the stump of the original sugar tree in a process referred to as complex glycosylation.
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Figure 2-20 Modification and assembly of the sugar chains on proteins in the Golgi. A, Remodeling of N-linked sugars. B, Proteoglycans. A trisaccharide links glycosaminoglycan chains to the protein by the -OH group of a serine residue. The glycosaminoglycan is made up of n repeating disaccharide units, one of which is always an amino sugar.

The addition of new sugars occurs one residue at a time and is accomplished by enzymes called sugar transferases that face the lumens of the Golgi stacks. Each sugar is transported from the cytoplasm to the Golgi lumen by a carrier protein that spans the Golgi membrane. Throughout the maturation process, the N-linked sugar chains are always exposed only to the luminal face of the Golgi. (See Note: Sugar Uptake into the Golgi)

Each cisterna of the Golgi is characterized by a different set of sugar transferases and sugar transporters. Thus, each Golgi compartment catalyzes a distinct step in the maturation of the N-linked chains. Complex glycosylation, therefore, proceeds like an assembly line from one modification station to the next. Because proteins have different shapes and sizes, however, the degree to which a sugar chain of any given polypeptide has access to each transferase can vary quite extensively. Thus, each protein emerges from the assembly line with its own particular pattern of complex glycosylation. The Golgi’s trans-most cisterna houses the enzymes responsible for adding the terminal sugars, which cap the N-linked chain. The final residue of these terminal sugars is frequently N-acetylneuraminic acid, also known as sialic acid. At neutral pH, sialic acid is negatively charged. This acidic sugar residue therefore is responsible for the net negative electrostatic charge that is frequently carried by glycoproteins.

The Golgi’s function is not limited to creating N-linked sugar tree topiaries. It oversees a number of other post-translational modifications, including the assembly of O-linked sugars. Many proteins possess O-linked sugar chains, which attach not to asparagine residues but to the hydroxyl groups (hence, O) of serine and threonine residues. The O-linked sugars are not preassembled for en bloc transfer the way that the original 14-sugar tree is added in the rough ER in the case of their N-linked counterparts. Instead, the O-linked sugars are added one residue at a time by sugar transferases such as those that participate in the remodeling of complex N-linked glycosylation. O-linked chains frequently carry a great deal of negatively charged sialic acid.

Proteoglycans contain a very large number of a special class of O-linked sugar chains that are extremely long (Fig. 2-20B). Unlike other O-linked sugars that attach to the protein core by an N-acetylglucosamine, the sugar chain in a proteoglycan attaches by a xylose-containing three-sugar “linker” to a serine residue on the protein backbone. One or more glycosaminoglycan side chains are added to this linker, one sugar at a time, to form the mature proteoglycan.

As the sugar chains grow, enzymes can add sulfate groups and greatly increase the quantity of negative charge that they carry. Sulfated proteoglycans that are secreted proteins become important components of the extracellular matrix and are also constituents of mucus. Proteoglycan chains can also be attached to membrane proteins that eventually reach the plasma membrane. The negatively charged sugars that are associated with the glycosaminoglycan groups, which are present both in mucus and on cell surface glycoproteins, can help form a barrier that protects cells from harsh environmental conditions such as those inside the stomach (see Chapter 42). In the upper portion of the respiratory tract, the mucus assists in the removal of foreign bodies (see Chapter 26).

Newly synthesized proteins are sorted in the trans-Golgi network

From their common point of origin at the rough ER, newly synthesized secretory and membrane proteins must be distributed to a wide variety of different subcellular destinations. How can a cell recognize an individual protein from among the multitudes that are inserted into or across the membranes of the rough ER and ensure its delivery to the site of its ultimate functional residence? Such a sorting operation has two prerequisites: (1) each protein to be sorted must carry some manner of address or “sorting signal” that communicates its destination, and (2) the cell must possess machinery capable of reading this sorting signal and acting on the information it embodies.

Little is known about the molecular correlates of sorting signals, and even less is established about the sorting machinery. However, for many proteins, it is clear that sorting occurs in the trans-Golgi network (TGN). The trans-most cisterna of the Golgi complex is morphologically and biochemically distinct from the other Golgi stacks. Viewed in cross section, it appears as a complex web of membranous tubules and vesicles (Fig. 2-21). This structure befits the TGN’s apparent function as a staging area from which carrier vesicles depart to transport their specific protein cargoes to one of many distinct subcellular locales.
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Figure 2-21 Sorting of lysosomal enzymes.

Sorting machinery within or at the TGN appears to segregate classes of proteins—each bound for a common destination—into small discrete clusters. Each cluster is subsequently incorporated into a separate carrier vesicle, which evaginates from the TGN membrane and mediates the final stage of delivery. In the case of secretory proteins, this clustering happens within the lumen of the TGN. In fact, such clusters of secretory proteins can be directly visualized in the electron microscope. Membrane proteins gather into two-dimensional clusters in the plane of the TGN membrane. Carrier vesicles incorporate these clusters into their own bilayers. Proteins bound for different destinations co-cluster in different subdomains of the TGN. Secretory and membrane proteins that are earmarked for the same destination can cluster in the same subdomain of the TGN and can be incorporated into the same carrier vesicle. Therefore, the TGN appears to function as a cellular transportation terminal that is able to direct groups of passengers who are carrying the same tickets to a common waiting area and ultimately to load them onto a common shuttle. Ticket agents herd passengers bearing different tickets into different waiting lounges.

A mannose 6-phosphate recognition marker is required to target newly synthesized hydrolytic enzymes to lysosomes

The most thoroughly established sorting paradigm is the pathway for newly synthesized lysosomal enzymes. Like secretory proteins, lysosomal enzymes carry amino-terminal signal sequences that direct their cotranslational translocation across the membrane of the rough ER. Their N-linked glycosylation and folding proceed in the usual fashion, after which they join all of the other simultaneously synthesized proteins in the Golgi complex (Fig. 2-21, stage 1).

A special sugar transferase in the cis-Golgi cisterna recognizes newly synthesized lysosomal enzymes and adds a unique sugar. This enzyme adds N-acetylglucosamine phosphate to the mannose residues at the termini of the lysosomal enzymes’ N-linked sugar trees. This enzyme differs from the usual sugar transferases in that it adds a phospho sugar group to the mannose residue, rather than just a sugar. This enzyme is also unique in recognizing specific amino acid sequences that are exclusively in these lysosomal enzymes. A second cis-Golgi enzyme removes the additional N-acetylglucosamine sugar, leaving its phosphate group behind. As a result, the sugar trees of the lysosomal enzymes terminate in mannose 6-phosphate residues (Fig. 2-21, stage 2).

A special class of mannose 6-phosphate receptors, localized predominantly in the elements of the trans Golgi, recognize proteins that carry mannose 6-phosphate groups (Fig. 2-21, stage 3). This recognition step constitutes the first stage of the cosegregation and clustering process discussed earlier. The mannose 6-phosphate receptors are transmembrane proteins. Their luminal portions bind to the newly synthesized lysosomal enzymes, whereas their cytoplasmically facing tails possess a particular signal that allows them to interact with adaptins and hence to be incorporated into clathrin-coated vesicles. The assembly of the clathrin lattice causes the mannose 6-phosphate receptors to cluster, along with their associated lysosomal enzymes, in the plane of the TGN membrane. Completion of the clathrin cage results in the formation of a vesicle whose membrane contains the mannose 6-phosphate receptors that bind their cargo of lysosomal enzymes.

After departing the TGN, these transport vesicles lose their clathrin coats (Fig. 2-21, stage 4) and fuse with structures referred to as late endosomes or prelysosomal endosomes. Proton pumps in the membranes of these organelles ensure that their luminal pH is acidic (Fig. 2-21, stage 5). When exposed to this acidic environment, the mannose 6-phosphate receptors undergo a conformational change that releases the mannose 6-phosphate–bearing lysosomal enzymes (Fig. 2-21, stage 6). Consequently, the newly synthesized enzymes are dumped into the lumen of the prelysosomal endosome, which will go on to fuse with or mature into a lysosome. The empty mannose 6-phosphate receptors join vesicles that bud off from the lysosome (Fig. 2-21, stage 7) and return to the TGN (Fig. 2-21, stage 8). The luminal environment of the TGN allows the receptors to recover their affinity for mannose 6-phosphate, thus allowing them to participate in subsequent rounds of sorting.

Disruption of lysosomal sorting can be produced in several ways. For example, a drug called tunicamycin blocks the addition of N-linked sugars to newly synthesized proteins and thereby prevents attachment of the mannose 6-phosphate recognition marker. Compounds that elevate the luminal pH of the prelysosomal endosomes prevent newly synthesized enzymes from dissociating from the mannose 6-phosphate receptors and consequently block recycling of the receptor pool back to the TGN. The resulting shortage of unoccupied receptors allows mannose 6-phosphate–bearing proteins to pass through the TGN unrecognized (see the box titled Lysosomal Storage Diseases). Thus, instead of diverting to the lysosomes, these lysosomal enzymes continue along the secretory pathway and are ultimately released from the cell by constitutive secretion.

Cells internalize extracellular material through the process of endocytosis

The same fundamental mechanisms in the secretory pathway that produce vesicles by evaginating regions of Golgi membrane can also move material in the opposite direction by inducing vesicle formation through the invagination of regions of the plasma membrane. Vesicles created in this fashion are delimited by membrane that had formerly been part of the cell surface, and their luminal contents derive from the extracellular compartment.

This internalization process, referred to as endocytosis, serves the cell in at least four ways. First, certain nutrients are too large to be imported from the extracellular fluid into the cytoplasm by transmembrane carrier proteins; they are instead carried into the cell by endocytosis. Second, endocytosis of hormone-receptor complexes can terminate the signaling processes that are initiated by numerous hormones. Third, endocytosis is the first step in remodeling or degrading of portions of the plasma membrane. Membrane that is delivered to the surface during exocytosis must be retrieved and ultimately returned to the TGN. Fourth, proteins or pathogens that need to be cleared from the extracellular compartment are brought into the cell by endocytosis and subsequently condemned to degradation in the lysosomes. Because endocytosed material can pursue a number of different destinies, there must be sorting mechanisms in the endocytic pathway, just as in the secretory pathway, that allow the cell to direct the endocytosed material to its appropriate destination.

Fluid-phase endocytosis is the uptake of the materials that are dissolved in the extracellular fluid (Fig. 2-22, stage 1) and not specifically bound to receptors on the cell surface. This process begins when a clathrin cage starts to assemble on the cytoplasmic surface of the plasma membrane. Earlier we discussed the physiology of clathrin-coated vesicles in the secretory pathway (Fig. 2-19). The clathrin attaches to the membrane through interactions with adaptin proteins, which in turn adhere to the cytoplasmic tail domains of certain transmembrane polypeptides. Construction of the cage causes its adherent underlying membrane to invaginate and to form a coated pit (Fig. 2-22, stage 2A). Completion of the cage creates a closed vesicle, which detaches from the cell surface through the process of membrane fission (Fig. 2-22, stage 3). The resultant vesicle quickly loses its clathrin coat through the action of the uncoating ATPase and fuses with an organelle called an endosome.

[image: image]

Figure 2-22 Endocytosis.

Receptor-mediated endocytosis is responsible for internalizing specific proteins

Most of the proteins that a cell seeks to import by endocytosis are present in the extracellular fluid in extremely low concentrations. Furthermore, the volume of extracellular fluid that is internalized by an individual coated vesicle is very small. Consequently, the probability that any particular target molecule will enter the cell during a given round of fluid-phase endocytosis is low. To improve the efficiency of endocytosis and to ensure that the desired extracellular components are gathered in every endocytic cycle, the cell has devised a method for concentrating specific proteins at the site of endocytosis before initiating their uptake.

This concentration is achieved in a process known as receptor-mediated endocytosis, in which molecules to be internalized (Fig. 2-22, stage 1) bind to cell surface receptors with high affinity (Fig. 2-22, stage 2B). Through this interaction, the substrates for endocytosis become physically associated with the plasma membrane, thus greatly enhancing the probability that they will be successfully internalized. Cells increase this probability even further by ensuring that the receptors themselves cluster in regions of the membrane destined to be endocytosed. The cytoplasmic tails of these receptors are endowed with recognition sequences that allow them to serve as binding sites for adaptins. Consequently, these receptors congregate in regions of the cell membrane where clathrin cages are assembling and are incorporated into coated pits as they are forming. The affinity of these receptors for the endocytic machinery ensures that their ligands are internalized with maximum efficiency.

Most endocytic receptors are constitutively associated with coated pits and are endocytosed whether or not they have bound their specific ligands. The cytoplasmic tails of certain receptors, however, interact with adaptins only when the receptor is in the bound state. For example, in the absence of epidermal growth factor (EGF), the EGF receptor is excluded from regions of the membrane in which coated pits are assembling. Modifications induced by ligand binding alter these receptors’ tails, which allows them to participate in coated vesicle formation and hence in endocytosis.

After the clathrin-coated vesicle forms (Fig. 2-22, stage 3), it quickly loses its clathrin coat, as described earlier for fluid-phase endocytosis, and fuses with an endosome. Although endosomes can be wildly pleomorphic, they frequently have a frying pan–like appearance in which a round vesicular body is attached to a long tubular “handle” (Fig. 2-22, stage 4). The cytoplasmic surfaces of the handles are often decorated with forming clathrin lattices and are the sites of vesicular budding.


Lysosomal Storage Diseases

The experimental elucidation of lysosomal enzyme sorting was achieved only because of the existence of a remarkable, naturally occurring human disease that was traced to a genetic defect in the sorting machinery. In lysosomal storage diseases, the absence of a particular hydrolase—or group of hydrolases—from the lysosome prevents the lysosomes from degrading certain substances, resulting in the formation of overstuffed lysosomes that crowd the cytoplasm and impede cell function.

In I-cell disease, most hydrolases are missing from the lysosomes of many cell types. As a result, lysosomes become engorged with massive quantities of undigested substrates. The enormously swollen lysosomes that characterize this disease were named inclusion bodies, and the cells that possess them were designated inclusion cells, or I cells for short. Whereas I cells lack most lysosomal enzymes, the genes that encode all of the hydrolases are completely normal. The mutation responsible for I-cell disease resides in the gene for the phosphosugar transferase that creates the mannose 6-phosphate recognition marker (Fig. 2-21). Without this enzyme, the cell cannot sort any of the hydrolases to the lysosomes. Instead, the hydrolases pass through the trans-Golgi network unnoticed by the mannose 6-phosphate receptors and are secreted constitutively from the affected cells. Certain cell types from I-cell individuals can sort newly synthesized hydrolases normally, suggesting that alternative, as yet unelucidated pathways for the targeting of lysosomal enzymes must also exist.

In some other lysosomal storage diseases, specific hydrolases are not missorted but rather are genetically defective. For example, children who suffer from Tay-Sachs disease carry a homozygous mutation in the gene that encodes the lysosomal enzyme hexosaminidase A (HEX A). Consequently, their lysosomes are unable to degrade substances that contain certain specific sugar linkages. Because they cannot be broken down, these substances accumulate in lysosomes. Over time, these substances fill the lysosomes, which swell and crowd the cytoplasm. The resulting derangements of cellular function are toxic to a number of cell types and ultimately underlie this disease’s uniform fatality within the first few years of life. Carriers of the Tay-Sachs trait can be detected either by HEX A enzyme testing or by DNA analysis of the HEX A gene. Among the Ashkenazi Jewish population, in which 1 in 27 individuals is a carrier, three distinct HEX A mutations account for 98% of all carrier mutations.



Endocytosed proteins can be targeted to lysosomes or recycled to the cell surface

In many cell types, endocytosis is so rapid that each hour, the cell internalizes a quantity of membrane that is equivalent in area to the entire cell surface. To persist in the face of this tremendous flux of membrane, the cell must retrieve most of the endocytosed membrane components and return them to the plasmalemma. However, substances that a cell wishes to degrade must be routed to lysosomes and prevented from escaping back to the surface. The sophisticated sorting operation required to satisfy both of these conditions takes place in the endosome.

Proton pumps embedded in its membrane ensure that like the lysosome, the endosome maintains an acidic luminal pH (Fig. 2-22, stage 4). This acidic environment initiates the separation of material that is destined for lysosomal destruction from those proteins that are to be recycled. Most endocytic receptors bind their ligands tightly at neutral pH but release them rapidly at pH values below 6.0. Therefore, as soon as a surface-derived vesicle fuses with an endosome, proteins that are bound to receptors fall off and enter the endosomal lumen. The receptor proteins segregate in the membranes of the handles of the frying pan–shaped endosomes and are ultimately removed from the endosome in vesicles that shuttle them back to the cell surface (Fig. 2-22, stage 5). The soluble proteins of the endosome lumen, which include the receptors’ former ligands, are ultimately delivered to the lysosome. This sorting scheme allows the receptors to avoid the fate of their cargo and ensures that the receptors are used in many rounds of endocytosis.

The low-density lipoprotein (LDL) receptor follows this regimen precisely. On arrival of the LDL-laden receptor at the endosome, the acidic environment of the endosome induces the LDL to dissociate from its receptor, which then promptly recycles to the cell surface. The LDL travels on to the lysosome, where enzymes destroy the LDL and liberate its bound cholesterol. (See Note: Familial Hypercholesterolemia: A Defect in Receptor-Mediated Endocytosis)

A variation on this paradigm is responsible for the cellular uptake of iron. Iron circulates in the plasma bound to a protein called transferrin. At the mildly alkaline pH of extracellular fluid, the iron-transferrin complex binds with high affinity to a transferrin receptor in the plasma membranes of almost every cell type. Bound transferrin is internalized by endocytosis and delivered to endosomes. Instead of inducing transferrin to fall off its receptor, the acid environment of the endosome lumen causes iron to fall off transferrin. Apotransferrin (i.e., transferrin without bound iron) remains tightly bound to the transferrin receptor at an acidic pH. The released iron is transported across the endosomal membrane for use in the cytosol. The complex of apotransferrin and the transferrin receptor recycles to the cell surface, where it is again exposed to the extracellular fluid. The mildly alkaline extracellular pH causes the transferrin receptor to lose its affinity for apotransferrin and promptly releases it. Thus, the cell uses the pH-dependent sorting trick twice to ensure that both the transferrin receptor and apotransferrin recycle for subsequent rounds of iron uptake.

Certain molecules are internalized through an alternative process that involves caveolae

Clathrin-coated pits are not the only cellular structures involved in receptor-mediated internalization. Electron microscopic examination of vascular endothelial cells that line blood vessels long ago revealed the presence of clusters of small vesicles that display a characteristic appearance, in close association with the plasma membrane. These caveolae were thought to be involved in the transfer of large molecules across the endothelial cells, from the blood space to the tissue compartment. Actually, caveolae are present in most cell types. The caveolae are rich in cholesterol and sphingomyelin. Rather than having a clathrin lattice, they contain intrinsic membrane proteins called caveolins, which face the cytosol (Fig. 2-22). In addition, caveolae appear to be rich in membrane-associated polypeptides that participate in intracellular signaling, such as the Ras-like proteins as well as heterotrimeric GTP-binding proteins (see Chapter 5). They are also enriched in the receptor for folate, a vitamin required by several metabolic pathways (see Chapter 45). Unlike the receptors in the plasma membrane discussed earlier, the folate receptor has no cytoplasmic tail that might allow it to associate with coated pits. Instead, it belongs to the GPI-linked class of proteins that are anchored to the membrane through covalent attachment to phospholipid molecules. It appears that caveolae mediate the internalization of folate. In fact, a large number and variety of GPI-linked proteins are embedded in the outer leaflet of the caveolar membrane that faces its lumen.

The role of caveolae in the uptake of other substances, the significance of the large inventory of GPI-linked proteins in caveolae, and the functions served by their cache of signaling molecules remain to be determined. It is clear, however, that the caveolae represent a novel endocytic structure that participates in pathways distinct from those involving coated vesicles and endosomes.

SPECIALIZED CELL TYPES

All cells are constructed of the same basic elements and share the same basic metabolic and biosynthetic machinery. What distinguishes one cell type from another? Certainly, cells have different shapes and molecular structures. In addition, out of an extensive repertory of molecules that cells are capable of making, each cell type chooses which molecules to express, how to organize these molecules, and how to regulate them. It is this combination of choices that endows them with specific physiological functions. These specializations are the product of cell differentiation. Each of these cell types arises from a stem cell. Stem cells are mitotically active and can give rise to multiple, distinct cellular lineages; thus, they are referred to as pluripotent. Clearly, the zygote is the ultimate stem cell because through its divisions, it gives rise to every cell lineage present in the complete organism. Specific cell types arise from stem cells by activating a differentiation-specific program of gene expression. The interplay of environmental signals, temporal cues, and transcription factors that control the processes of cellular differentiation constitutes one of the great unraveling mysteries of modern biology.

Epithelial cells form a barrier between the internal and external milieu

How can an organism tightly regulate its internal fluid environment (i.e., internal milieu) without allowing this environment to come into direct and disastrous contact with the external world (i.e., external milieu)? The body has solved these problems by arranging a sheet of cells—an epithelium—between two disparate solutions. Because of their unique subcellular designs and intercellular relationships, epithelial cells form a dynamic barrier that can import or expel substances, sometimes against steep concentration gradients.

Two structural features of epithelia permit them to function as useful barriers between two very different solutions (Fig. 2-23). First, epithelial cells connect to one another by tight junctions, which constrain the free diffusion of solutes and fluids around the epithelial cells, between the internal and external compartments. Second, the tight junctions define a boundary between an apical and a basolateral domain of the plasma membrane. Each of these two domains is endowed with distinct protein and lipid components, and each subserves a distinct function. Thus, the surface membranes of epithelial cells are polarized. In Chapter 5, we discuss the mechanisms by which polarized epithelial cells exploit their unique geometry to transport salts and water from one solution to the other. However, it is worth touching on a few of the cellular specializations that characterize polarized epithelia and permit them to perform their critical roles.
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Figure 2-23 Epithelial cells. In an epithelial cell, the tight junction separates the cell membrane into apical and basolateral domains that have very different functional properties.

The apical membranes of the epithelial cells (Fig. 2-23) face the lumen of a compartment that is often topologically continuous with the outside world. For example, in the stomach and intestine, apical membranes form the inner surface of the organs that come into contact with ingested matter. The apical membranes of many epithelial cells, including those lining kidney tubules, are endowed with a single nonmotile cilium. Known as the central cilium, this structure may sense the mechanical deformation associated with fluid flow. Mutations that disrupt individual components of the central cilium are associated with cystic disease of the kidney, in which the normal architecture of the kidney is replaced by a collection of large fluid-filled cysts.

The basolateral membranes of epithelial cells face the extracellular fluid compartment—which indirectly makes contact with the blood—and rest on a basement membrane. The basement membrane is composed of extracellular matrix proteins that the epithelial cells themselves secrete and include collagens, laminin, and proteoglycans. The basement membrane provides the epithelium with structural support and, most important, serves as an organizing foundation that helps the epithelial cells to establish their remarkable architecture.

Each epithelial cell is interconnected to its neighbors by a variety of junctional complexes (Fig. 2-23). The lateral surfaces of epithelial cells participate in numerous types of cell-cell contacts, including tight junctions, adhering junctions, gap junctions, and desmosomes.

Tight Junctions  A tight junction (or zonula occludens) is a complex structure that impedes the passage of molecules and ions between the cells of the epithelial monolayer. This pathway between the cells is termed the paracellular pathway. Although the complete molecular structure of the tight junction has yet to be elucidated, it is clear that its functional properties are related to its intriguing architecture (Fig. 2-23). Viewed by transmission electron microscopy, tight junctions include regions of apparent fusion between the outer leaflets of the lipid bilayer membranes of neighboring epithelial cells. Freeze-fracture electron microscopy reveals that the tight junction comprises parallel strands of closely packed particles, which presumably represent the transmembrane proteins participating in the junction’s formation. The degree of an epithelium’s impermeability—or “tightness”—is roughly proportional to the number of these parallel strands. The claudins, a large family of proteins, are the principal structural elements of the tight junction. Interactions between the claudins present in the apposing membranes of neighboring cells form the permeability barrier (see Chapter 5).

Tight junctions play several roles. First, they are barriers in that they separate one compartment from another. In some epithelial cells, such as those of the renal thick ascending limb, the tight junctions form an essentially impenetrable boundary that completely blocks the flow of ions and water between cells. In contrast, the tight junctions of the renal proximal tubule are leaky, permitting significant transepithelial movement of fluid and solutes.

Second, tight junctions can act as selective gates in that they permit certain solutes to flow more easily than others. Examples are the leaky tight junctions of tissues such as the proximal tubule. As discussed in Chapter 5, the permeability and selectivity of an epithelium’s tight junctions are critical variables for determining that epithelium’s transport characteristics. Moreover, the permeability properties of the gate function of tight junctions can be modulated in response to various physiological stimuli. The inventory of claudins expressed by an epithelium appears to determine in large measure the permeability properties of the tight junctions.

Third, tight junctions act as fences that separate the polarized surfaces of the epithelial plasma membrane into apical and basolateral domains. The presence of distinct populations of proteins and lipids in each plasma membrane domain is absolutely essential for an epithelium to mediate transepithelial fluid and solute transport (see Chapter 5).

Adhering Junction An adhering junction (or zonula adherens) is a belt that encircles an entire epithelial cell just below the level of the tight junction. Epithelial cells need two pieces of information to build themselves into a coherent epithelium. First, the cells must know which end is up. The extracellular matrix (see earlier) provides this information by defining which side will be basolateral. Second, the cells must know that there are like neighbors with which to establish cell-cell contacts. Adhering junctions provide epithelial cells with clues about the nature and proximity of their neighbors. These cell-cell contacts are mediated by the extracellular domains of members of the cadherin family, transmembrane proteins discussed earlier. Epithelial cells will organize themselves into a properly polarized epithelium—with differentiated apical and basolateral plasma membranes—only if the cadherins of neighboring cells have come into close enough apposition to form an adhering junction. Formation of these junctions initiates the assembly of a subcortical cytoskeleton, in which anchor proteins (e.g., vinculin, catenins, α-actinin) link the cytosolic domains of cadherins to a network of actin filaments that is associated with the cytosolic surfaces of the lateral membranes. Conversely, the disruption of adhering junctions can lead to a loss of epithelial organization. In epithelial tumors, for example, loss of expression of the adhering junction cadherins tends to correlate with the tumor cell’s loss of controlled growth and its ability to metastasize, that is, to leave the epithelial monolayer and form a new tumor at a distant site in the body. (See Note: Role of Cell-Cell Adhesion Molecules in Development)

Gap Junctions Gap junctions, which are discussed in Chapter 6, are channels that interconnect the cytosols of neighboring cells. They allow small molecules (less than ~1000 in molecular weight) to diffuse freely between cells. In some organs, epithelial cells are interconnected by an enormous number of gap junctions, which organize into paracrystalline hexagonal arrays. Because ions can flow through gap junctions, cells that communicate through gap junctions are electrically coupled. The permeability of gap junctions, and hence the extent to which the cytoplasmic compartments of neighboring cells are coupled, can be regulated in response to a variety of physiological stimuli.

Desmosome A desmosome (or macula adherens) holds adjacent cells together tightly at a single, round spot. Desmosomes are easily recognized in thin-section electron micrographs by the characteristic dense plaques of intermediate filaments. The extracellular domains of transmembrane proteins in the cadherin family mediate the interaction of adjacent cells. Anchor proteins link the cytosolic domains of the cadherins to intermediate filaments that radiate into the cytoplasm from the point of intercellular contact (Fig. 2-23). These filaments interact with and organize the cytoplasmic intermediate filaments, thus coupling the structurally stabilizing elements of neighboring cells to one another. Epithelial cells are often coupled to adjacent cells by numerous desmosomes, especially in regions where the epithelium is subject to physical stress.

Epithelial cells are polarized

In many epithelia, the apical surface area is amplified by the presence of a brush border that is composed of hundreds of finger-like, microvillar projections (Fig. 2-23). In the case of the small intestine and the renal proximal tubule, the membrane covering each microvillus is richly endowed with enzymes that digest sugars and proteins as well as with transporters that carry the products of these digestions into the cells. The presence of a microvillar brush border can amplify the apical surface area of a polarized epithelial cell by as much as 20-fold, thus greatly enhancing its capacity to interact with, to modify, and to transport substances present in the luminal fluid.

The basolateral surface area of certain epithelial cells is amplified by the presence of lateral interdigitations and basal infoldings (Fig. 2-23). Although they are not as elegantly constructed as microvilli, these structures can greatly increase the basolateral surface area. In epithelial cells that are involved in large volumes of transport—or in transport against steep gradients—amplifying the basolateral membrane can greatly increase the number of basolateral Na-K pumps that a single cell can place at its basolateral membrane.

Although the morphological differences between apical and basolateral membranes can be dramatic, the most important distinction between these surfaces is their protein composition. As noted earlier, the “fence” function of the tight junction separates completely different rosters of membrane proteins between the apical and basolateral membranes. For example, the Na-K pump is restricted to the basolateral membrane in almost all epithelial cells, and the membrane-bound enzymes that hydrolyze complex sugars and peptides are restricted to apical membranes in intestinal epithelial cells. The polarized distribution of transport proteins is absolutely necessary for the directed movement of solutes and water across epithelia. Furthermore, the restriction of certain enzymes to the apical domain limits their actions to the lumen of the epithelium and therefore offers the advantage of not wasting energy putting enzymes where they are not needed. The polarity of epithelial membrane proteins also plays a critical role in detecting antigens present in the external milieu and in transmitting signals between the external and internal compartments.

The maintenance of epithelial polarity involves complex intermolecular interactions that are only beginning to be understood. When tight junctions are disrupted, diffusion in the plane of the membrane leads to intermingling of apical and basolateral membrane components and thus a loss of polarity. The subcortical cytoskeleton beneath the basolateral surface may play a similar role by physically restraining a subset of membrane proteins at the basolateral surface.

However, such mechanisms for stabilizing the polarized distributions of membrane proteins do not explain how newly synthesized proteins come to be distributed at the appropriate plasma membrane domain. We give two examples of mechanisms that cells can use to direct membrane proteins to either the basolateral or apical membrane. The first example focuses on protein-protein interactions. As noted during our discussion of the secretory protein pathway, the sorting operation that separates apically from basolaterally directed proteins apparently occurs in the TGN. Some proteins destined for the basolateral membrane have special amino acid motifs that act as sorting signals. Some of these motifs are similar to those that allow membrane proteins to participate in endocytosis. Members of the adaptin family may recognize these motifs during the formation of clathrin-coated vesicles at the TGN and segregate the basolateral proteins into a vesicle destined for the basolateral membrane.

Another example of mechanisms that cells use to generate a polarized distribution of membrane proteins focuses on lipid-lipid interactions. In many epithelia, GPI-linked proteins are concentrated exclusively at the apical surface. It appears that the phospholipid components of GPI-linked proteins are unusual in that they cluster into complexes of fairly immobile gel-phase lipids during their passage through the Golgi apparatus. We saw earlier how lakes of phospholipids with different physical properties may segregate within a membrane. The “glycolipid rafts” of GPI-linked proteins incorporate into apically directed vesicles so that sorting can occur through lipid-lipid interactions in the plane of the membrane rather than through protein-protein interactions at the cytoplasmic surface of the Golgi membrane. From these two examples, it should be clear that a number of different mechanisms may contribute to protein sorting and the maintenance of epithelial polarity.
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CHAPTER 3

SIGNAL TRANSDUCTION

Lloyd Cantley

The evolution of multicellular organisms necessitated the development of mechanisms to tightly coordinate the activities among cells. Such communication is fundamental to all biological processes, ranging from the induction of embryonic development to the integration of physiological responses in the face of environmental challenges.

As our understanding of cellular and molecular physiology has increased, it has become evident that all cells can receive and process information. External signals such as odorants, chemicals that reflect metabolic status, ions, hormones, growth factors, and neurotransmitters can all serve as chemical messengers linking neighboring or distant cells. Even external signals that are not considered chemical in nature (e.g., light and mechanical or thermal stimuli) may ultimately be transduced into a chemical messenger. Most chemical messengers interact with specific cell surface receptors and trigger a cascade of secondary events, including the mobilization of diffusible intracellular second-messenger systems that mediate the cell’s response to that stimulus. However, hydrophobic messengers, such as steroid hormones and some vitamins, can diffuse across the plasma membrane and interact with cytosolic or nuclear receptors. It is now clear that cells use a number of different, often intersecting intracellular signaling pathways to ensure that the cell’s response to a stimulus is tightly controlled.

MECHANISMS OF CELLULAR COMMUNICATION

Cells can communicate with one another by chemical signals

Early insight into signal transduction pathways was obtained from studies of the endocrine system. The classic definition of a hormone is a substance that is produced in one tissue or organ and released into the blood and carried to other organs (targets), where it acts to produce a specific response. The idea of endocrine or ductless glands developed from the recognition that certain organs—such as the pituitary, adrenal, and thyroid gland—can synthesize and release specific chemical messengers in response to particular physiological states. However, many other cells and tissues not classically thought of as endocrine in nature also produce hormones. For example, the kidney produces 1, 25-dihydroxyvitamin D3, and the salivary gland synthesizes nerve growth factor.

It is now recognized that intercellular communication can involve the production of a “hormone” or chemical signal by one cell type that acts in any (or all) of three ways, as illustrated in Figure 3-1: on distant tissues (endocrine), on a neighboring cell in the same tissue (paracrine), or on the same cell that released the signaling molecule (autocrine). For paracrine and autocrine signals to be delivered to their proper targets, their diffusion must be limited. This restriction can be accomplished by rapid endocytosis of the chemical signal by neighboring cells, its destruction by extracellular enzymes, or its immobilization by the extracellular matrix. The events that take place at the neuromuscular junction are excellent examples of paracrine signaling. When an electrical impulse travels down an axon and reaches the nerve terminal (Fig. 3-2), it stimulates release of the neurotransmitter acetylcholine (ACh). In turn, ACh transiently activates a ligand-gated cation channel on the muscle cell membrane. The resultant transient influx of Na+ causes a localized positive shift of Vm (i.e., depolarization), initiating events that result in propagation of an action potential along the muscle cell. The ACh signal is rapidly terminated by the action of acetylcholinesterase, which is present in the synaptic cleft. This enzyme degrades the ACh that is released by the neuron.
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Figure 3-1 Modes of cell communication.
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Figure 3-2 Example of paracrine signaling. The release of ACh at the neuromuscular junction is a form of paracrine signaling because the nerve terminal releases a chemical (i.e., ACh) that acts on a neighboring cell (i.e., the muscle).

Soluble chemical signals interact with target cells by binding to surface or intracellular receptors

Four types of chemicals can serve as extracellular signaling molecules: amines, such as epinephrine; peptides and proteins, such as angiotensin II and insulin; steroids, including aldosterone, estrogens, and retinoic acid; and other small molecules, such as amino acids, nucleotides, ions (e.g., Ca2+), and gases (e.g., nitric oxide).

For a molecule to act as a signal, it must bind to a receptor. A receptor is a protein (or in some cases a lipoprotein) on the cell surface or within the cell that specifically binds a signaling molecule (the ligand). In some cases, the receptor is itself an ion channel, and ligand binding produces a change in Vm. Thus, the cell can transduce a signal with no machinery other than the receptor. In most cases, however, interaction of the ligand with one or more specific receptors results in an association of the receptor with an effector molecule that initiates a cellular response. Effectors include enzymes, channels, transport proteins, contractile elements, and transcription factors. The ability of a cell or tissue to respond to a specific signal is dictated by the complement of receptors it possesses and by the chain of intracellular reactions that are initiated by the binding of any one ligand to its receptor. Receptors can be divided into four categories on the basis of their associated mechanisms of signal transduction (Table 3-1).

Table 3-1 Classification of Receptors and Associated Signal Transduction Pathways
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1. Ligand-gated ion channels. Integral membrane proteins, these hybrid receptor/channels are involved in signaling between electrically excitable cells. The binding of a neurotransmitter such as ACh to its receptor—which in fact is merely part of the channel—results in transient opening of the channel, thus altering the ion permeability of the cell.

2. G protein–coupled receptors. These integral plasma membrane proteins work indirectly—through an intermediary—to activate or to inactivate a separate membrane-associated enzyme or channel. The intermediary is a heterotrimeric guanosine triphosphate (GTP)–binding complex called a G protein.

3. Catalytic receptors. When activated by a ligand, these integral plasma membrane proteins are either enzymes themselves or part of an enzymatic complex.

4. Nuclear receptors. These proteins, located in the cytosol or nucleus, are ligand-activated transcription factors. These receptors link extracellular signals to gene transcription.

In addition to these four classes of membrane signaling molecules, some other transmembrane proteins act as messengers even though they do not fit the classic definition of a receptor. In response to certain physiological changes, they undergo regulated intramembrane proteolysis within the plane of the membrane, liberating cytosolic fragments that enter the nucleus to modulate gene expression. We discuss this process later in the chapter.

Signaling events initiated by plasma membrane receptors can generally be divided into six steps:

Step 1: Recognition of the signal by its receptor. The same signaling molecule can sometimes bind to more than one kind of receptor. For example, ACh can bind to both ligand-gated channels and G protein–coupled receptors. Binding of a ligand to its receptor involves the same three types of weak, noncovalent interactions that characterize substrate-enzyme interactions. Ionic bonds are formed between groups of opposite charge. In van der Waals interactions, a transient dipole in one atom generates the opposite dipole in an adjacent atom, thereby creating an electrostatic interaction. Hydrophobic interactions occur between nonpolar groups.

Step 2: Transduction of the extracellular message into an intracellular signal or second messenger. Ligand binding causes a conformational change in the receptor that triggers the catalytic activities intrinsic to the receptor or causes the receptor to interact with membrane or cytoplasmic enzymes. The final consequence is the generation of a second messenger or the activation of a catalytic cascade.

Step 3: Transmission of the second messenger’s signal to the appropriate effector. These effectors represent a diverse array of molecules, such as enzymes, ion channels, and transcription factors.

Step 4: Modulation of the effector. These events often result in the activation of protein kinases (which put phosphate groups on proteins) and phosphatases (which take them off), thereby altering the activity of other enzymes and proteins.

Step 5: Response of the cell to the initial stimulus. This collection of actions represents the summation and integration of input from multiple signaling pathways.

Step 6: Termination of the response by feedback mechanisms at any or all levels of the signaling pathway.

Cells can also communicate by direct interactions

Gap Junctions  Neighboring cells can be electrically and metabolically coupled by means of gap junctions formed between apposing cell membranes. These water-filled channels facilitate the passage of inorganic ions and small molecules, such as Ca2+ and 3′, 5′-cyclic adenosine monophosphate (cAMP), from the cytoplasm of one cell into the cytoplasm of an adjacent cell. Mammalian gap junctions permit the passage of molecules that are less than ~1200 Da but restrict the movement of molecules that are greater than ~2000 Da. Gap junctions are also excellent pathways for the flow of electrical current between adjacent cells, playing a critical role in cardiac and smooth muscle.

The permeability of gap junctions can be rapidly regulated by changes in cytosolic concentrations of Ca2+, cAMP, and H+ as well as by the voltage across the cell membrane or membrane potential (Vm) (see Chapter 5). This type of modulation is physiologically important for cell-to-cell communication. For example, if a cell’s plasma membrane is damaged, Ca2+ passively moves into the cell and raises [Ca2+]i to toxic levels. Elevated intracellular [Ca2+] in the damaged cell triggers closure of the gap junctions, thus preventing the flow of excessive amounts of Ca2+ into the adjacent cell.

Adhering and Tight Junctions  Adhering junctions form as the result of the Ca2+-dependent interactions of the extracellular domains of transmembrane proteins called cadherins (see Chapter 2). The clustering of cadherins at the site of interaction with an adjacent cell causes secondary clustering of intracellular proteins known as catenins, which in turn serve as sites of attachment for the intracellular actin cytoskeleton. Thus, adhering junctions provide important clues for the maintenance of normal cell architecture as well as the organization of groups of cells into tissues.

In addition to a homeostatic role, adhering junctions can serve a signaling role during organ development and remodeling. In a cell that is stably associated with its neighbors, a catenin known as β-catenin is mainly sequestered at the adhering junctions, minimizing concentration of free β-catenin. However, disruption of adhering junctions by certain growth factors, for example, causes β-catenin to disassociate from cadherin. The resulting rise in free β-catenin levels promotes the translocation of β-catenin to the nucleus. There, β-catenin regulates the transcription of multiple genes, including ones that promote cell proliferation and migration. (See Note: β-Catenins)

Similar to adhering junctions, tight junctions (see Chapter 2) comprise transmembrane proteins that link with their counterparts on adjacent cells as well as intracellular proteins that stabilize the complex and also have a signaling role. The transmembrane proteins—including claudins, occludin, and junctional adhesion molecule—and their extracellular domains create the diffusion barrier of the tight junction. One of the integral cytoplasmic proteins in tight junctions, zonula occludin 1 (ZO-1), colocalizes with a serine/threonine kinase known as WNK1, which is found in certain renal tubule epithelial cells that reabsorb Na+ and Cl− from the tubule lumen. Because WNK1 is important for determining the permeability of the tight junctions to Cl−, mutations in WNK1 can increase the movement of Cl− through the tight junctions (see Chapter 35) and thereby lead to hypertension. (See Note: WNK Kinases)

Membrane-Associated Ligands Another mechanism by which cells can directly communicate is by the interaction of a receptor in the plasma membrane with a ligand that is itself a membrane protein on an adjacent cell. Such membrane-associated ligands can provide spatial clues in migrating cells. For example, an ephrin ligand expressed on the surface of one cell can interact with an Eph receptor on a nearby cell. The resulting activation of the Eph receptor can in turn provide signals for regulating such developmental events as axonal guidance in the nervous system and endothelial cell guidance in the vasculature.

Second-messenger systems amplify signals and integrate responses among cell types

Once a signal has been received at the cell surface, it is typically amplified and transmitted to specific sites within the cells through second messengers. For a molecule to function as a second messenger, its concentration, or window of activity, must be finely regulated. The cell achieves this control by rapidly producing or activating the second messenger and then inactivating or degrading it. To ensure that the system returns to a resting state when the stimulus is removed, counterbalancing activities function at each step of the cascade.

The involvement of second messengers in catalytic cascades provides numerous opportunities to amplify a signal. For example, the binding of a ligand to its receptor can generate hundreds of second-messenger molecules, which can in turn alter the activity of thousands of downstream effectors. This modulation usually involves the conversion of an inactive species into an active molecule or vice versa. An example of such a cascade is the increased intracellular concentration of the second messenger cAMP. Receptor occupancy activates a G protein, which in turn stimulates a membrane-bound enzyme, adenylyl cyclase. This enzyme catalyzes the synthesis of cAMP from adenosine triphosphate (ATP), and a 5-fold increase in the intracellular concentration of cAMP is achieved in ~5 seconds. This sudden rise in cAMP levels is rapidly counteracted by its breakdown to adenosine 5′-monophosphate by cAMP phosphodiesterase.

Second-messenger systems also allow specificity and diversity. Ligands that activate the same signaling pathways in cells usually produce the same effect. For example, epinephrine, adrenocorticotropic hormone (ACTH), glucagon, and thyroid-stimulating hormone induce triglyceride breakdown through the cAMP messenger system. However, the same signaling molecule can produce distinct responses in different cells, depending on the complement of receptors and signal transduction pathways that are available in the cell as well as the specialized function that the cell carries out in the organism. For example, ACh induces contraction of skeletal muscle cells but inhibits contraction of heart muscle. It also facilitates the exocytosis of secretory granules in pancreatic acinar cells. This signaling molecule achieves these different endpoints by interacting with distinct receptors.

The diversity and specialization of second-messenger systems are important to a multicellular organism, as can be seen in the coordinated response of an organism to a stressful situation. Under these conditions, the adrenal gland releases epinephrine. Different organ systems respond to epinephrine in a distinct manner, such as activation of glycogen breakdown in the liver, constriction of the blood vessels of the skin, dilation of the blood vessels in skeletal muscle, and increased rate and force of heart contraction. The overall effect is an integrated response that readies the organism for attack, defense, or escape. In contrast, complex cell behaviors, such as proliferation and differentiation, are generally stimulated by combinations of signals rather than by a single signal. Integration of these stimuli requires crosstalk among the various signaling cascades.

As discussed later, most signal transduction pathways use elaborate cascades of signaling proteins to relay information from the cell surface to effectors in the cell membrane, the cytoplasm, or the nucleus. In Chapter 4, we discuss how signal transduction pathways that lead to the nucleus can affect the cell by modulating gene transcription. These are genomic effects. Signal transduction systems that project to the cell membrane or to the cytoplasm produce nongenomic effects, the focus of this chapter.

RECEPTORS THAT ARE ION CHANNELS

Ligand-gated ion channels transduce a chemical signal into an electrical signal

The property that defines this class of multisubunit membrane-spanning receptors is that the signaling molecule itself controls the opening and closing of an ion channel by binding to a site on the receptor. Thus, these receptors are also called ionotropic receptors to distinguish them from the metabotropic receptors, which act through “metabolic” pathways. One superfamily of ligand-gated channels includes the ionotropic receptors for ACh, serotonin, γ-aminobutyric acid (GABA), and glycine. Most structural and functional information for ionotropic receptors comes from the nicotinic ACh receptor (AChR) present in skeletal muscle (Fig. 3-2). The nicotinic AChR is a cation channel that consists of four membrane-spanning subunits, α, β, γ, and δ, in a stoichiometry of 2 : 1 : 1 : 1. This receptor is called nicotinic because the nicotine contained in tobacco can activate or open the channel and thereby alter Vm. Note that the nicotinic AChR is very different from the muscarinic AChR discussed later, which is not a ligand-gated channel. Additional examples of ligand-gated channels are the IP3 receptor and the Ca2+ release channel (also known as the ryanodine receptor). Both receptors are tetrameric Ca2+ channels located in the membranes of intracellular organelles.

RECEPTORS COUPLED TO G PROTEINS

G protein–coupled receptors (GPCRs) constitute the largest family of receptors on the cell surface, with more than 1000 members. GPCRs mediate cellular responses to a diverse array of signaling molecules, such as hormones, neurotransmitters, vasoactive peptides, odorants, tastants, and other local mediators. Despite the chemical diversity of their ligands, most receptors of this class have a similar structure (Fig. 3-3). They consist of a single polypeptide chain with seven membrane-spanning α-helical segments, an extracellular N terminus that is glycosylated, a large cytoplasmic loop that is composed mainly of hydrophilic amino acids between helices 5 and 6, and a hydrophilic domain at the cytoplasmic C terminus. Most small ligands (e.g., epinephrine) bind in the plane of the membrane at a site that involves several membrane-spanning segments. In the case of larger protein ligands, a portion of the extracellular N terminus also participates in ligand binding. The 5, 6-cytoplasmic loop appears to be the major site of interaction with the intracellular G protein, although the 3, 4-cytoplasmic loop and the cytoplasmic C terminus also contribute to binding in some cases. Binding of the GPCR to its extracellular ligand regulates this interaction between the receptor and the G proteins, thus transmitting a signal to downstream effectors. In the next four sections of this subchapter, we discuss the general principles of how G proteins function; three major second-messenger systems that are triggered by G proteins are then considered.
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Figure 3-3 Receptor coupled to a G protein.

GENERAL PROPERTIES OF G PROTEINS

G proteins are heterotrimers that exist in many combinations of different α, β, and γ subunits

G proteins are members of a superfamily of GTP-binding proteins. This superfamily includes the classic heterotrimeric G proteins that bind to GPCRs as well as the so-called small GTP-binding proteins, such as Ras. Both the heterotrimeric and small G proteins can hydrolyze GTP and switch between an active GTP-bound state and an inactive guanosine diphosphate (GDP)–bound state.

Heterotrimeric G proteins are composed of three subunits, α, β, and γ. At least 16 different α subunits (~42 to 50 kDa), 5 β subunits (~33 to 35 kDa), and 11 γ subunits (~8 to 10 kDa) are present in mammalian tissue. The α subunit binds and hydrolyzes GTP and also interacts with “downstream” effector proteins such as adenylyl cyclase. Historically, the α subunits were thought to provide the principal specificity to each type of G protein, with the βγ complex functioning to anchor the trimeric complex to the membrane. However, it is now clear that the βγ complex also functions in signal transduction by interacting with certain effector molecules. Moreover, both the α and γ subunits are involved in anchoring the complex to the membrane. The α subunit is held to the membrane by either a myristyl or a palmitoyl group; the γ subunit is held by a prenyl group.

The multiple α, β, and γ subunits demonstrate distinct tissue distributions and interact with different receptors and effectors (Table 3-2). Because of the potential for several hundred combinations of the known α, β, and γ subunits, G proteins are ideally suited to link a diversity of receptors to a diversity of effectors. The many classes of G proteins, in conjunction with the presence of several receptor types for a single ligand, provide a mechanism whereby a common signal can elicit the appropriate physiological changes in different tissues. For example, when epinephrine binds β1-adrenergic receptors in the heart, it stimulates adenylyl cyclase, which increases heart rate and the force of contraction. However, in the periphery, epinephrine acts on α2-adrenergic receptors coupled to a G protein that inhibits adenylyl cyclase, thereby increasing peripheral vascular resistance and consequently increasing venous return and blood pressure.

Table 3-2 Families of G Proteins
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Among the first effectors found to be sensitive to G proteins was the enzyme adenylyl cyclase. The heterotrimeric G protein known as Gs was so named because it stimulates adenylyl cyclase. A separate class of G proteins was given the name Gi because it is responsible for the hormone-dependent inhibition of adenylyl cyclase. Identification of these classes of G proteins was greatly facilitated by the observation that the α subunits of individual G proteins are substrates for adenosine diphosphate (ADP) ribosylation catalyzed by bacterial toxins. The toxin from Vibrio cholerae activates Gs, whereas the toxin from Bordetella pertussis inactivates the cyclase-inhibiting Gi (see the box titled Action of Toxins on Heterotrimeric G Proteins).

For their work in identifying G proteins and elucidating the physiological role of these proteins, Alfred Gilman and Martin Rodbell received the 1994 Nobel Prize in Physiology or Medicine. (See Note: Alfred Gilman and Martin Rodbell)

G protein activation follows a cycle

In their inactive state, heterotrimeric G proteins are a complex of α, β, and γ subunits in which GDP occupies the guanine nucleotide–binding site of the α subunit. After ligand binding to the GPCR (Fig. 3-4, step 1), the activated receptor interacts with the αβγ heterotrimer to promote a conformational change that facilitates the release of bound GDP and simultaneous binding of GTP (step 2). This GDP-GTP exchange stimulates dissociation of the complex from the receptor (step 3) and causes disassembly of the trimer into a free α subunit and βγ complex (step 4). The free, active GTP-bound α subunit can now interact in the plane of the membrane with downstream effectors such as adenylyl cyclase and phospholipases (step 5). Similarly, the βγ subunit can now activate ion channels or other effectors.
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Figure 3-4 Enzymatic cycle of heterotrimeric G proteins.

The α subunit terminates the signaling events that are mediated by the α and βγ subunits by hydrolyzing GTP to GDP and inorganic phosphate (Pi). The result is an inactive α-GDP complex that dissociates from its downstream effector and reassociates with a βγ subunit (Fig. 3-4, step 6), thus completing the cycle (step 1). The βγ subunit stabilizes α-GDP and thereby substantially slows the rate of GDP-GTP exchange (step 2) and dampens signal transmission in the resting state.

The RGS (for “regulation of G protein signaling”) family of proteins appears to enhance the intrinsic guanosine triphosphatase (GTPase) activity of some but not all α subunits. Investigators have identified at least 15 mammalian RGS proteins and shown that they interact with specific α subunits. RGS proteins bind the complex Gα/GDP/AlF4−, which is the structural analogue of the GTPase transition state. By stabilizing the transition state, RGS proteins may promote GTP hydrolysis and thus the termination of signaling.

As noted earlier, α subunits can be anchored to the cell membrane by myristyl or palmitoyl groups. Activation can result in the removal of these groups and the release of the α subunit into the cytosol. Loss of the α subunit from the membrane may decrease the interaction of G proteins with receptors and downstream effectors (e.g., adenylyl cyclase).

Activated α subunits couple to a variety of downstream effectors, including enzymes, ion channels, and membrane trafficking machinery

Activated α subunits can couple to a variety of enzymes. A major enzyme that acts as an effector downstream of activated α subunits is adenylyl cyclase (Fig. 3-5A). This enzyme can be either activated or inhibited by G protein signaling, depending on whether it associates with the GTP-bound form of Gαs (stimulatory) or Gαi (inhibitory). Thus, different hormones—acting through different G protein complexes—can have opposing effects on the same intracellular messenger. (See Note: Compartmentalization of Second Messenger Effects)
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Figure 3-5 Downstream effects of activated G protein α subunits. A, When a ligand binds to a receptor coupled to αs, adenylyl cyclase (AC) is activated, whereas when a ligand binds to a receptor coupled to αi, the enzyme is inhibited. The activated enzyme converts ATP to cAMP, which then can activate protein kinase A (PKA). B, In phototransduction, a photon interacts with the receptor and activates the G protein transducin. The αt activates phosphodiesterase (PDE), which in turn hydrolyzes cGMP and lowers the intracellular concentrations of cGMP and therefore closes the cGMP-activated channels. C, In this example, the ligand binds to a receptor that is coupled to αq, which activates phospholipase C (PLC). This enzyme converts PIP2 to IP3 and diacylglycerol (DAG). The IP3 leads to the release of Ca2+ from intracellular stores, whereas the diacylglycerol activates protein kinase C (PKC). ER, endoplasmic reticulum.

G proteins can also activate enzymes that break down cyclic nucleotides. For example, the G protein called transducin, which plays a key role in phototransduction (see Chapter 15), activates the cyclic guanosine monophosphate (cGMP) phosphodiesterase, which catalyzes the breakdown of cGMP to GMP (Fig. 3-5B). Thus, in retinal cells expressing transducin, light leads to a decrease in [cGMP]i.

G proteins can also couple to phospholipases. These enzymes catabolize phospholipids, as discussed in detail later in the section on G protein second messengers. This super-family of phospholipases can be grouped into phospholipases A2, C, or D on the basis of the site at which the enzyme cleaves the phospholipid. The G protein αq subunit activates phospholipase C, which breaks phosphatidylinositol bisphosphate (PIP2) into two intracellular messengers, membrane-associated diacylglycerol and cytosolic IP3 (Fig. 3-5C). Diacylglycerol stimulates protein kinase C, whereas IP3 binds to a receptor on the endoplasmic reticulum membrane and triggers the release of Ca2+ from intracellular stores.

Some G proteins interact with ion channels. Agonists that bind to the β-adrenergic receptor activate the L-type Ca2+ channel in the heart and skeletal muscle (see Chapter 7). The G protein Gs directly stimulates this channel as the α subunit of Gs binds to the channel, and Gs also indirectly stimulates this channel through a signal transduction cascade that involves cAMP-dependent protein kinase.

A clue that G proteins serve additional functions in membrane trafficking (see Chapter 2) in the cell comes from the observation that many cells contain intracellular pools of heterotrimeric G proteins, some bound to internal membranes and some free in the cytosol. Experiments involving toxins, inhibitors, and cell lines harboring mutations in G protein subunits have demonstrated that these intracellular G proteins are involved in vesicular transport. G proteins have been implicated in the budding of secretory vesicles from the trans-Golgi network, fusion of endosomes, recruitment of non–clathrin coat proteins, and transcytosis and apical secretion in polarized epithelial cells. The receptors and effectors that interact with these intracellular G proteins have not been determined.


Action of Toxins on Heterotrimeric G Proteins

Infectious diarrheal disease has a multitude of causes. Cholera toxin, a secretory product of the bacterium Vibrio cholerae, is responsible in part for the devastating characteristics of cholera. The toxin is an oligomeric protein composed of one A subunit and five B subunits (AB5). After cholera toxin enters intestinal epithelial cells, the A subunit separates from the B subunits and becomes activated by proteolytic cleavage. The resulting active A1 fragment catalyzes the ADP ribosylation of Gαs. This ribosylation, which involves transfer of the ADP-ribose moiety from the oxidized form of nicotinamide adenine dinucleotide (NAD+) to the α subunit, inhibits the GTPase activity of Gαs. As a result of this modification, Gαs remains in its activated, GTP-bound form and can activate adenylyl cyclase. In intestinal epithelial cells, the constitutively activated Gαs elevates levels of cAMP, which causes an increase in Cl− conductance and water flow and thereby contributes to the large fluid loss characteristic of this disease.

A related bacterial product is pertussis toxin, which is also an AB5 protein. It is produced by Bordetella pertussis, the causative agent of whooping cough. Pertussis toxin ADP-ribosylates Gαi. This ADP-ribosylated Gαi cannot exchange its bound GDP (inactive state) for GTP. Thus, αi remains in its GDP-bound inactive state. As a result, receptor occupancy can no longer release the active αi-GTP, so adenylyl cyclase cannot be inhibited. Thus, both cholera toxin and pertussis toxin increase the generation of cAMP.



The βγ subunits of G proteins can also activate downstream effectors

Considerable evidence now indicates that the βγ subunits can also interact with downstream effectors. The neurotransmitter ACh released from the vagus nerve reduces the rate and strength of heart contraction. This action in the atria of the heart is mediated by muscarinic M2 AChRs (see Chapter 14). These receptors can be activated by muscarine, an alkaloid found in certain poisonous mushrooms. Muscarinic AChRs are very different from the nicotinic AChRs discussed earlier, which are ligand-gated channels. Binding of ACh to the muscarinic M2 receptor in the atria activates a heterotrimeric G protein, resulting in the generation of both activated Gαi as well as a free βγ subunit complex. The βγ complex then interacts with a particular class of K+ channels, increasing their permeability. This increase in K+ permeability keeps the membrane potential relatively negative and thus renders the cell more resistant to excitation. The βγ subunit complex also modulates the activity of adenylyl cyclase and phospholipase C and stimulates phospholipase A2. Such effects of βγ can be independent of, synergize with, or antagonize the action of the α subunit. For example, studies using various isoforms of adenylyl cyclase have demonstrated that purified βγ stimulates some isoforms, inhibits others, and has no effect on still others. Different combinations of βγ isoforms may have different activities. For example, β1γ1 is one tenth as efficient at stimulating type II adenylyl cyclase as is β1γ2.

An interesting action of some βγ complexes is that they bind to a special protein kinase called the β-adrenergic receptor kinase (βARK). As a result of this interaction, βARK translocates to the plasma membrane, where it phosphorylates the ligand-receptor complex (but not the unbound receptor). This phosphorylation results in the recruitment of β-arrestin to the GPCR, which in turn mediates disassociation of the receptor-ligand complex and thus attenuates the activity of the same β-adrenergic receptors that gave rise to the βγ complex in the first place. This action is an example of receptor desensitization. These phosphorylated receptors eventually undergo endocytosis, which transiently reduces the number of receptors that are available on the cell surface. This endocytosis is an important step in resensitization of the receptor system.

Small GTP-binding proteins are involved in a vast number of cellular processes

A distinct group of proteins that are structurally related to the α subunit of the heterotrimeric G proteins are the small GTP-binding proteins. More than 100 of these have been identified to date, and they have been divided into five groups including the Ras, Rho, Rab, Arf, and Ran families. These 21-kDa proteins can be membrane associated (e.g., Ras) or may translocate between the membrane and the cytosol (e.g., Rho).

The three isoforms of Ras (N, Ha, and Ki) relay signals from the plasma membrane to the nucleus through an elaborate kinase cascade (see Chapter 4), thereby regulating gene transcription. In some tumors, mutation of the genes encoding Ras proteins results in constitutively active Ras. These mutated genes are called oncogenes because the altered Ras gene product promotes the malignant transformation of a cell and can contribute to the development of cancer (oncogenesis). In contrast, Rho family members are primarily involved in rearrangement of the actin cytoskeleton; Rab and Arf proteins regulate vesicle trafficking.

Similar to the α subunit of heterotrimeric G proteins, the small GTP-binding proteins switch between an inactive GDP-bound form and an active GTP-bound form. Two classes of regulatory proteins modulate the activity of these small GTP-binding proteins. The first of these includes the GTPase-activating proteins (GAPs) and neurofibromin (a product of the neurofibromatosis type 1 gene). GAPs increase the rate at which small GTP-binding proteins hydrolyze bound GTP and thus result in more rapid inactivation. Counteracting the activity of GAPs are guanine nucleotide exchange proteins (GEFs) such as “son of sevenless” or SOS, which promote the conversion of inactive Ras-GDP to active Ras-GTP. Interestingly, cAMP directly activates several GEFs, such as Epac (exchange protein activated by cAMP), demonstrating crosstalk between a classical heterotrimeric G protein signaling pathway and the small Ras-like G proteins.


G PROTEIN SECOND MESSENGERS: CYCLIC NUCLEOTIDES

cAMP usually exerts its effect by increasing the activity of protein kinase A

Activation of Gs-coupled receptors results in the stimulation of adenylyl cyclase and a rise in intracellular concentrations of cAMP (Fig. 3-5A). The downstream effects of this increase in [cAMP]i depend on the specialized functions that the responding cell carries out in the organism. For example, in the adrenal cortex, ACTH stimulation of cAMP production results in the secretion of aldosterone and cortisol; in the kidney, vasopressin-induced changes in cAMP levels facilitate water reabsorption (see Chapters 38 and 50). Excess cAMP is also responsible for certain pathologic conditions. One is cholera (see the box on page 57, titled Action of Toxins on Heterotrimeric G Proteins). Another pathologic process associated with excess cAMP is McCune-Albright syndrome, characterized by a triad of (1) variable hyperfunction of multiple endocrine glands, including precocious puberty in girls, (2) bone lesions, and (3) pigmented skin lesions (café au lait spots). This disorder is caused by a somatic mutation that constitutively activates the G protein αs subunit in a mosaic pattern.

cAMP exerts many of its effects through cAMP-dependent protein kinase A (PKA). This enzyme catalyzes transfer of the terminal phosphate of ATP to certain serine or threonine residues within selected proteins. PKA phosphorylation sites are present in a multitude of intracellular proteins, including ion channels, receptors, and signaling pathway proteins. Phosphorylation of these sites can influence either the localization or the activity of the substrate. For example, phosphorylation of the β2-adrenergic receptor causes receptor desensitization in neurons, whereas phosphorylation of the cystic fibrosis transmembrane conductance regulator (CFTR) increases its Cl− channel activity.

To enhance regulation of phosphorylation events, the cell tightly controls the activity of PKA so that the enzyme can respond to subtle—and local—variations in cAMP levels. One important control mechanism is the use of regulatory subunits that constitutively inhibit PKA. In the absence of cAMP, two catalytic subunits of PKA associate with two of these regulatory subunits, resulting in a heterotetrameric protein complex that has a low level of catalytic activity (Fig. 3-6). Binding of cAMP to the regulatory subunits induces a conformational change that diminishes their affinity for the catalytic subunits, and the subsequent dissociation of the complex results in activation of kinase activity. In addition to the short-term effects of PKA activation noted before, the free catalytic subunit of PKA can also enter the nucleus, where substrate phosphorylation can activate the transcription of specific PKA-dependent genes (see Chapter 4). Although most cells use the same catalytic subunit, different regulatory subunits are found in different cell types.
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Figure 3-6 Activation of protein kinase A by cAMP.

Another mechanism that contributes to regulation of PKA is the targeting of the enzyme to specific subcellular locations. Such targeting promotes the preferential phosphorylation of substrates that are confined to precise locations within the cell. PKA targeting is achieved by the association of a PKA regulatory subunit with an A kinase anchoring protein (AKAP), which in turn binds to cytoskeletal elements or to components of cellular subcompartments. More than 35 AKAPs are known. The specificity of PKA targeting is highlighted by the observation that in neurons, PKA is localized to postsynaptic densities through its association with AKAP79. This anchoring protein also targets calcineurin—a protein phosphatase—to the same site. This targeting of both PKA and calcineurin to the same postsynaptic site makes it possible for the cell to tightly regulate the phosphorylation state of important neuronal substrates.

The cAMP generated by adenylyl cyclase does not interact only with PKA. For example, olfactory receptors (see Chapter 15) interact with a member of the Gs family called Golf. The rise in [cAMP]i that results from activation of the olfactory receptor activates a cation channel, a member of the family of cyclic nucleotide–gated (CNG) ion channels. Na+ influx through this channel leads to membrane depolarization and the initiation of a nerve impulse.

For his work in elucidating the role played by cAMP as a second messenger in regulating glycogen metabolism, Earl Sutherland received the 1971 Nobel Prize in Physiology or Medicine. In 1992, Edmond Fischer and Edwin Krebs shared the prize for their part in demonstrating the role of protein phosphorylation in the signal transduction process. (See Note: Earl W. Sutherland, Jr.; Edmond H. Fischer and Edwin S. Krebs)

This coordinated set of phosphorylation and dephosphorylation reactions has several physiological advantages. First, it allows a single molecule (e.g., cAMP) to regulate a range of enzymatic reactions. Second, it affords a large amplification to a small signal. The concentration of epinephrine needed to stimulate glycogenolysis in muscle is ~10−10 M. This subnanomolar level of hormone can raise [cAMP]i to ~10−6 M. Thus, the catalytic cascades amplify the hormone signal 10,000-fold, resulting in the liberation of enough glucose to raise blood glucose levels from ~5 to ~8 mM. Although the effects of cAMP on the synthesis and degradation of glycogen are confined to muscle and liver, a wide variety of cells use cAMP-mediated activation cascades in the response to a wide variety of hormones.

Protein phosphatases reverse the action of kinases

As discussed, one way that the cell can terminate a cAMP signal is to use a phosphodiesterase to degrade cAMP. In this way, the subsequent steps along the signaling pathway can also be terminated. However, because the downstream effects of cAMP often involve phosphorylation of effector proteins at serine and threonine residues by kinases such as PKA, another powerful way to terminate the action of cAMP is to dephosphorylate these effector proteins. Such dephosphorylation events are mediated by enzymes called serine/threonine phosphoprotein phosphatases.

Four groups of serine/threonine phosphoprotein phosphatases (PP) are known, 1, 2a, 2b, and 2c. These enzymes themselves are regulated by phosphorylation at their serine, threonine, and tyrosine residues. The balance between kinase and phosphatase activity plays a major role in the control of signaling events.

PP1 dephosphorylates many proteins phosphorylated by PKA, including those phosphorylated in response to epinephrine (see Chapter 58). Another protein, phosphoprotein phosphatase inhibitor 1 (I-1), can bind to and inhibit PP1. Interestingly, PKA phosphorylates and thus activates I-1 (Fig. 3-7), thereby inhibiting PP1 and preserving the phosphate groups added by PKA in the first place.
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Figure 3-7 Activation of phosphoprotein phosphatase 1 (PP1) by PKA. I-1, inhibitor of PP1.

PP2a, which is less specific than PP1, appears to be the main phosphatase responsible for reversing the action of other protein serine/threonine kinases. The Ca2+-dependent PP2b, also known as calcineurin, is prevalent in the brain, skeletal muscle, and cardiac muscle and is also the target of the immunosuppressive reagents FK-506 and cyclosporine. The importance of PP2c is presently unclear.

In addition to serine/threonine kinases such as PKA, a second group of kinases involved in regulating signaling pathways (discussed later in this chapter) are known as tyrosine kinases because they phosphorylate their substrate proteins on tyrosine residues. The enzymes that remove phosphates from these tyrosine residues are much more variable than the serine and threonine phosphatases. The first phosphotyrosine phosphatase (PTP) to be characterized was the cytosolic enzyme PTP1B from human placenta. PTP1B has a high degree of homology with CD45, a membrane protein that is both a receptor and a tyrosine phosphatase. cDNA sequence analysis has identified a large number of PTPs that can be divided into two classes: membrane-spanning receptor-like proteins such as CD45 and cytosolic forms such as PTP1B. A number of intracellular PTPs contain so-called Src homology 2 (SH2) domains, a peptide sequence or motif that interacts with phosphorylated tyrosine groups. Several of the PTPs are themselves regulated by phosphorylation.

cGMP exerts its effect by stimulating a nonselective cation channel in the retina

cGMP is another cyclic nucleotide that is involved in G protein signaling events. In the outer segments of rods and cones in the visual system, the G protein does not couple to an enzyme that generates cGMP but, as noted earlier, couples to an enzyme that breaks it down. As discussed further in Chapter 15, light activates a GPCR called rhodopsin, which activates the G protein transducin, which in turn activates the cGMP phosphodiesterase that lowers [cGMP]i. The fall in [cGMP]i closes cGMP-gated nonselective cation channels that are members of the same family of CNG ion channels that cAMP activates in olfactory signaling (see Chapter 15).

G PROTEIN SECOND MESSENGERS: PRODUCTS OF PHOSPHOINOSITIDE BREAKDOWN

Many messengers bind to receptors that activate phosphoinositide breakdown

Although the phosphatidylinositols (PIs) are minor constituents of cell membranes, they are largely distributed in the internal leaflet of the membrane and play an important role in signal transduction. The inositol sugar moiety of PI molecules (see Fig. 2-2A) can be phosphorylated to yield the two major phosphoinositides that are involved in signal transduction: phosphatidylinositol 4, 5-bisphosphate (PI4, 5P2 or PIP2) and phosphatidylinositol 3, 4, 5-trisphosphate (PI3, 4, 5P3). (See Note: Acyl Groups)

Certain membrane-associated receptors act though G proteins (e.g., Gq) that stimulate phospholipase C (PLC) to cleave PIP2 into inositol 1, 4, 5-trisphosphate (IP3) and diacylglycerol (DAG), as shown in Figure 3-8A. PLCs are classified into three families (β, γ, δ) that differ in their catalytic properties, cell type–specific expression, and modes of activation. PLCβ is typically activated downstream of certain G proteins (e.g., Gq), whereas PLCγ contains an SH2 domain and is activated downstream of certain tyrosine kinases. Stimulation of PLCβ results in a rapid increase in cytosolic IP3 levels as well as an early peak in DAG levels (Fig. 3-8B). Both products are second messengers. DAG remains in the plane of the membrane to activate protein kinase C, which migrates from the cytosol and binds to DAG in the membrane. The water-soluble IP3 travels through the cytosol to stimulate Ca2+ release from intracellular stores. It is within this system that Ca2+ was first identified as a messenger that mediates the stimulus-response coupling of endocrine cells.
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Figure 3-8 Second messengers in the DAG/IP3 pathway. ER, endoplasmic reticulum; SERCA, sarcoplasmic and endoplasmic reticulum Ca2+-ATPase.

Phosphatidylcholines (PCs), which—unlike PI—are an abundant phospholipid in the cell membrane, are also a source of DAG. The cell can produce DAG from PC by either of two mechanisms (Fig. 3-8C). First, PLC can directly convert PC to phosphocholine and DAG. Second, phospholipase D (PLD), by cleaving the phosphoester bond on the other side of the phosphate, converts PC to choline and phosphatidic acid (PA; also phospho-DAG). This PA can then be converted to DAG by PA-phosphohydrolase. Production of DAG from PC, either directly (by PLC) or indirectly (by PLD), produces the slow wave of increasing cytosolic DAG shown in Figure 3-8B. Thus, in some systems, the formation of DAG is biphasic and consists of an early peak that is transient and parallels the formation of IP3, followed by a late phase that is slow in onset but sustained for several minutes.

Factors such as tumor necrosis factor α (TNF-α), interleukin 1 (IL-1), interleukin 3 (IL-3), interferon α (IFN-α), and colony-stimulating factor stimulate the production of DAG from PC. Once generated, some DAGs can be further cleaved by DAG lipase to arachidonic acid, which can have signaling activity itself or can be metabolized to other signaling molecules, the eicosanoids. We cover arachidonic acid metabolism later in this chapter.

Inositol triphosphate liberates Ca2+ from intracellular stores

As discussed earlier, IP3 is generated by the metabolism of membrane phospholipids and then travels through the cytosol to release Ca2+ from intracellular stores. The IP3 receptor (ITPR) is a ligand-gated Ca2+ channel located in the membrane of the endoplasmic reticulum (Fig. 3-8A). This Ca2+ channel is structurally related to the Ca2+ release channel (or ryanodine receptor), which is responsible for releasing Ca2+ from the sarcoplasmic reticulum of muscle and thereby switching on muscle contraction (see Chapter 9). The IP3 receptor is a tetramer composed of subunits of ~260 kDa. At least three genes encode the subunits of the receptor. These genes are subject to alternative splicing, which further increases the potential for receptor diversity. The receptor is a substrate for phosphorylation by protein kinases A and C and calcium-calmodulin (Ca2+-CaM)–dependent protein kinases. (See Note: IP3 Receptor Diversity)

Interaction of IP3 with its receptor results in passive efflux of Ca2+ from the endoplasmic reticulum and thus a rapid rise in the free cytosolic Ca2+ concentration. The IP3-induced changes in [Ca2+]i exhibit complex temporal and spatial patterns. The rise in [Ca2+]i can be brief or persistent and can oscillate repetitively, spread in spirals or waves within a cell, or spread across groups of cells that are coupled by gap junctions. In at least some systems, the frequency of [Ca2+]i oscillations seems to be physiologically important. For example, in isolated pancreatic acinar cells, graded increases in the concentration of ACh produce graded increases in the frequency—but not the magnitude—of repetitive [Ca2+]i spikes. The mechanisms responsible for [Ca2+]i oscillations and waves are complex. It appears that both propagation and oscillation depend on positive feedback mechanisms, in which low [Ca2+]i facilitates Ca2+ release, as well as on negative feedback mechanisms, in which high [Ca2+]i inhibits further Ca2+ release.

The dephosphorylation of IP3 terminates the release of Ca2+ from intracellular stores; an ATP-fueled Ca2+ pump (SERCA; see Chapter 5) then moves the Ca2+ back into the endoplasmic reticulum. Some of the IP3 is further phosphorylated to IP4, which may mediate a slower and more prolonged response of the cell or may promote the refilling of intracellular stores. In addition to IP3, cyclic ADP ribose (cADPR) can mobilize Ca2+ from intracellular stores and augment a process known as calcium-induced Ca2+ release. Although the details of these interactions have not been fully elucidated, cADPR appears to bind to the Ca2+ release channel (ryanodine receptor) in a Ca2+-CaM–dependent manner.

In addition to the increase in [Ca2+]i produced by the release of Ca2+ from intracellular stores, [Ca2+]i can also rise as a result of enhanced influx of this ion through Ca2+ channels in the plasma membrane. For Ca2+ to function as a second messenger, it is critical that [Ca2+]i be normally maintained at relatively low levels (at or below ~100 nM). Leakage of Ca2+ into the cell through Ca2+ channels is opposed by the extrusion of Ca2+ across the plasma membrane by both an ATP-dependent Ca2+ pump and the Na-Ca exchanger (see Chapter 5).

As discussed later, increased [Ca2+]i exerts its effect by binding to cellular proteins and changing their activity. Some Ca2+-dependent signaling events are so sensitive to Ca2+ that a [Ca2+]i increase of as little as 100 nM can trigger a vast array of cellular responses. These responses include secretion of digestive enzymes by pancreatic acinar cells, release of insulin by β cells, contraction of vascular smooth muscle, conversion of glycogen to glucose in the liver, release of histamine by mast cells, aggregation of platelets, and DNA synthesis and cell division in fibroblasts.

Calcium activates calmodulin-dependent protein kinases

How does an increase in [Ca2+]i lead to downstream responses in the signal transduction cascade? The effects of changes in [Ca2+]i are mediated by Ca2+-binding proteins, the most important of which is calmodulin (CaM). CaM is a high-affinity cytoplasmic Ca2+-binding protein of 148 amino acids. Each molecule of CaM cooperatively binds four calcium ions. Ca2+ binding induces a major conformational change in CaM that allows it to bind to other proteins (Fig. 3-9). Although CaM does not have intrinsic enzymatic activity, it forms a complex with a number of enzymes and thereby confers a Ca2+ dependence on their activity. For example, binding of the Ca2+-CaM complex activates the enzyme that degrades cAMP, cAMP phosphodiesterase.
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Figure 3-9 Calmodulin. After four intracellular Ca2+ ions bind to calmodulin, the Ca2+-CaM complex can bind to and activate another protein. In this example, the activated protein is a Ca2+-CaM–dependent kinase.

Many of the effects of CaM occur as the Ca2+-CaM complex binds to and activates a family of Ca2+-CaM–dependent kinases (CaM kinases). These kinases phosphorylate certain serine and threonine residues of a variety of proteins. An important CaM kinase in smooth muscle cells is myosin light chain kinase (MLCK) (see Chapter 9). Another CaM kinase is glycogen phosphorylase kinase (PK), which plays a role in glycogen degradation (see Chapter 58).

MLCK, PK, and some other CaM kinases have a rather narrow substrate specificity. The ubiquitous CaM kinase II, on the other hand, has a broad substrate specificity. Especially high levels of this multifunctional enzyme are present at the synaptic terminals of neurons. One of the actions of CaM kinase II is to phosphorylate and thereby activate the rate-limiting enzyme (tyrosine hydroxylase; see Fig. 13-8C) in the synthesis of catecholamine neurotransmitters. CaM kinase can also phosphorylate itself, which allows it to remain active in the absence of Ca2+.

Diacylglycerols and Ca2+ activate protein kinase C

As noted earlier, hydrolysis of PIP2 by PLC yields not only the IP3 that leads to Ca2+ release from internal stores but also DAG (Fig. 3-8A). The most important function of DAG is to activate protein kinase C (PKC), a serine/threonine kinase. In mammals, the PKC family comprises at least 10 members that differ in their tissue and cellular localization. This family is further subdivided into three groups that all require membrane-associated phosphatidylserine but have different requirements for Ca2+ and DAG. The classical PKC family members PKCα, PKCβ, and PKCγ require both DAG and Ca2+ for activation, whereas the novel PKCs (such as PKCδ, PKC[image: image], and PKCη) are independent of Ca2+, and the atypical PKCs (PKCζ and PKCλ) appear to be independent of both DAG and Ca2+. As a consequence, the signals generated by the PKC pathway depend on the isoforms of the enzyme that a cell expresses as well as on the levels of Ca2+ and DAG at specific locations at the cell membrane. In its basal state, PKCα is an inactive, soluble cytosolic protein. When Ca2+ binds to cytosolic PKC, PKC can interact with DAG, which is located in the inner leaflet of the plasma membrane. This interaction with DAG activates PKCα by raising its affinity for Ca2+. This process is often referred to as translocation of PKC from the cytoplasm to the membrane. In most cells, the Ca2+ signal is transient, whereas the resulting physiological responses, such as proliferation and differentiation, often persist substantially longer. Sustained activation of PKCα may be essential for maintaining these responses. Elevated levels of active PKCα are maintained by a slow wave of elevated DAG (Fig. 3-8B), which is due to the hydrolysis of PC by PLC and PLD.

Physiological stimulation of the classical and novel PKCs by DAG can be mimicked by the exogenous application of a class of tumor promoters called phorbol esters. These plant products bind to these PKCs, cause them to translocate to the plasma membrane, and thus specifically activate them even in the absence of DAG.

Among the major substrates of PKC are the myristoylated, alanine-rich C kinase substrate (MARCKS) proteins. These acidic proteins contain consensus sites for PKC phosphorylation as well as CaM-and actin-binding sites. MARCKS proteins cross-link actin filaments and thus appear to play a role in translating extracellular signals into actin plasticity and changes in cell shape. Unphosphorylated MARCKS proteins are associated with the plasma membrane, and they cross-link actin. Phosphorylation of the MARCKS proteins causes them to translocate into the cytosol, where they are no longer able to cross-link actin. Thus, mitogenic growth factors that activate PKC may produce morphological changes and anchorage-independent cell proliferation, in part by modifying the activity of MARCKS proteins.

PKC can also directly or indirectly modulate transcription factors and thereby enhance the transcription of specific genes (see Chapter 4). Such genomic actions of PKC explain why phorbol esters are tumor promoters.


G PROTEIN SECOND MESSENGERS: ARACHIDONIC ACID METABOLITES

As previously discussed, PLC can hydrolyze PIP2 and thereby release two important signaling molecules, IP3 and DAG. In addition, both PLC and PLD can release DAG from PC. However, other hydrolysis products of membrane phospholipids can also act as signaling molecules. The best characterized of these hydrolysis products is arachidonic acid (AA), which is attached by an ester bond to the second carbon of the glycerol backbone of membrane phospholipids (Fig. 3-10). Phospholipase A2 initiates the cellular actions of AA by releasing this fatty acid from glycerol-based phospholipids. A series of enzymes subsequently convert AA into a family of biologically active metabolites that are collectively called eicosanoids (from the Greek eikosi for 20) because, like AA, they all have 20 carbon atoms. Three major pathways can convert AA into these eicosanoids (Fig. 3-11). In the first pathway, cyclooxygenase enzymes produce thromboxanes, prostaglandins, and prostacyclins. In the second pathway, 5-lipoxygenase enzymes produce leukotrienes and some hydroxyeicosatetraenoic acid (HETE) compounds. In the third pathway, the epoxygenase enzymes, which are members of the cytochrome P-450 class, produce other HETE compounds as well as cis-epoxyeicosatrienoic acid (EET) compounds. These three enzymes catalyze the stereospecific insertion of molecular O2 into various positions in AA. The cyclooxygenases, lipoxygenases, and epoxygenases are selectively distributed in different cell types, further increasing the complexity of eicosanoid biology. Eicosanoids have powerful biological activities, including effects on allergic and inflammatory processes, platelet aggregation, vascular smooth muscle, and gastric acid secretion. (See Note: Phospholipase A2)
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Figure 3-10 Release of AA from membrane phospholipids by PLA2. AA is esterified to membrane phospholipids at the second carbon of the glycerol backbone. PLA2 cleaves the phospholipid at the indicated position and releases AA as well as a lysophospholipid.
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Figure 3-11 AA signaling pathways. In the direct pathway, an agonist binds to a receptor that activates PLA2, which releases AA from a membrane phospholipid (see Fig. 3-10). In one of three indirect pathways, an agonist binds to a different receptor that activates PLC and thereby leads to the formation of DAG and IP3, as in Figure 3-8; DAG lipase then releases the AA from DAG. In a second indirect pathway, the IP3 releases Ca2+ from internal stores, which leads to the activation of PLA2 (see the direct pathway). In a third indirect pathway (not shown), mitogen-activated protein kinase stimulates PLA2. Regardless of its source, the AA may follow any of three pathways to form a wide array of eicosanoids. The cyclooxygenase pathway produces thromboxanes, prostacyclins, and prostaglandins. The 5-lipoxygenase pathway produces 5-HETE and the leukotrienes. The epoxygenase pathway leads to the production of other HETEs and EETs. ASA, acetylsalicylic acid; EET, cis-epoxyeicosatrienoic acid; ER, endoplasmic reticulum; HETE, hydroxyeicosatetraenoic acid; HPETE, hydroperoxyeicosatetraenoic acid; MAG, monoacylglycerol.

Phospholipase A2 is the primary enzyme responsible for releasing arachidonic acid

The first step in the phospholipase A2 (PLA2) signal transduction cascade is binding of an extracellular agonist to a membrane receptor (Fig. 3-11). These receptors include those for serotonin (5-HT2 receptors), glutamate (mGLUR1 receptors), fibroblast growth factor-ß, IFN-α, and IFN-γ. Once the receptor is occupied by its agonist, it can activate a G protein that belongs to the Gi/Go family. The mechanism by which this activated G protein stimulates PLA2 is not well understood. It does not appear that a G protein α subunit is involved. The G protein ßγ dimer may stimulate PLA2 either directly or through mitogen-activated protein (MAP) kinase (see Chapter 4), which phosphorylates PLA2 at a serine residue. The result is rapid hydrolysis of phospholipids that contain AA.

In contrast to the direct pathway just mentioned, agonists acting on other receptors may promote AA release indirectly. First, a ligand may bind to a receptor coupled to PLC, which would lead to the release of DAG (Fig. 3-11). As noted earlier, DAG lipase can cleave DAG to yield AA and a monoacylglycerol. Agonists that act through this pathway include dopamine (D2 receptors), adenosine (A1 receptors), norepinephrine (α2-adrenergic receptors), and serotonin (5-HT1 receptors). Second, any agonist that raises [Ca2+]i can promote AA formation because Ca2+ can stimulate some cytosolic forms of PLA2. Third, any signal transduction pathway that activates MAP kinase can also enhance AA release because MAP kinase phosphorylates PLA2.

Cyclooxygenases, lipoxygenases, and epoxygenases mediate the formation of biologically active eicosanoids

Once it is released from the membrane, AA can diffuse out of the cell, be reincorporated into membrane phospholipids, or be metabolized (Fig. 3-11).

In the first pathway of AA metabolism (Fig. 3-11), cyclooxygenases catalyze the stepwise conversion of AA into the intermediates prostaglandin G2 (PGG2) and prostaglandin H2 (PGH2). PGH2 is the precursor of the other prostaglandins, the prostacyclins and the thromboxanes. As noted in the box titled Inhibition of Cyclooxygenase Isoforms by Aspirin, cyclooxygenase exists in two isoforms, COX-1 and COX-2. In many cells, COX-1 is expressed in a constitutive fashion, whereas COX-2 levels can be induced by specific stimuli. For example, in monocytes stimulated by inflammatory agents such as IL-1β, only levels of COX-2 increase. These observations have led to the concept that expression of COX-1 is important for homeostatic prostaglandin functions such as platelet aggregation and regulation of vascular tone, whereas upregulation of COX-2 is primarily important for mediating prostaglandin-dependent inflammatory responses. However, as selective inhibitors of COX-2 have become available, it has become clear that this is an oversimplification. (See Note: Cyclooxygenase)

In the second pathway of AA metabolism, 5-lipoxygenase initiates the conversion of AA into biologically active leukotrienes. For example, in myeloid cells, 5-lipoxygenase converts AA to 5-HPETE, which is short-lived and rapidly degraded by a peroxidase to the corresponding alcohol 5-HETE. Alternatively, a dehydrase can convert 5-HPETE to an unstable epoxide, LTA4, which can be either further metabolized by LTA4 hydrolase to LTB4 or coupled (“conjugated”) to the tripeptide glutathione (see Chapter 46). This conjugation—through the cysteine residue of glutathione—yields LTC4. Enzymes sequentially remove portions of the glutathione moiety to produce LTD4 and LTE4. LTC4, LTD4, and LTE4 are the “cysteinyl” leukotrienes; they participate in allergic and inflammatory responses and make up the mixture previously described as the slow-reacting substance of anaphylaxis. (See Note: Names of Arachidonic Acid Metabolites)

The third pathway of AA metabolism begins with the transformation of AA by epoxygenase (a cytochrome P-450 oxidase). Molecular O2 is a substrate in this reaction. The epoxygenase pathway converts AA into two major products, HETEs and EETs. Members of both groups display a diverse array of biological activities. Moreover, the cells of different tissues (e.g., liver, kidney, eye, and pituitary) use different biosynthetic pathways to generate different epoxygenase products. (See Note: Epoxygenase)

Prostaglandins, prostacyclins, and thromboxanes (cyclooxygenase products) are vasoactive, regulate platelet action, and modulate ion transport

The metabolism of PGH2 to generate selected prostanoid derivatives is cell specific. For example, platelets convert PGH2 to thromboxane A2 (TXA2), a short-lived compound that can aggregate platelets, bring about the platelet release reaction, and constrict small blood vessels. In contrast, endothelial cells convert PGH2 to prostacyclin I2 (also known as PGI2), which inhibits platelet aggregation and dilates blood vessels. Many cell types convert PGH2 to prostaglandins. Acting locally in a paracrine or autocrine fashion, prostaglandins are involved in such processes as platelet aggregation, airway constriction, renin release, and inflammation. Prostaglandin synthesis has also been implicated in the pathophysiological mechanisms of cardiovascular disease, cancer, and inflammatory diseases. NSAIDs such as aspirin, acetaminophen, ibuprofen, indomethacin, and naproxen directly target cyclooxygenase. NSAID inhibition of cyclooxygenase is a useful tool in the treatment of inflammation and fever and, at least in the case of aspirin, in the prevention of heart disease. (See Note: Actions of Prostanoids)


Eicosanoid Nomenclature

The nomenclature of the eicosanoids is not as arcane as it might first appear. The numerical subscript 2 (as in PGH2) or 4 (as in LTA4) refers to the number of double bonds in the eicosanoid backbone. For example, AA has four double bonds, as do the leukotrienes.

For the cyclooxygenase metabolites, the letter (A to I) immediately preceding the 2 refers to the structure of the 5-carbon ring that is formed about halfway along the 20-carbon chain of the eicosanoid. For the leukotrienes, the letters A and B that immediately precede the 4 refer to differences in the eicosanoid backbone. For the cysteinyl leukotrienes, the letter C refers to the full glutathione conjugate (see Fig. 46-8). Removal of glutamate from LTC4 yields LTD4, and removal of glycine from LTD4 yields LTE4, leaving behind only cysteine.

For 5-HPETE and 5-HETE, the fifth carbon atom (counting the carboxyl group as number 1) is derivatized with a hydroperoxy-or hydroxy-group, respectively.




Inhibition of Cyclooxygenase Isoforms by Aspirin

Cyclooxygenase is a bifunctional enzyme that first oxidizes AA to PGG2 through its cyclooxygenase activity and then peroxidizes this compound to PGH2. Cyclooxygenase exists in two forms, COX-1 and COX-2. X-ray crystallographic studies of COX-1 reveal that the sites for the two enzymatic activities (i.e., cyclooxygenase and peroxidase) are adjacent but spatially distinct. The cyclooxygenase site is a long hydrophobic channel. Aspirin (acetylsalicylic acid) irreversibly inhibits COX-1 by acetylating a serine residue at the top of this channel. Several of the other nonsteroidal anti-inflammatory drugs (NSAIDs) interact, through their carboxyl groups, with other amino acids in the same region.

COX-1 activation plays an important role in intravascular thrombosis as it leads to thromboxane A2 synthesis by platelets. Inhibition of this process by low-dose aspirin is a mainstay for prevention of coronary thrombosis in patients with atherosclerotic coronary artery disease. However, COX-1 activation is also important for producing cytoprotective prostacyclins in the gastric mucosa. It is the loss of these compounds that can lead to the unwanted side effect of gastrointestinal bleeding after chronic aspirin ingestion.

Inflammatory stimuli induce COX-2 in a number of cell types, and it is inhibition of COX-2 that provides the anti-inflammatory actions of high-dose aspirin (a weak COX-2 inhibitor) and other nonselective cyclooxygenase inhibitors such as ibuprofen. Because the two enzymes are only 60% homologous, pharmaceutical companies have now generated compounds that specifically inhibit COX-2, such as rofecoxib and celecoxib. These work well as anti-inflammatory agents and have a reduced likelihood of causing gastrointestinal bleeding because they do not inhibit COX-1–dependent prostacyclin production. At least one of the selective COX-2 inhibitors has been reported to increase the risk of thrombotic cardiovascular events when it is taken for long periods.



The diverse cellular responses to prostanoids are mediated by a family of G protein–coupled prostanoid receptors. This family currently has nine proposed members, including receptors for thromboxane/prostaglandin H2 (TP), PGI2 (IP), PGE2 (EP1-4), PGD2 (DP and CRTH2), and PGF2α (FP). These prostanoid receptors signal through Gq, Gi, or Gs, depending on cell type. These in turn regulate intracellular adenylyl cyclase and phospholipases.

The leukotrienes (5-lipoxygenase products) play a major role in inflammatory responses

The biological effects of many lipoxygenase metabolites of AA have led to the suggestion that they have a role in allergic and inflammatory diseases (Table 3-3). LTB4 is produced by inflammatory cells such as neutrophils and macrophages. The cysteinyl leukotrienes including LTC4 and LTE4 are synthesized by mast cells, basophils, and eosinophils, cells that are commonly associated with allergic inflammatory responses such as asthma and urticaria. (See Note: Actions of Leukotrienes)

Table 3-3 Involvement of Leukotrienes in Human Disease



	Disease

	Evidence




	Asthma

	Bronchoconstriction from inhaled LTE4; identification of LTC4, LTD4, and LTE4 in the serum or urine or both of patients with asthma




	Psoriasis

	LTB4 and LTE4 found in fluids from psoriatic lesions




	Adult respiratory distress syndrome

	Elevated levels of LTB4 detected in the plasma of patients with ARDS




	Allergic rhinitis

	Elevated levels of LTB4 found in nasal fluids




	Gout

	LTB4 detected in joint fluid




	Rheumatoid arthritis

	Elevated LTB4 found in joint fluids and serum




	Inflammatory bowel disease (ulcerative colitis and Crohn disease)

	Identification of LTB4 in gastrointestinal fluids and LTE4 in urine





The cysteinyl leukotriene receptors cysLT1 and cysLT2 are GPCRs found on airway smooth muscle cells as well as on eosinophils, mast cells, and lymphocytes. CysLT1, which couples to both pertussis toxin–sensitive and pertussis toxin–insensitive G proteins, mediates phospholipase-dependent increases in [Ca2+]i. In the airways, these events produce a potent bronchoconstriction, whereas activation of the receptor in mast cells and eosinophils causes release of the proinflammatory cytokines histamine and TNF-α.

In addition to their role in the inflammatory response, the lipoxygenase metabolites can also influence the activity of many ion channels, either directly or by regulating protein kinases. For example, in synaptic nerve endings, lipoxygenase metabolites decrease the excitability of cells by activating K+ channels. Lipoxygenase products may also regulate secretion. In pancreatic islet cells, free AA generated in response to glucose appears to be part of a negative feedback loop that prevents excess insulin secretion by inhibiting CaM kinase II.

The HETEs and EETs (epoxygenase products) tend to enhance Ca2+ release from intracellular stores and to enhance cell proliferation

The epoxygenase pathway leads to the production of HETEs other than 5-HETE as well as EETs. HETEs and EETs have been implicated in a wide variety of processes, some of which are summarized in Table 3-4. For example, in stimulated mononuclear leukocytes, HETEs enhance Ca2+ release from intracellular stores and promote cell proliferation. In smooth muscle cells, HETEs increase proliferation and migration; these AA metabolites may be one of the primary factors involved in the formation of atherosclerotic plaque. In blood vessels, HETEs can be potent vasoconstrictors. EETs enhance the release of Ca2+ from intracellular stores, increase Na-H exchange, and stimulate cell proliferation. In blood vessels, EETs primarily induce vasodilation and angiogenesis, although they have vasoconstrictive properties in the smaller pulmonary blood vessels.

Table 3-4 Actions of Epoxygenase Products
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Role of Leukotrienes in Disease

Since the original description of the slow-reacting substance of anaphylaxis, which is generated during antigenic challenge of a sensitized lung, leukotrienes have been presumed to play a part in allergic disease of the airways (Table 3-3). The involvement of cells (mast cells, basophils, and eosinophils) that produce cysteinyl leukotrienes (LTC4 through LTF4) in these pathobiological processes supports this concept. In addition, the levels of LTC4, LTD4, and LTE4 are increased in lavage fluid from the nares of patients with allergic rhinitis after the application of specific antigens to the nasal airways. Introducing LTC4 or LTD4 into the airways as an aerosol (nebulizer concentration of only 10 μM) causes maximal expiratory airflow (a rough measure of airway resistance; see Chapter 27) to decline by ~30%. This bronchoconstrictor effect is 1000-fold more potent than that of histamine, the “reference” agonist. Leukotrienes affect both large and small airways; histamine affects relatively smaller airways. Activation of the cysLT1 receptor in mast cells and eosinophils results in the chemotaxis of these cells to sites of inflammation. Because antagonists of the cysLT1 receptor (e.g., montelukast sodium) can partially block these bronchoconstrictive and proinflammatory effects, these agents are useful in the treatment of allergen-induced asthma and rhinitis.

In addition to their involvement in allergic disease, several of the leukotrienes are associated with other inflammatory disorders. Synovial fluid from patients with rheumatoid arthritis contains 5-lipoxygenase products. Another example is the skin disease psoriasis. In patients with active psoriasis, LTB4, LTC4, and LTD4 have been recovered from skin chambers overlying abraded lesions. Leukotrienes also appear to be involved in inflammatory bowel disease. LTB4 and other leukotrienes are generated and released in vitro from intestinal mucosa obtained from patients with ulcerative colitis or Crohn disease.



EETs generally tend to enhance the release of Ca2+ from intracellular stores, Na-H exchange, and cell proliferation. In blood vessels, EETs cause vasodilation and angiogenesis.

Degradation of the eicosanoids terminates their activity

Inactivation of the products of eicosanoids is an important mechanism for terminating their biological action. In the case of cyclooxygenase products, the enzyme 15-hydroxyprostaglandin dehydrogenase catalyzes the initial reactions that convert biologically active prostaglandins into their inactive 15-keto metabolites. This enzyme also appears to be active in the catabolism of thromboxanes.

As far as the 5-lipoxygenase products are concerned, the specificity and cellular distribution of the enzymes that metabolize leukotrienes parallel the diversity of the enzymes involved in their synthesis. For example, 20-hydrolase-LTB4, a member of the P-450 family, catalyzes the ω oxidation of LTB4, thereby terminating its biological activity. LTC4 is metabolized through two pathways. One oxidizes the LTC4. The other pathway first removes the glutamic acid residue of the conjugated glutathione, which yields LTD4, and then removes the glycine residue, which yields LTE4, which is readily excreted into the urine. (See Note: The Electrochemical Potential Energy Difference for an Ion across a Cell Membrane)

In the case of epoxygenase (cytochrome P-450) products, it has been difficult to characterize their metabolic breakdown because the reactions are so rapid and complex. Both enzymatic and nonenzymatic hydration reactions convert these molecules to the corresponding vicinyl diols. Some members of this group can form conjugates with reduced glutathione (GSH).

Platelet-activating factor is a lipid mediator unrelated to arachidonic acid

Although it is not a member of the AA family, platelet-activating factor (PAF) is an important lipid signaling molecule. PAF is an ether lipid that the cell synthesizes either de novo or by remodeling of a membrane-bound precursor. PAF occurs in a wide variety of organisms and mediates many biological activities. In mammals, PAF is a potent inducer of platelet aggregation and stimulates the chemotaxis and degranulation of neutrophils, thereby facilitating the release of LTB4 and 5-HETE. PAF is involved in several aspects of allergic reactions; for example, it stimulates histamine release and enhances the secretion of IgE, IgA, and TNF. Endothelial cells are also an important target of PAF; PAF causes a negative shift of Vm in these cells by activating Ca2+-dependent K+ channels. PAF also enhances vascular permeability and the adhesion of neutrophils and platelets to endothelial cells.

PAF exerts its effects by binding to a specific receptor on the plasma membrane. A major consequence of PAF binding to its GPCR is formation of IP3 and stimulation of a group of MAP kinases. PAF acetylhydrolase terminates the action of this signaling lipid.

RECEPTORS THAT ARE CATALYTIC

A number of hormones and growth factors bind to cell surface proteins that have—or are associated with—enzymatic activity on the cytoplasmic side of the membrane. Here we discuss five classes of such catalytic receptors (Fig. 3-12):
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Figure 3-12 Catalytic receptors. A, Receptor guanylyl cyclases have an extracellular ligand-binding domain. B, Receptor serine/threonine kinases have two subunits. The ligand binds only to the type II subunit. C, Receptor tyrosine kinases (RTKs) similar to the NGF receptor dimerize on binding a ligand. D, Tyrosine kinase–associated receptors have no intrinsic enzyme activity but associate noncovalently with soluble, nonreceptor tyrosine kinases. E, Receptor tyrosine phosphatases have intrinsic tyrosine phosphatase activity. ANP, atrial natriuretic peptide; JAK, Janus kinase (originally “just another kinase”); NGF, nerve growth factor; TGF-β, transforming growth factor β.

Receptor guanylyl cyclases catalyze the generation of cGMP from GTP.

Receptor serine/threonine kinases phosphorylate serine or threonine residues on cellular proteins.

Receptor tyrosine kinases (RTKs) phosphorylate tyrosine residues on themselves and other proteins.

Tyrosine kinase–associated receptors interact with cytosolic (i.e., non–membrane bound) tyrosine kinases.

Receptor tyrosine phosphatases cleave phosphate groups from tyrosine groups of cellular proteins.

The receptor guanylyl cyclase transduces the activity of atrial natriuretic peptide, whereas a soluble guanylyl cyclase transduces the activity of nitric oxide

Receptor (Membrane-Bound) Guanylyl Cyclase  Some of the best characterized examples of a transmembrane protein with guanylyl cyclase activity (Fig. 3-12A) are the receptors for the natriuretic peptides. These are a family of related small proteins (~28 amino acids) including atrial natriuretic peptide (ANP), B-type or brain natriuretic peptide (BNP), and C-type natriuretic peptide (CNP). For example, in response to atrial stretch, cardiac myocytes release ANP and BNP. ANP and BNP have two major effects. First, they act on vascular smooth muscle to dilate blood vessels (see Chapter 23). Second, they enhance Na+ excretion into urine, which is termed natriuresis (see Chapter 40). Both activities contribute to lowering of blood pressure and effective circulating blood volume (see Chapter 5). (See Note: Atrial Natriuretic Peptide)

Natriuretic peptide receptors NPR-A and NPR-B are membrane proteins with a single membrane-spanning segment. The extracellular domain binds the ligand. The intracellular domain has two consensus catalytic domains for guanylyl cyclase activity. Binding of a natriuretic peptide induces a conformational change in the receptor that causes receptor dimerization and activation. Thus, binding of ANP to its receptor causes the conversion of GTP to cGMP and raises intracellular levels of cGMP. In turn, cGMP activates a cGMP-dependent kinase (PKG or cGK) that phosphorylates proteins at certain serine and threonine residues. In the renal medullary collecting duct, the cGMP generated in response to ANP may act not only through PKG but also by directly modulating ion channels (see Chapter 35).

Soluble Guanylyl Cyclase  In contrast to the receptor for ANP, which is an intrinsic membrane protein with guanylyl cyclase activity, the receptor for nitric oxide (NO) is a soluble (i.e., cytosolic) guanylyl cyclase. This soluble guanylyl cyclase (sGC) is totally unrelated to the receptor guanylyl cyclase and contains a heme moiety that binds NO.

NO plays an important role in the control of blood flow and blood pressure. Vascular endothelial cells use the enzyme NO synthase (NOS) to cleave arginine into citrulline plus NO in response to stimuli such as ACh, bradykinin, substance P, thrombin, adenine nucleotides, and Ca2+. These agents trigger the entry of Ca2+, which binds to cytosolic CaM and then stimulates NOS. Activation of NOS also requires the cofactors tetrahydrobiopterin and NADPH. The newly synthesized NO rapidly diffuses out of the endothelial cell and crosses the membrane of a neighboring smooth muscle cell. In smooth muscle, NO stimulates its “receptor,” soluble guanylyl cyclase, which then converts GTP to cGMP. As a result, [cGMP]i may increase 50-fold and relax the smooth muscle.

The importance of NO in the control of blood flow had long been exploited unwittingly to treat angina pectoris. Angina is the classic chest pain that accompanies inadequate blood flow to the heart muscle, usually as a result of coronary artery atherosclerosis. Nitroglycerin relieves this pain by spontaneously breaking down and releasing NO, which relaxes the smooth muscles of peripheral arterioles, thereby reducing the work of the heart and relieving the associated pain.

In addition to its role as a chemical signal in blood vessels, NO appears to play an important role in the destruction of invading organisms by macrophages and neutrophils. NO also serves as a neurotransmitter and may play a role in learning and memory (see Chapter 13). Some of these actions may involve different forms of NOS.

The importance of the NO signaling pathway was recognized by the awarding of the 1998 Nobel Prize for Physiology or Medicine to R. F. Furchgott, L. J. Ignarro, and F. Murad for their discoveries concerning NO as a signaling molecule in the cardiovascular system.

Some catalytic receptors are serine/threonine kinases

Earlier in this chapter we discussed how activation of various G protein–linked receptors can initiate a cascade that eventually activates kinases (e.g., PKA, PKC) that phosphorylate proteins at serine and threonine residues. In addition, some receptors are themselves serine/threonine kinases—such as the one for transforming growth factor β (TGF-β)—and are thus catalytic receptors.

The TGF-β superfamily includes a large group of cytokines, including five TGF-βs, antimüllerian hormone, the inhibins, the activins, bone morphogenic proteins, and other glycoproteins, all of which control cell growth and differentiation. Members of this family participate in embryogenesis, suppress epithelial cell growth, promote wound repair, and influence immune and endocrine functions. Unchecked TGF-β signaling is important in progressive fibrotic disorders (e.g., liver cirrhosis, idiopathic pulmonary fibrosis) that result in replacement of normal organ tissue by deposits of collagen and other matrix components.

The receptors for TGF-β and related factors are glycoproteins with a single membrane-spanning segment and intrinsic serine/threonine kinase activity. Receptor types I and II (Fig. 3-12B) are required for ligand binding and catalytic activity. The type II receptor first binds the ligand, followed by the formation of a stable ternary complex of ligand, type II receptor, and type I receptor. Recruitment of the type I receptor into the complex results in phosphorylation of the type I receptor at serine and threonine residues, which in turn activates the kinase activity of the type I receptor and propagates the signal to downstream effectors.

Receptor tyrosine kinases produce phosphotyrosine motifs recognized by SH domains of downstream effectors

In addition to the class of receptors with intrinsic serine/threonine kinase activity, other plasma membrane receptors have intrinsic tyrosine kinase activity. All receptor tyrosine kinases discovered to date phosphorylate themselves in addition to other cellular proteins. Epidermal growth factor (EGF), platelet-derived growth factor (PDGF), vascular endothelial growth factor (VEGF), insulin and insulin-related growth factor type 1 (IGF-1), fibroblast growth factor (FGF), and nerve growth factor (NGF) can all bind to receptors that possess intrinsic tyrosine kinase activity.

Creation of Phosphotyrosine (pY) Motifs  Most RTKs are single-pass transmembrane proteins that contain a single intracellular kinase domain (Fig. 3-12C). Binding of a ligand, such as NGF, induces a conformational change in the receptor that facilitates the formation of receptor dimers. Dimerization allows the two cytoplasmic catalytic domains to phosphorylate each other (“autophosphorylation”) and thereby activate the receptor complex. The activated receptors also catalyze the addition of phosphate to tyrosine (Y) residues on specific cytoplasmic proteins. The resulting phosphotyrosine motifs of the receptor and other protein substrates serve as high-affinity binding sites for a number of intracellular signaling molecules. These interactions lead to the formation of a signaling complex and the activation of downstream effectors. Activation of insulin and IGF-1 receptors occurs by a somewhat different mechanism: the complex analogous to the dimeric NGF receptor exists even before ligand binding, as we will discuss in Chapter 51. (See Note: Insulin and IGF-1 Receptors)

Recognition of pY Motifs by SH2 and SH3 Domains  The phosphotyrosine motifs created by tyrosine kinases serve as high-affinity binding sites for the recruitment of many cytoplasmic or membrane-associated proteins that contain a region such as an SH2 (Src homology 2), SH3 (Src homology 3), or PTB (phosphotyrosine-binding) domains. SH2 domains are ~100 amino acids in length. They are composed of relatively well conserved residues that form the binding pocket for pY motifs as well as more variable residues that are implicated in binding specificity. These residues that confer binding specificity primarily recognize the three amino acids located on the C-terminal side of the phosphotyrosine. For example, the activated PDGF receptor has five such pY motifs (Table 3-5), each of which interacts with a specific SH2-containing protein.

Table 3-5 Tyrosine Phosphopeptides of the PDGF Receptor That Are Recognized by SH2 Domains on Various Proteins



	Tyrosine (Y) That Is Phosphorylated in the PDGF Receptor

	Phosphotyrosine (PY) Motif Recognized by the SH2-Containing Protein

	SH2-Containing Protein




	Y579

	pYIYVD

	Src family kinases




	Y708

	pYMDMS

	p85




	Y719

	pYVPML

	p85




	Y739

	pYNAPY

	GTPase-activating protein




	Y1021

	pYIIPY

	PLCγ





SH3 domains are ~50 amino acids in length and bind to proline-rich regions in other proteins. Although these interactions are typically constitutive, phosphorylation at distant sites can change protein conformation and thereby regulate the interaction. Like SH2 interactions, SH3 interactions appear to be responsible for targeting of signaling molecules to specific subcellular locations. SH2-or SH3-containing proteins include growth factor receptor-bound protein 2 (GRB2), PLCγ, and the receptor-associated tyrosine kinases of the Src family.

The MAPK Pathway  A common pathway by which activated RTKs transduce their signal to cytosol and even to the nucleus is a cascade of events that increase the activity of the small GTP-binding protein Ras. This Ras-dependent signaling pathway involves the following steps (Fig. 3-13):

Step 1: A ligand binds to the extracellular domain of a specific RTK, thus causing receptor dimerization.

Step 2: The now-activated RTK phosphorylates itself on tyrosine residues of the cytoplasmic domain (autophosphorylation).

Step 3: GRB2 (growth factor receptor-bound protein 2), an SH2-containing protein, recognizes pY residues on the activated receptor.

Step 4: Binding of GRB2 recruits SOS (son of sevenless), a guanine nucleotide exchange protein.

Step 5: SOS activates Ras by causing GTP to replace GDP on Ras.

Step 6: The activated GTP-Ras complex activates other proteins by physically recruiting them to the plasma membrane. In particular, the active GTP-Ras complex interacts with the N-terminal portion of the serine/threonine kinase Raf-1 (also known as MAP kinase kinase kinase), which is the first in a series of sequentially activated protein kinases that ultimately transmits the activation signal.

Step 7: Raf-1 phosphorylates and activates a protein kinase called MEK (also known as MAP kinase kinase or MAPKK). MEK is a multifunctional protein kinase that phosphorylates substrates on both tyrosine and serine/threonine residues. The JAK system (see next section) also activates MEK.

Step 8: MEK phosphorylates MAP kinase (MAPK), also called extracellular signal-regulated kinase (ERK1, ERK2). Activation of MAPK requires dual phosphorylation on neighboring serine and tyrosine residues.

Step 9: MAPK is an important effector molecule in Ras-dependent signal transduction because it phosphorylates many cellular proteins.

Step 10: Activated MAPK also translocates to the nucleus, where it phosphorylates a number of nuclear proteins that are transcription factors. Phosphorylation of a transcription factor by MAPK can enhance or inhibit binding to DNA and thereby enhance or suppress transcription. (See Note: Transcription Factors Phosphorylated by MAP Kinase)
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Figure 3-13 Regulation of transcription by the Ras pathway. A ligand, such as a growth factor, binds to a specific RTK, leading to an increase in gene transcription in a 10-step process.

Two other signal transduction pathways (cAMP and Ca2+) can modulate the activity of some of the protein intermediates in this MAP kinase cascade, suggesting multiple points of integration for the various signaling systems.

Tyrosine kinase–associated receptors activate loosely associated tyrosine kinases such as Src and JAK

Some of the receptors for cytokines and growth factors that regulate cell proliferation and differentiation do not themselves have intrinsic tyrosine kinase activity but can associate with nonreceptor tyrosine kinases (Fig. 3-12D). Receptors in this class include those for several cytokines, including IL-2, IL-3, IL-4, IL-5, IL-6, leukemia inhibitory factor (LIF), granulocyte-macrophage colony-stimulating factor (GM-CSF), and erythropoietin (EPO). The family also includes receptors for growth hormone (GH), prolactin (PRL), leptin, ciliary neurotrophin factor (CNTF), oncostatin M, and IFN-α, IFN-β, and IFN-γ.

The tyrosine kinase–associated receptors typically comprise multiple subunits that form homodimers (αα), heterodimers (αβ), or heterotrimers (αβγ). For example, the IL-3 and the GM-CSF receptors are heterodimers (αβ) that share common β subunits with transducing activity. However, none of the cytoplasmic portions of the receptor subunits contains kinase domains or other sequences with recognized catalytic function. Instead, tyrosine kinases of the Src family and Janus family (JAK or Janus kinases) associate noncovalently with the cytoplasmic domains of these receptors. Thus, these are receptor-associated tyrosine kinases. Ligand binding to these receptors results in receptor dimerization and tyrosine kinase activity. The activated kinase then phosphorylates tyrosines on both itself and the receptor. Thus, tyrosine kinase–associated receptors, together with their tyrosine kinases, function much like the RTKs discussed in the previous section. A key difference is that for the tyrosine kinase–associated receptors, the receptors and kinases are encoded by separate genes and the proteins are only loosely associated with one another. (See Note: Multimeric Composition of Tyrosine Kinase-Associated Receptors)

The Src family of receptor-associated tyrosine kinases includes at least nine members. Alternative initiation codons and tissue-specific splicing (see Chapter 4) result in at least 14 related gene products.

The conserved regions of Src-related proteins can be divided into five domains: (1) an N-terminal myristylation site, through which the kinase is tethered to the membrane; (2) an SH3 domain, which binds to proline-rich regions of the kinase itself or to other cytosolic proteins; (3) an SH2 domain, which binds phosphorylated tyrosines; (4) the catalytic domain, which has tyrosine kinase activity; and (5) a noncatalytic C terminus. Members of this family are kept in the inactive state by tyrosine phosphorylation at a conserved residue in the C terminus, causing this pY to bind to the amino-terminal SH2 domain of the same molecule, obscuring the intervening kinase domain. Dephosphorylation of the pY residue, after the activation of such phosphatases as RPTPα or SHP-2, releases this inhibition, and the kinase domain can then phosphorylate its intracellular substrates.

Many of the Src family members were first identified in transformed cells or tumors because of mutations that caused them to be constitutively active. When these mutations result in malignant transformation of the cell, the gene in question is designated an oncogene; the normal, unaltered physiological counterpart of an oncogene is called a proto-oncogene.

The Janus family of receptor-associated tyrosine kinases in mammals includes JAK1, JAK2, and Tyk2. JAK stands for “just another kinase.” Major downstream targets of the JAKs include one or more members of the STAT (signal transducers and activators of transcription) family. When phosphorylated, STATs interact with other STAT family members to form a complex that translocates to the nucleus (see Chapter 4). There, the complex facilitates the transcription of specific genes that are specialized for a rapid response, such as those that are characterized by the acute-phase response of inflammation (see Chapter 59). For example, after IL-6 binds to hepatocytes, the STAT pathway is responsible for producing acute-phase proteins. During inflammation, these acute-phase proteins function to limit tissue damage by inhibiting the proteases that attack healthy cells as well as diseased ones. The pattern of STAT activation provides a mechanism for cytokine individuality. For example, EPO activates STAT5a and STAT5b as part of the early events in erythropoiesis, whereas IL-4 or IL-12 activates STAT4 and STAT6.

Attenuation of the cytokine JAK-STAT signaling cascade involves the production of inhibitors that suppress tyrosine phosphorylation and activation of the STATs. For example, IL-6 and LIF both induce expression of the inhibitor SST-1, which contains an SH2 domain and prevents JAK2 or Tyk2 from activating STAT3 in M1 myeloid leukemia cells.

Receptor tyrosine phosphatases are required for lymphocyte activation

Tyrosine residues that are phosphorylated by the tyrosine kinases described in the preceding two sections are dephosphorylated by phosphotyrosine phosphatases (PTPs), which can be either cytosolic or membrane bound (i.e., the receptor tyrosine phosphatases). We discussed the cytosolic PTPs earlier. Both classes of tyrosine phosphatases have structures very different from the ones that dephosphorylate serine and threonine residues. Because the tyrosine phosphatases are highly active, pY groups tend to have brief life spans and are relatively few in number in unstimulated cells.

The CD45 protein, found at the cell surface of T and B lymphocytes, is an example of a receptor tyrosine phosphatase. CD45 makes a single pass through the membrane. Its glycosylated extracellular domain functions as a receptor for antibodies, whereas its cytoplasmic domain has tyrosine phosphatase activity (Fig. 3-12E). During their maturation, lymphocytes express several variants of CD45 characterized by different patterns of alternative splicing and glycosylation. CD45 plays a critical role in signal transduction in lymphocytes. For instance, CD45 dephosphorylates and thereby activates Lck and Fyn (two receptor-associated tyrosine kinases of the Src family) and triggers the phosphorylation of other proteins downstream in the signal transduction cascade. This interaction between receptor tyrosine phosphatases and tyrosine kinase–associated receptors is another example of crosstalk between signaling pathways.


Oncogenes

The ability of certain viral proteins (oncogenes) to transform a cell from a normal to a malignant phenotype was initially thought to occur because these viral proteins acted as transcriptional activators or repressors. However, during the last 20 years, only a few of these viral proteins have been found to work in this manner. The majority of oncogenes harbor mutations that transform them into constitutively active forms of normal cellular signaling proteins called proto-oncogenes. Most of these aberrant proteins (i.e., the oncogenes) encode proteins important in a key signal transduction pathway. For example, expression of the viral protein v-erb B is involved in fibrosarcomas, and both v-erb A and v-erb B are associated with leukemias. v-erb B resembles a constitutively activated receptor tyrosine kinase (epidermal growth factor receptor), and the retroviral v-erb A is derived from a cellular gene encoding a thyroid hormone receptor. Other receptors and signaling molecules implicated in cell transformation include Src, Ras, and platelet-derived growth factor receptor. A mutation in protein tyrosine phosphatase 1C results in abnormal hematopoiesis and an increased incidence of lymphoreticular tumors.



NUCLEAR RECEPTORS

Steroid and thyroid hormones enter the cell and bind to members of the nuclear receptor superfamily in the cytoplasm or nucleus

A number of important signaling molecules produce their effects not by binding to receptors on the cell membrane but by binding to nuclear receptors (also called intracellular receptors) that can act as transcription regulators, a concept that we will discuss in more depth in Chapter 4. This family includes receptors for steroid hormones, prostaglandins, vitamin D, thyroid hormones, and retinoic acid (Table 3-6). In addition, this family includes related receptors, known as orphan receptors, whose ligands have yet to be identified. Steroid hormones, vitamin D, and retinoic acid appear to enter the cell by diffusing through the lipid phase of the cell membrane. Thyroid hormones, which are charged amino acid derivatives, may cross the cell membrane either by diffusion or by carrier-mediated transport. Once inside the cell, these substances bind to intracellular receptors. The ligand-bound receptors are activated transcription factors that regulate the expression of target genes by binding to specific DNA sequences. In addition, steroid hormones can also have nongenomic effects (see Chapter 47). (See Note: Nongenomic Effects of Steroid Hormones)

Table 3-6 Nuclear Steroid and Thyroid Receptors
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The family of nuclear receptors contains at least 32 genes and has been classically divided into two subfamilies based on structural homology. One subfamily consists of receptors for steroid hormones, including the glucocorticoids and mineralocorticoids (see Chapter 50), androgens (see Chapter 50), and estrogens and progesterone (see Chapter 55). These receptors function primarily as homodimers (Table 3-2). The other group includes receptors for retinoic acid (see Chapter 4), thyroid hormone (see Chapter 49), and vitamin D (see Chapter 52). These receptors appear to act as heterodimers (Table 3-2). As we will see in Chapters 4 and 47, other nuclear receptors recognize a wide range of xenobiotics and metabolites and respond by modulating the expression of genes that encode transporters and enzymes involved in drug metabolism (see Chapter 46).

The intracellular localization of the different unoccupied receptors varies. The glucocorticoid (GR) and mineralocorticoid (MR) receptors are mainly cytoplasmic, the estrogen (ER) and progesterone (PR) receptors are primarily nuclear, and the thyroid hormone (TR) and retinoic acid (RAR/RXR) receptors are bound to DNA in the nucleus. Cytoplasmic receptors are complexed to chaperone (or “heat shock”) proteins. Hormone binding induces a conformational change in these receptors that causes dissociation from the cytoplasmic chaperone and unmasks a nuclear transport signal that allows the hormone-receptor complex to translocate into the nucleus.

All nuclear receptors contain six functionally distinct domains, designated A to F from the N terminus to the C terminus (Fig. 3-14), that are differentially conserved among the various proteins. The N-terminal A/B region differs widely among receptors and contains the first of two transactivation domains. Transactivation is the process by which a ligand-induced conformational change of the receptor results in a change in conformation of the DNA, thus initiating transcription. The C region, the most highly conserved among receptor types, contains the DNA-binding domain and is also involved in dimerization (Table 3-6). It is composed of two “zinc finger” structures. The D, or hinge, region contains the “nuclear localization signal” and may also contain transactivation sequences. The E domain is responsible for hormone binding. Like the C region, it is involved in dimerization through its “basic zipper” region (see Chapter 4). Finally, like the A/B region, the E region contains a transactivation domain. The small C-terminal F domain is of unknown function.
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Figure 3-14 Modular construction of intracellular (or nuclear) receptors. Members of this family exist in the cytoplasm or nucleus and include receptors for several ligands, including retinoic acid, vitamin D, thyroid hormones, and steroid hormones. These receptors have modular construction, with up to six elements. The percentages listed inside the A/B, C, and E domains refer to the degrees of amino acid identity, referenced to the glucocorticoid receptor. Thus, the DNA-binding or C domain of the retinoic acid receptor is 45% identical to the corresponding domain on the glucocorticoid receptor.

Activated nuclear receptors bind to sequence elements in the regulatory region of responsive genes and either activate or repress DNA transcription

One of the remarkable features of nuclear receptors is that they bind to specific DNA sequences—called hormone response elements—in the regulatory region of responsive genes. The various nuclear receptors display specific cell and tissue distributions. Thus, the battery of genes affected by a particular ligand depends on the complement of receptors in the cell, the ability of these receptors to form homodimers or heterodimers, and the affinity of these receptor-ligand complexes for a particular response element on the DNA.

In addition to their ability to affect transcription by directly binding to specific regulatory elements, several nuclear receptors modulate gene expression by acting as transcriptional repressors (see Chapter 4). For example, the glucocorticoids, acting through their receptor, can attenuate components of the inflammatory response by interacting with or “quenching” the transcription factor activator protein 1 (AP-1) and nuclear factor κB (NF-κB).
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CHAPTER 4

REGULATION OF GENE EXPRESSION

Peter Igarashi

In this chapter, we discuss general principles of gene structure and expression as well as mechanisms underlying the regulation of tissue-specific and inducible gene expression. We will see that proteins (transcription factors) control gene transcription by interacting with regulatory elements in DNA (e.g., promoters and enhancers). Because many transcription factors are effector molecules in signal transduction pathways, these transcription factors can coordinately regulate gene expression in response to physiological stimuli. Finally, we describe the important roles of chromatin structure and post-transcriptional regulation of gene expression. Because many of the proteins and DNA sequences are known by abbreviations, the Glossary at the end of the chapter identifies these entities.

FROM GENES TO PROTEINS

Gene expression differs among tissues and—in any tissue—may vary in response to external stimuli

The haploid human genome contains 30,000 to 40,000 distinct genes, but only a fraction of that number—10,000 or so—is actively translated into proteins in any individual cell. Cells from different tissues have distinct morphological appearances and functions and respond differently to external stimuli, even though their DNA content is identical. For example, although all cells of the body contain an albumin gene, only liver cells (hepatocytes) can synthesize and secrete albumin into the bloodstream. Conversely, hepatocytes cannot synthesize myosin and some other contractile proteins that skeletal muscle cells produce. The explanation for these observations is that expression of genes is regulated so that some genes are active in hepatocytes and others are silent. In skeletal muscle cells, a different set of genes is active; others, such as those expressed only in the liver, are silent. How is one cell type programmed to express liver-specific genes, whereas another cell type expresses a set of genes that are appropriate for skeletal muscle? This phenomenon is called tissue-specific gene expression.

A second issue is that genes in individual cells are generally not expressed at constant, unchanging levels (constitutive expression). Rather, their expression levels often vary widely in response to environmental stimuli. For example, when blood glucose levels decrease, α cells in the pancreas secrete the hormone glucagon. Glucagon circulates in the blood until it reaches the liver, where it causes a 15-fold increase in expression of the gene that encodes phosphoenolpyruvate carboxykinase (PEPCK), an enzyme that catalyzes the rate-limiting step in gluconeogenesis (see Chapter 51). Increased gluconeogenesis then contributes to restoration of blood glucose levels toward normal. This simple regulatory loop, which necessitates that the liver cells perceive the presence of glucagon and stimulate PEPCK gene expression, illustrates the phenomenon of inducible gene expression.

Genetic information flows from DNA to proteins

The “central dogma of molecular biology” states that genetic information flows unidirectionally from DNA to proteins. Deoxyribonucleic acid (DNA) is a polymer of nucleotides, each containing a nitrogenous base (adenine, T; guanine, G; cytosine, C; or thymine, T) attached to deoxyribose 5′-phosphate. The polymerized nucleotides form a polynucleotide strand in which the sequence of the nitrogenous bases constitutes the genetic information. With few exceptions, all cells in the body share the same genetic information. Hydrogen bond formation between bases (A and T, or G and C) on the two complementary strands of DNA produces a double-helical structure. DNA has two functions. The first is to serve as a self-renewing data repository that maintains a constant source of genetic information for the cell. This role is achieved by DNA replication, which ensures that when cells divide, the progeny cells receive exact copies of the DNA. The second purpose of DNA is to serve as a template for the translation of genetic information into proteins, which are the functional units of the cell. This second purpose is broadly defined as gene expression.

Gene expression involves two major processes (Fig. 4-1). The first process—transcription—is the synthesis of RNA from a DNA template, mediated by an enzyme called RNA polymerase II. The resultant RNA molecule is identical in sequence to one of the strands of the DNA template except that the base uracil (U) replaces thymine (T). The second process—translation—is the synthesis of protein from RNA. During translation, the genetic code in the sequence of RNA is “read” by transfer RNA (tRNA), and then amino acids carried by the tRNA are covalently linked together to form a polypeptide chain. In eukaryotic cells, transcription occurs in the nucleus, whereas translation occurs on ribosomes located in the cytoplasm. Therefore, an intermediary RNA, called messenger RNA (mRNA), is required to transport the genetic information from the nucleus to the cytoplasm (see Chapter 2). The complete process, proceeding from DNA in the nucleus to protein in the cytoplasm, constitutes gene expression.
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Figure 4-1 Pathway from genes to proteins. Gene expression involves two major processes. First, the DNA is transcribed into RNA by RNA polymerase. Second, the RNA is translated into protein on the ribosomes.

The gene consists of a transcription unit

Figure 4-2 depicts the structure of a typical eukaryotic gene. The gene consists of a segment of DNA that is transcribed into RNA. It extends from the site of transcription initiation to the site of transcription termination. The region of DNA that is immediately adjacent to and upstream (i.e., in the 5′ direction) from the transcription initiation site is called the 5′ flanking region. The corresponding domain that is downstream (3′) from the transcription termination site is called the 3′ flanking region. (Recall that DNA strands have directionality because of the 5′ to 3′ orientation of the phosphodiester bonds in the sugar-phosphate backbone of DNA. By convention, the DNA strand that has the same sequence as the RNA is called the coding strand, and the complementary strand is called the noncoding strand. The 5′ to 3′ orientation refers to the coding strand.) Although the 5′ and 3′ flanking regions are not transcribed into RNA, they frequently contain DNA sequences, called regulatory elements, that control gene transcription. The site where transcription of the gene begins, sometimes called the cap site, may have a variant of the nucleotide sequence 5′-ACTT(T/C)TG-3′ (called the cap sequence), where T/C means T or C. The A is the transcription initiation site. Transcription proceeds to the transcription termination site, which has a less defined sequence and location in eukaryotic genes. Slightly upstream from the termination site is another sequence called the polyadenylation signal, which often has the sequence 5′-AATAAA-3′.
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Figure 4-2 Structure of a eukaryotic gene and its products. The figure depicts a gene, a primary RNA transcript, the mature mRNA, and the resulting protein. The 5′ and 3′ numbering of the gene refers to the coding strand. m7G, 7-methyl guanosine; ATG, AATAAA, and the like are nucleotide sequences.

The RNA that is initially transcribed from a gene is called the primary transcript (Fig. 4-2) or heterogeneous nuclear RNA (hnRNA). Before it can be translated into protein, the primary transcript must be processed into a mature mRNA in the nucleus. Most eukaryotic genes contain exons, DNA sequences that are present in the mature mRNA, alternating with introns, which are not present in the mRNA. The primary transcript is colinear with the coding strand of the gene and contains the sequences of both the exons and the introns. To produce a mature mRNA that can be translated into protein, the cell must process the primary transcript in four steps.

First, the cell removes the sequences of the introns from the primary transcript by a process called pre-mRNA splicing. Splicing involves the joining of the sequences of the exons in the RNA transcript and the removal of the intervening introns. As a result, mature mRNA (Fig. 4-2) is shorter and not colinear with the coding strand of the DNA template.

Second, the cell adds an unusual guanosine base, which is methylated at the 7 position, through a 5′-5′ phosphodiester bond to the 5′ end of the transcript. The result is a 5′ methyl cap. The presence of the 5′ methyl cap is required for export of the mRNA from the nucleus to the cytoplasm as well as for translation of the mRNA.

The third processing step is cleavage of the RNA transcript about 20 nucleotides downstream from the polyadenylation signal, near the 3′ end of the transcript.

The fourth step is the addition of a string of 100 to 200 adenine bases at the site of the cleavage to form a poly(A) tail. This tail contributes to mRNA stability.

The mRNA produced by RNA processing contains a coding region that is translated into protein as well as sequences at the 5′ and 3′ ends that are not translated into protein (the 5′ and 3′ untranslated regions, respectively). Translation of the mRNA on ribosomes always begins at the codon AUG, which encodes methionine, and proceeds until the ribosome encounters one of the three stop codons (UAG, UAA, or UGA). Thus, the 5′ end of the mRNA is the first to be translated and provides the N terminus of the protein; the 3′ end is the last to be translated and contributes the C terminus.

DNA is packaged into chromatin

Although DNA is commonly depicted as linear, chromosomal DNA in the nucleus is actually organized into a higher order structure called chromatin. This packaging is required to fit DNA with a total length of ~1 m into a nucleus with a diameter of 10−5 m. Chromatin consists of DNA associated with histones and other nuclear proteins. The basic building block of chromatin is the nucleosome (Fig. 4-3), each of which consists of a protein core and 147 bp of associated DNA. The protein core is an octamer of the histones H2A, H2B, H3, and H4. DNA wraps twice around the core histones to form a solenoid-like structure. A linker histone, H1, associates with segments of DNA between nucleosomes. Regular arrays of nucleosomes have a beads-on-a-string appearance and constitute the so-called 11-nm fiber of chromatin, which can condense to form the 30-nm fiber.
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Figure 4-3 Chromatin structure.

Transcription from DNA in chromatin requires partial disruption of the regular nucleosome structure and some unwinding of the DNA. The alteration in the interaction between DNA and histones is called chromatin remodeling. One mechanism of chromatin remodeling involves histone acetylation (Fig. 4-4). The N termini of core histone proteins contain many lysine residues that impart a highly positive charge. These positively charged domains can bind tightly to the negatively charged DNA through electrostatic interactions. Tight binding between DNA and histones is associated with gene inactivity. However, if the [image: image]-amino groups of the lysine side chains are chemically modified by acetylation, the positive charge is neutralized and the interaction with DNA is weakened. This modification is believed to result in a loosening of chromatin structure, which permits transcriptional regulatory proteins to gain access to the DNA. Certain enzymes can acetylate histones (histone acetyltransferases) or deacetylate them (histone deacetylases). Histone acetyltransferases (HATs) acetylate histones and thus produce local alterations in chromatin structure that are more favorable for transcription. Conversely, histone deacetylases (HDACs) remove the acetyl groups, leading to tighter binding between DNA and histones and inhibition of transcription.
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Figure 4-4 Effect of histone acetylation on the interaction between histone proteins and DNA. When the histone octamer is deacetylated (top), positively charged lysine groups on the histone strongly attract a strand of DNA. When the histone octamer becomes acetylated (bottom), the acetyl groups neutralize the positive charge on the histone and allow the DNA strand to loosen.

In addition to histone acetylation and deacetylation, another mechanism of chromatin remodeling involves the SWI/SNF family of proteins. SWI/SNF (switching mating type/sucrose non-fermenting) are large multiprotein complexes, initially identified in yeast but evolutionarily conserved in all animals. SWI/SNF chromatin-remodeling complexes can inhibit the association between DNA and histones by using the energy of ATP to peel the DNA away from the histones, thereby making this DNA more accessible to transcription factors.

Gene expression may be regulated at multiple steps

Gene expression involves eight steps (Fig. 4-5):

Step 1: Chromatin remodeling. Before a gene can be transcribed, some local alteration in chromatin structure must occur so that the enzymes that mediate transcription can gain access to the DNA. Chromatin remodeling may involve histone acetylation or SWI/SNF chromatin remodeling proteins.

Step 2: Initiation of transcription. In this step, RNA polymerase is recruited to the gene promoter and begins to synthesize RNA that is complementary in sequence to one of the strands of the template DNA. For most eukaryotic genes, initiation of transcription is the critical, rate-limiting step in gene expression.

Step 3: Transcript elongation. During transcript elongation, RNA polymerase proceeds down the DNA strand and sequentially adds ribonucleotides to the elongating strand of RNA. (See Note: Role of Tat in Transcript Elongation)

Step 4: Termination of transcription. After producing a full-length RNA, the enzyme halts elongation.

Step 5: RNA processing. As noted before, RNA processing involves (1) pre-mRNA splicing, (2) addition of a 5′ methylguanosine cap, (3) cleavage of the RNA strand, and (4) polyadenylation.

Step 6: Nucleocytoplasmic transport. The next step in gene expression is the export of the mature mRNA through pores in the nuclear envelope (see Chapter 2) into the cytoplasm. Nucleocytoplasmic transport is a regulated process that is important for mRNA quality control.

Step 7: Translation. The mRNA is translated into proteins on ribosomes. During translation, the genetic code on the mRNA is read by tRNA, and then amino acids carried by the tRNA are added to the nascent polypeptide chain.

Step 8: mRNA degradation. Finally, the mRNA is degraded in the cytoplasm by a combination of endonucleases and exonucleases.
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Figure 4-5 Steps in gene expression. Nearly all of the eight steps in gene expression are potential targets for regulation.

Each of these steps is potentially a target for regulation (Fig. 4-5):

1. Gene expression may be regulated by global as well as by local alterations in chromatin structure.

2. An important, related alteration in chromatin structure is the state of methylation of the DNA.

3. Initiation of transcription can be regulated by transcriptional activators and transcriptional repressors.

4. Transcript elongation may be regulated by premature termination in which the polymerase falls off (or is displaced from) the template DNA strand; such termination results in the synthesis of truncated transcripts.

5. Pre-mRNA splicing may be regulated by alternative splicing, which generates different mRNA species from the same primary transcript.

6. At the step of nucleocytoplasmic transport, the cell prevents expression of aberrant transcripts, such as those with defects in mRNA processing. In addition, aberrant transcripts containing premature stop codons may be degraded in the nucleus through a process called nonsense-mediated decay.

7. Control of translation of mRNA is a regulated step in the expression of certain genes, such as the transferrin receptor.

8. Control of mRNA stability contributes to steady-state levels of mRNA in the cytoplasm and is important for the overall expression of many genes.

Although any of these steps may be critical for regulating a particular gene, transcription initiation is the most frequently regulated (step 2) and is the focus of this chapter. At the end of the chapter, we describe examples of control of gene expression at steps that are subsequent to the initiation of transcription—post-transcriptional regulation.

Transcription factors are proteins that regulate gene transcription

A general principle is that gene transcription is regulated by interactions of specific proteins with specific DNA sequences. The proteins that regulate gene transcription are called transcription factors. These proteins are sometimes referred to as trans-acting factors because they are encoded by genes that reside elsewhere in the genome from the genes that they regulate. Many transcription factors recognize and bind to specific sequences in DNA. The binding sites for these transcription factors are called regulatory elements. Because they are located on the same piece of DNA as the genes that they regulate, these regulatory elements are sometimes referred to as cis-acting factors.

Figure 4-6 illustrates the overall scheme for the regulation of gene expression. Transcription requires proteins (transcription factors) that bind to specific DNA sequences (regulatory elements) located near the genes they regulate (target genes). Once the proteins bind to DNA, they stimulate (or inhibit) transcription of the target gene. A particular transcription factor can regulate the transcription of multiple target genes. In general, regulation of gene expression can occur at the level of either transcription factors or regulatory elements. Examples of regulation at the transcription factor level include variation in the abundance of the proteins, their DNA-binding activities, and their ability to stimulate (or to inhibit) transcription. Examples of regulation at the regulatory element level include alterations in chromatin structure (which influences accessibility to transcription factors) and covalent modifications of DNA, especially methylation.
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Figure 4-6 Regulation of transcription. Protein A, a transcription factor that is encoded by gene A (not shown), regulates another gene, gene B. Protein A binds to a DNA sequence (a regulatory element) that is upstream from gene B; this DNA sequence is a cis-acting element because it is located on the same DNA as gene B. In this example, protein A stimulates (transactivates) the transcription of gene B. Transcription factors also can inhibit transcription.

THE PROMOTER AND REGULATORY ELEMENTS

The basal transcriptional machinery mediates gene transcription

Genes are transcribed by an enzyme called RNA polymerase, which catalyzes the synthesis of RNA that is complementary in sequence to a DNA template. Eukaryotes have three distinct RNA polymerases: RNA polymerase I (Pol I) transcribes genes encoding ribosomal RNA. RNA polymerase II (Pol II or RNAPII) transcribes genes into mRNA, which is later translated into protein. Finally, RNA polymerase III (Pol III) transcribes genes that encode tRNA and small nuclear RNA. This discussion is confined to the protein-encoding genes transcribed by Pol II (so-called class II genes).

Pol II is a large protein (molecular mass of 600 kDa) comprising 10 to 12 subunits (the largest of which is structurally related to bacterial RNA polymerase) and is capable of transcribing RNA from synthetic DNA templates in vitro. Although Pol II catalyzes mRNA synthesis, by itself it is incapable of binding to DNA and initiating transcription at specific sites. The recruitment of Pol II and initiation of transcription requires an assembly of proteins called general transcription factors. Six general transcription factors are known, TFIIA, TFIIB, TFIID, TFIIE, TFIIF, and TFIIH, each of which contains multiple subunits. These general transcription factors are essential for the transcription of all class II genes, which distinguishes them from the transcription factors discussed later that are involved in the transcription of specific genes. Together with Pol II, the general transcription factors constitute the basal transcriptional machinery, which is also known as the RNA polymerase holoenzyme or preinitiation complex because its assembly is required before transcription can begin. The basal transcriptional machinery assembles at a region of DNA that is immediately upstream from the gene and includes the transcription initiation site. This region is called the gene promoter (Fig. 4-7).
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Figure 4-7 Promoter and DNA regulatory elements. The basal transcriptional machinery assembles on the promoter. Transcriptional activators bind to enhancers, and repressors bind to negative regulatory elements.

In vitro, the general transcription factors and Pol II assemble in a stepwise, ordered fashion on DNA. The first protein that binds to DNA is TFIID, which induces a bend in the DNA and forms a platform for the assembly of the remaining factors. Once TFIID binds to DNA, the other components of the basal transcriptional machinery assemble spontaneously by protein-protein interactions. The next general transcription factor that binds is TFIIA, which stabilizes the interaction of TFIID with DNA. Assembly of TFIIA is followed by assembly of TFIIB, which interacts with TFIID and also binds DNA. TFIIB then recruits a preassembled complex of Pol II and TFIIF. Entry of the Pol II–TFIIF complex into the basal transcriptional machinery is followed by binding of TFIIE and TFIIH. TFIIF and TFIIH may assist in the transition from basal transcriptional machinery to an elongation complex, which may involve unwinding of the DNA that is mediated by the helicase activity of TFIIH. Although this stepwise assembly of Pol II and general transcription factors occurs in vitro, the situation in vivo may be different. In vivo, Pol II has been observed in a multiprotein complex containing general transcription factors and other proteins. This preformed complex may be recruited to DNA to initiate transcription. (See Note: Sequential Assembly of General Transcription Factors)

The promoter determines the initiation site and direction of transcription

The promoter is a cis-acting regulatory element that is required for expression of the gene. In addition to locating the site for initiation of transcription, the promoter also determines the direction of transcription. Perhaps somewhat surprisingly, no unique sequence defines the gene promoter. Instead, the promoter consists of modules of simple sequences (elements). The most important element in many promoters is the Goldberg-Hogness TATA box. Examination of the sequences of a large number of promoters reveals that the TATA box has the consensus sequence 5′-GNGTATA(A/T)A(A/T)-3′, where N is any nucleotide. The TATA box is usually located ~30 bp upstream (5′) from the site of transcription initiation. The general transcription factor TFIID—the first component of the basal transcriptional machinery—recognizes the TATA box, which is thus believed to determine the site of transcription initiation. TFIID itself is composed of TATA-binding protein (TBP) and at least 10 TBP-associated factors (TAFs). The TBP subunit is a sequence-specific DNA-binding protein that binds to the TATA box. Reconstitution studies indicate that recombinant TBP can replace TFIID in basal transcription, but it fails to support elevated levels of transcription in the presence of transcriptional activators. Thus, TBP-associated factors are involved in the activation of gene transcription (more on this later). (See Note: Binding of Specific Transcription Factors to Promoter Elements on DNA)

Many eukaryotic genes, especially the ubiquitously expressed “housekeeping” genes, do not contain a TATA box in their promoters. What determines the site of transcription initiation in TATA-less promoters? At least part of the answer appears to be a series of small DNA sequence elements, collectively called the initiator (Inr). Inr functions analogously to the TATA box to position the basal transcriptional machinery in these genes. Interestingly, it appears that TFIID can also bind to the Inr element, so it may function to establish assembly of the basal transcriptional machinery on both TATA-containing and TATA-less gene promoters. However, in TATA-less promoters, the site of transcription initiation appears to be less precisely defined, and often several transcripts that originate at several distinct but neighboring sites are produced.

In addition to the TATA box and Inr, gene promoters contain additional DNA elements that are necessary for initiating transcription. These elements consist of short DNA sequences and are sometimes called promoter-proximal sequences because they are located within ~100 bp upstream from the transcription initiation site. Promoter-proximal sequences are a type of regulatory element that is required for the transcription of specific genes. Well-characterized examples include the GC box (5′-GGGCGG-3′) and the CCAAT box (5′-CCAAT-3′) as well as the CACCC box and octamer motif (5′-ATGCAAAT-3′). These DNA elements function as binding sites for additional proteins (transcription factors) that are necessary for initiating transcription of particular genes. The proteins that bind to these sites are believed to help recruit the basal transcriptional machinery to the promoter. Examples include the transcription factor NF-Y, which recognizes the CCAAT box, and Sp1, which recognizes the GC box. The CCAAT box is often located ~50 bp upstream from the TATA box, whereas multiple GC boxes are frequently found in TATA-less gene promoters. Some promoter-proximal sequences are present in genes that are active only in certain cell types. For example, the CACCC box found in gene promoters of β-globin is recognized by the erythroid-specific transcription factor EKLF (erythroid Kruppel-like factor). (See Note: Typical Eukaryotic Gene Promoters)

Positive and negative regulatory elements modulate gene transcription

Although the promoter is the site where the basal transcriptional machinery binds and initiates transcription, the promoter alone is not generally sufficient to initiate transcription at a physiologically significant rate. High-level gene expression generally requires activation of the basal transcriptional machinery by specific transcription factors, which bind to additional regulatory elements located near the target gene. Two general types of regulatory elements are recognized. First, positive regulatory elements or enhancers represent DNA-binding sites for proteins that activate transcription; the proteins that bind to these DNA elements are called activators. Second, negative regulatory elements (NREs) or silencers are DNA-binding sites for proteins that inhibit transcription; the proteins that bind to these DNA elements are called repressors (Fig. 4-7).

A general property of enhancers and silencers is that they consist of modules of relatively short sequences of DNA, generally 6 to 12 bp. Sometimes they contain distinct sequences, such as direct or inverted repeats, but often they do not. Regulatory elements are generally located in the vicinity of the genes that they regulate. Typically, regulatory elements do not reside within the portion of the gene that encodes protein but rather are located in noncoding regions, most frequently in the 5′ flanking region that is upstream from the promoter. However, some enhancers and silencers are located downstream from the transcription initiation site and are embedded either in introns or in the 3′ flanking region of the gene. In fact, some enhancers and silencers can function at great physical distances from the gene promoter, many hundreds of base pairs away. Moreover, the distance between the enhancer or silencer and the promoter can often be varied experimentally without substantially affecting transcriptional activity. In addition, many regulatory elements work equally well if their orientation is inverted. Thus, in contrast to the gene promoter, enhancers and silencers exhibit position independence and orientation independence. Another property of regulatory elements is that they are active on heterologous promoters; that is, if enhancers and silencers from one gene are placed near a promoter for a different gene, they can stimulate or inhibit transcription of the second gene.

After transcription factors (activators or repressors) bind to regulatory elements (enhancers or silencers), they may interact with the basal transcriptional machinery to alter gene transcription. How do transcription factors that bind to regulatory elements physically distant from the promoter interact with components of the basal transcriptional machinery? Regulatory elements may be located hundreds of base pairs from the promoter. This distance is much too great to permit proteins that are bound at the regulatory element and promoter to come into contact along a two-dimensional linear strand of DNA. One model that has been proposed to explain the long-range effects of transcription factors is the DNA looping model. According to this model, the transcription factor binds to the regulatory element, and the basal transcriptional machinery assembles on the gene promoter. Looping out of the intervening DNA permits physical interaction between the transcription factor and the basal transcriptional machinery, which subsequently leads to alterations in gene transcription.

Locus control regions and boundary elements influence transcription within multigene chromosomal domains

In addition to enhancers and silencers, which regulate the expression of individual genes, some cis-acting regulatory elements are involved in the regulation of chromosomal domains containing multiple genes.

The first of this type of element to be discovered was the locus control region (LCR), also called the locus-activating region or dominant control region. The LCR is a dominant, positive-acting cis-element that regulates the expression of several genes within a chromosomal domain. LCRs were first identified at the β-globin gene locus, which encodes the β-type subunits of hemoglobin. Together with α-type subunits, these β-globin–like subunits form embryonic, fetal, and adult hemoglobin (see the box on this topic in Chapter 29). The β-globin gene locus consists of a cluster of five genes ([image: image], γG, γA, δ, β) that are distributed over 90 kb on chromosome 11. During ontogeny, the genes exhibit highly regulated patterns of expression in which they are transcribed only in certain tissues and only at precise developmental stages. Thus, embryonic globin ([image: image]) is expressed in the yolk sac, fetal globins (γG, γA) are expressed in fetal liver, and adult globins (δ, β) are expressed in adult bone marrow. This tightly regulated expression pattern requires a regulatory region that is located far from the structural genes. This region, designated the LCR, extends from 6 to 18 kb upstream from the [image: image]-globin gene. The LCR is essential for high-level expression of the β-globin–like genes within red blood cell precursors because the promoters and enhancers near the individual genes permit only low-level expression. (See Note: Locus Control Region for the β-Globin Gene Family)

The β-globin LCR contains five sites, each with an enhancer-like structure that consists of modules of simple sequence elements that are binding sites for the erythrocyte-specific transcription factors GATA-1 and NF-E2. It is believed that the LCRs perform two functions: one is to alter the chromatin structure of the β-globin gene locus so that it is more accessible to transcription factors, and the second is to serve as a powerful enhancer of transcription of the individual genes. In one model, temporal-dependent expression of β-type globin genes is achieved by sequential interactions involving activator proteins that bind to the LCR and promoters of individual genes (Fig. 4-8).
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Figure 4-8 cis-Acting elements that regulate gene transcription. This model shows a loop of chromatin that contains genes A, B, and C. The matrix-attachment region (MAR) is a boundary element on the DNA. Matrix-attachment regions attach to the chromosome scaffold and thus isolate this loop of chromatin from other chromosomal domains. Contained within this loop are several cis-acting elements (i.e., DNA sequences that regulate genes on the same piece of DNA), including promoters, enhancers, negative regulatory elements, and the LCR.

A potential problem associated with the existence of LCRs that can exert transcriptional effects over long distances is that the LCRs may interfere with the expression of nearby genes. One solution to this problem is provided by boundary elements, which function to insulate genes from neighboring regulatory elements. Boundary elements (or matrix-attachment regions) are believed to represent sites of attachment of DNA to the chromosome scaffold, and loops of physically separated DNA are generated that may correspond to discrete functional domains.

Figure 4-8 summarizes our understanding of the arrangement of cis-acting regulatory elements and their functions. Each gene has its own promoter where transcription is initiated. Enhancers are positive-acting regulatory elements that may be located either near or distant from the transcription initiation site; silencers are regulatory elements that inhibit gene expression. A cluster of genes within a chromosomal domain may be under the control of an LCR. Finally, boundary elements (or matrix-attachment regions) functionally insulate one chromosomal domain from another.

TRANSCRIPTION FACTORS

DNA-binding transcription factors recognize specific DNA sequences

The preceding discussion has emphasized the structure of the gene and the cis-acting elements that regulate gene expression. We now turn to the proteins that interact with these DNA elements and thus regulate gene transcription. Because the basal transcriptional machinery—Pol II and the general transcription factors—is incapable of efficient gene transcription alone, additional proteins are required to stimulate the activity of the enzyme complex. The additional proteins include transcription factors that recognize and bind to specific DNA sequences (enhancers) located near their target genes as well as others that do not bind to DNA.

Examples of DNA-binding transcription factors are shown in (Table 4-1). The general mechanism of action of a specific transcription factor is depicted in Figure 4-7. After the basal transcriptional machinery assembles on the gene promoter, it can interact with a transcription factor that binds to a specific DNA element, the enhancer. Looping out of the intervening DNA permits physical interaction between the transcription factor and the basal transcriptional machinery, which subsequently leads to stimulation of gene transcription. The specificity with which transcription factors bind to DNA depends on the interactions between the amino acid side chains of the transcription factor and the purine and pyrimidine bases in DNA. Most of these interactions consist of noncovalent hydrogen bonds between amino acids and DNA bases. A peptide capable of a specific pattern of hydrogen bonding can recognize and bind to the reciprocal pattern in the major (and to a lesser extent the minor) groove of DNA. Interaction with the DNA backbone may also occur and involves electrostatic interactions (salt bridge formation) with anionic phosphate groups. The site that a transcription factor recognizes (Table 4-1) is generally short, usually less than a dozen or so base pairs.

Table 4-1 DNA-Binding Transcription Factors and the DNA Sequences They Recognize
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Abnormalities of Regulatory Elements in β-Thalassemias

The best characterized mutations affecting DNA regulatory elements occur at the gene cluster encoding the β-globin–like chains of hemoglobin. Some of these mutations result in thalassemia, whereas others cause hereditary persistence of fetal hemoglobin. The β-thalassemias are a heterogeneous group of disorders characterized by anemia caused by a deficiency in production of the β chain of hemoglobin. The anemia can be mild and inconsequential or severe and life-threatening. The thalassemias were among the first diseases to be characterized at the molecular level. As described in the text, the β-globin gene locus consists of five β-globin–like genes that are exclusively expressed in hematopoietic cells and exhibit temporal colinearity. As expected, many patients with β-thalassemia have mutations or deletions that affect the coding region of the β-globin gene. These patients presumably have thalassemia because the β-globin gene product is functionally abnormal or absent. In addition, some patients have a deficiency in β-globin as a result of inadequate levels of expression of the gene. Of particular interest are patients with the Hispanic and Dutch forms of β-thalassemia. These patients have deletions of portions of chromosome 11. However, the deletions do not extend to include the β-globin gene itself. Why, then, do these patients have β-globin deficiency? It turns out that the deletions involve the region 50 to 65 kb upstream from the β-globin gene, which contains the LCR. In these cases, deletion of the LCR results in failure of expression of the β-globin gene, even though the structural gene and its promoter are completely normal. These results underscore the essential role that the LCR plays in β-globin gene expression.



DNA-binding transcription factors do not recognize single, unique DNA sequences; rather, they recognize a family of closely related sequences. For example, the transcription factor AP-1 (activator protein 1) recognizes the sequences
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and so on, as well as each of the complementary sequences. That is, some redundancy is usually built into the recognition sequence for a transcription factor. An important consequence of these properties is that the recognition site for a transcription factor may occur many times in the genome. For example, if a transcription factor recognizes a 6-bp sequence, the sequence would be expected to occur once every 46 (or 4096) base pairs, that is, 7 × 105 times in the human genome. If redundancy is permitted, recognition sites will occur even more frequently. Of course, most of these sites will not be relevant to gene regulation but will instead have occurred simply by chance. This high frequency of recognition sites leads to an important concept: transcription factors act in combination. Thus, high-level expression of a gene requires that a combination of multiple transcription factors binds to multiple regulatory elements. Although it is complicated, this system ensures that transcription activation occurs only at appropriate locations. Moreover, this system permits greater fine-tuning of the system, inasmuch as the activity of individual transcription factors can be altered to modulate the overall level of transcription of a gene.

An important general feature of DNA-binding transcription factors is their modular construction (Fig. 4-9A). Transcription factors may be divided into discrete domains that bind DNA (DNA-binding domains) and domains that activate transcription (transactivation domains). This property was first directly demonstrated for a yeast transcription factor known as GAL4, which activates certain genes when yeast grows in galactose-containing media. GAL4 has two domains. One is a so-called zinc finger domain (discussed later) that mediates sequence-specific binding to DNA. The other domain is enriched in acidic amino acids (i.e., glutamate and aspartate) and is necessary for transcriptional activation. This “acidic blob” domain of GAL4 can be removed and replaced with the transactivation domain from a different transcription factor, VP16 (Fig. 4-9B). The resulting GAL4-VP16 chimera binds to the same DNA sequence as normal GAL4 but mediates transcriptional activation through the VP16 transactivation domain. This type of “domain swapping” experiment indicates that transcription factors have a modular construction in which physically distinct domains mediate binding to DNA and transcriptional activation (or repression). (See Note: Grouping of Transcription Factors According to Transactivation Domain)
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Figure 4-9 Modular design of specific transcription factors. A, DNA-binding transcription factors have independent domains for binding to DNA regulatory sequences and for activating transcription. In this example, amino acids 1 through 147 of the GAL4 transcription factor bind to DNA, whereas amino acids 768 through 881 activate transcription. B, Replacement of the transactivation domain of GAL4 with that of VP16 results in a chimera that is a functional transcription factor.


Transcription factors that bind to DNA can be grouped into families based on tertiary structure

On the basis of sequence conservation as well as structural determinations from x-ray crystallography and nuclear magnetic resonance spectroscopy, DNA-binding transcription factors have been grouped into families. Members of the same family use common structural motifs for binding DNA (Table 4-1). These structures include the zinc finger, basic zipper (bZIP), basic helix-loop-helix (bHLH), helix-turn-helix (HTH), and β sheet. Each of these motifs consists of a particular tertiary protein structure in which a component, usually an α helix, interacts with DNA, especially the major groove of the DNA.

Zinc Finger The term zinc finger describes a loop of protein held together at its base by a zinc ion that tetrahedrally coordinates to either two histidine residues and two cysteine residues or four cysteine residues. Sometimes two zinc ions coordinate to six cysteine groups. Figure 4-10A shows a zinc finger in which Zn2+ coordinates to two residues on an α helix and two residues on a β sheet of the protein. The loop (or finger) of protein can protrude into the major groove of DNA, where amino acid side chains can interact with the base pairs and thereby confer the capacity for sequence-specific DNA binding. Zinc fingers consist of 30 amino acids with the consensus sequences Cys-X2-4-Cys-X12-His-X3-5-His, where X can be any amino acid. Transcription factors of this family contain at least two zinc fingers and may contain dozens. Three amino acid residues at the tips of each zinc finger contact a DNA subsite that consists of three bases in the major groove of DNA; these residues are responsible for site recognition and binding (Table 4-1). Zinc fingers are found in many mammalian transcription factors, including several that we discuss in this chapter—Egr-1, Wilms tumor protein (WT-1), and stimulating protein 1 (Sp1; Table 4-1)—as well as the steroid hormone receptors.
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Figure 4-10 Families of transcription factors.

Basic Zipper This bZIP family (also known as the leucine zipper family) consists of transcription factors that bind to DNA as dimers (Fig. 4-10B). Members include C/EBPβ (CCAAT/enhancer binding protein β), c-Fos, c-Jun, and CREB (cAMP response element binding protein). Each monomer consist of two domains, a basic region that contacts DNA and a leucine zipper region that mediates dimerization. The basic region contains about 30 amino acids and is enriched in arginine and lysine residues. This region is responsible for sequence-specific binding to DNA through an α helix that inserts into the major groove of DNA. The leucine zipper consists of a region of about 30 amino acids in which every seventh residue is a leucine. Because of this spacing, the leucine residues align on a common face every second turn of an α helix. Two protein subunits that both contain leucine zippers can associate because of hydrophobic interactions between the leucine side chains; they form a tertiary structure called a coiled coil. Proteins of this family interact with DNA as homodimers or as structurally related heterodimers. Dimerization is essential for transcriptional activity because mutations of the leucine residues abolish both dimer formation and the ability to bind DNA and activate transcription. The crystal structure reveals that these transcription factors resemble scissors in which the blades represent the leucine zipper domains and the handles represent the DNA-binding domains (Fig. 4-10B).

Basic Helix-Loop-Helix  Similar to the bZIP family, members of the bHLH family of transcription factors also bind to DNA as dimers. Each monomer has an extended α-helical segment containing the basic region that contacts DNA, linked by a loop to a second α helix that mediates dimer formation (Fig. 4-10C). Thus, the bHLH transcription factor forms by association of four amphipathic α helices (two from each monomer) into a bundle. The basic domains of each monomer protrude into the major grooves on opposite sides of the DNA. bHLH proteins include the MyoD family, which is involved in muscle differentiation, and E proteins (E12 and E47). MyoD and an E protein generally bind to DNA as heterodimers. (See Note: Dimerization of Basic Helix-Loop-Helix Transcription Factors)

Helix-Turn-Helix  In prokaryotes such as Escherichia coli, the HTH family consists of two α helices that are separated by a β turn. In eukaryotes, a modified HTH structure is represented by the so-called homeodomain (Fig. 4-10D), which is present in some transcription factors that regulate development. The homeodomain consists of a 60–amino acid sequence that forms three α helices. Helices 1 and 2 lie adjacent to one another, and helix 3 is perpendicular and forms the DNA recognition helix. Particular amino acids protrude from the recognition helix and contact bases in the major groove of the DNA. Examples of homeodomain proteins include the Hox proteins, which are involved in mammalian pattern formation; engrailed homologues that are important in nervous system development; and the POU family members Pit-1, Oct-1, and unc-86. (See Note: Novel Families of Transcription Factors)

Coactivators and corepressors are transcription factors that do not bind to DNA

Some transcription factors that are required for the activation of gene transcription do not directly bind to DNA. These proteins are called coactivators. Coactivators work in concert with DNA-binding transcriptional activators to stimulate gene transcription. They function as adapters or protein intermediaries that form protein-protein interactions between activators bound to enhancers and the basal transcriptional machinery assembled on the gene promoter (Fig. 4-7). Coactivators often contain distinct domains, one that interacts with the transactivation domain of an activator and a second that interacts with components of the basal transcriptional machinery. Transcription factors that interact with repressors and play an analogous role in transcriptional repression are called corepressors.

One of the first coactivators found in eukaryotes was the VP16 herpesvirus protein discussed earlier (Fig. 4-9B). VP16 has two domains. The first is a transactivation domain that contains a region of acidic amino acids that in turn interacts with two components of the basal transcriptional machinery, general transcription factors TFIIB and TFIID. The other domain of VP16 interacts with the ubiquitous activator Oct-1, which recognizes a DNA sequence called the octamer motif (Table 4-1). Thus, VP16 activates transcription by bridging an activator and the basal transcriptional machinery.

Coactivators are of two types. The first plays an essential role in the transcriptional activation of many, perhaps all, eukaryotic genes. These coactivators include the TBP-associated factors and Mediator. As discussed previously, TAFs were first identified as subunits of the general transcription factor TFIID. Although TAFs are not required for basal transcription, they are essential for transcriptional activation by an activator protein, with which they interact directly. For example, the transcriptional activator Sp1 binds to a 250-kDa TAF called TAF250. TAF250 binds to a smaller TAF110, which in turn binds to TBP. This sequence establishes an uninterrupted linkage between Sp1 and the TBP component of TFIID that binds to the TATA box in the gene promoter. Mediator, a multiprotein complex consisting of 28 to 30 subunits, also appears to be required for activated gene transcription but not basal transcription. Consistent with their essential roles, TAFs and Mediator are present in the basal transcriptional machinery or preinitiation complex.

A second type of coactivator is involved in the transcriptional activation of specific genes. This type of coactivator is not a component of the basal transcriptional machinery. Rather, these coactivators are recruited by a DNA-binding transcriptional activator through protein-protein interactions. An example is the coactivator CBP (CREB-binding protein), which interacts with a DNA-binding transcription factor called CREB (Table 4-1).

Transcriptional activators stimulate transcription by three mechanisms

Once transcriptional activators bind to enhancers (i.e., positive regulatory elements on the DNA) and recruit coactivators, how do they stimulate gene transcription? We discuss three mechanisms by which transactivation might be achieved. These mechanisms are not mutually exclusive, and more than one mechanism may be involved in the transcription of a particular gene.

Recruitment of the Basal Transcriptional Machinery  We have already introduced the concept by which looping out of DNA permits proteins that are bound to distant DNA enhancer elements to become physically juxtaposed to proteins that are bound to the gene promoter (Fig. 4-11, pathway 1). The interaction between the DNA-binding transcription factor and general transcription factors, perhaps with coactivators as protein intermediaries, enhances the recruitment of the basal transcriptional machinery to the promoter. Two general transcription factors, TFIID and TFIIB, are targets for recruitment by transcriptional activators. For example, the acidic transactivation domain of VP16 binds to TFIIB, and mutations that prevent the interaction between VP16 and TFIIB also abolish transcriptional activation. Conversely, mutations of TFIIB that eliminate the interaction with an acidic activator also abolish transactivation but have little effect on basal transcription.
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Figure 4-11 Mechanisms of transcriptional activation. The transcriptional activator binds to the enhancer and directly or indirectly (through coactivators) activates transcription by recruiting RNA polymerase to the promoter 1, recruiting histone acetyltransferases that remodel chromatin 2, or stimulating the phosphorylation of the C-terminal domain (CTD) of RNA polymerase 3.

Chromatin Remodeling  A second mechanism by which transcriptional activators may function is alteration of chromatin structure. Transcription factors can bind to HATs either directly or indirectly through coactivators (Fig. 4-11, pathway 2). As discussed previously, HATs play an important role in chromatin remodeling before the initiation of gene transcription. By acetylating lysine residues on histones, they inhibit the electrostatic interaction between histones and DNA, which facilitates the binding of additional transcriptional activators and the basal transcriptional machinery. Interestingly, several coactivator proteins that mediate transcriptional activation, such as CBP, possess intrinsic histone acetylase activity. These observations suggest that transcriptional activation is mediated by coactivator proteins that not only bind to components of the basal transcriptional machinery but also promote histone acetylation and thus produce local alterations in chromatin structure that are more favorable for transcription.

Stimulation of RNA Polymerase II  A third mechanism by which transcriptional activators function is by stimulating RNA Pol II (Fig. 4-11, pathway 3). The C-terminal domain (CTD) of the largest subunit of Pol II contains 52 repeats of the sequence Tyr-Ser-Pro-Thr-Ser-Pro-Ser, which can be phosphorylated at multiple serine and threonine residues. A cyclin-dependent kinase called positive transcription elongation factor b (P-TEFb) phosphorylates the CTD. Phosphorylation of the CTD occurs coincident with initiation of transcription and is required for chain elongation. Thus, transcriptional activators that interact with P-TEFb may stimulate the conversion of the Pol II holoenzyme from an initiation complex into an elongation complex. (See Note: Phosphorylation of CTD)

Taken together, these three mechanisms of interaction lead to an attractive model for activation of transcription. The transcriptional activator that is bound to an enhancer presents a functional domain (e.g., an acidic domain) that either directly or through coactivators interacts with histone acetylases and components of the basal transcriptional machinery. These interactions result in chromatin remodeling and facilitate the assembly of the basal transcriptional machinery on the gene promoter. Subsequent interactions— with the CTD of Pol II, for example—may stimulate transcriptional elongation.

Transcriptional activators act in combination

Two or more activators may increase the rate of transcription by an amount that is greater than the sum of each of the activators alone. Almost all naturally occurring promoters contain more than one site for binding of transcriptional activators. A promoter region that contains only a single copy of an enhancer element shows only weak stimulation, whereas a promoter containing multiple copies of an enhancer exhibits substantial activation (Fig. 4-12). Two mechanisms for synergy have been proposed.
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Figure 4-12 Synergism of transcriptional activators. The promoter contains three DNA enhancer elements A, B, and C. Binding of a transcription factor to only one of the enhancer elements (A, B, or C) causes a modest activation of transcription. Simultaneous binding of different transcription factors to each of the three enhancer elements can produce a supra-additive increase in transcription (i.e., synergy).

In the first, synergy may reflect cooperative binding to DNA; that is, binding of one transcription factor to its recognition site enhances binding of a second transcription factor to a different site. This phenomenon occurs with the glucocorticoid receptor (GR), which binds to a site on DNA known as the glucocorticoid response element (GRE). Binding of GRs to the multiple GREs is cooperative in that binding of the first receptor promotes binding of additional receptors. Thus, the presence of multiple copies of the GRE greatly stimulates gene expression in comparison to a single copy of the GRE.

In the second case, synergy reflects cooperative protein-protein interactions between transcription factors and multiple sites on the basal transcriptional machinery. For example, a transcriptional activator that recruits TFIID could synergize with another activator that recruits TFIIB. Similarly, a transcriptional activator that interacts with a HAT could synergize with another activator that interacts with components of the basal transcriptional machinery. Here, the effect on transcription depends on the cumulative effects of multiple transcription factors, each bound to its cognate recognition site and interacting with chromatin remodeling proteins and the basal transcriptional machinery.

Transcription factors may act in combination by binding to DNA as homodimers or heterodimers. This synergism is particularly true for members of the bZIP and bHLH families but also for steroid and thyroid hormone receptors. Often, different combinations of monomers have different DNA binding affinities. For example, the thyroid hormone receptor (TR) can bind to DNA as a homodimer, but the heterodimer formed from the thyroid receptor and the 9-cis-retinoic acid receptor (TR/RXR) has much higher binding affinity. As we saw earlier, the transcription factor MyoD, which is involved in muscle differentiation, requires heterodimerization with the ubiquitous proteins E12 and E47 for maximal DNA binding. Different combinations of monomers may also have different DNA binding specificities and thus be targeted to different sites on the DNA. Finally, different combinations of monomers may have different transactivational properties. For example, the c-Myc protein can bind to DNA as a homodimer or as a heterodimer with Max, but c-Myc/Max heterodimers have greater transcriptional activity.

Transcriptional repressors act by competition, quenching, or active repression

Cells can regulate transcription not only positively through transcriptional activators but also negatively through transcriptional repressors. Repression of transcription is important for tissue specificity in that it allows cells to silence certain genes where they should not be expressed. Repression is also important for regulating inducible gene expression by rapidly turning off transcription after removal of the inducing stimulus. (See Note: Modes of Action of Transcriptional Repression)

Transcriptional repressors may act by three mechanisms. First, some repressors inhibit the binding of transcriptional activators because they compete for DNA-binding sites that are identical to, or overlap with, those for activators. An example is the CCAAT displacement protein (CDP), which binds to the CAAT box in the promoter of the γ-globin gene and thereby prevents binding of the transcriptional activator CP1. This action helps prevent inappropriate expression of the fetal globin gene in adults.

Second, some repressors inhibit the activity of transcriptional activators not by interfering with DNA binding but by a direct protein-protein interaction with activators. This form of repression is termed quenching. A classic example in yeast is the GAL80 repressor, which inhibits transcriptional activation by GAL4. By binding to the transactivation domain of GAL4, GAL80 blocks transcriptional activation. Dissociation of GAL80 (which occurs in the presence of galactose) relieves the inhibition of GAL4, which can then induce expression of galactose-metabolizing genes. Transcriptional repression can also be mediated by proteins that prevent transcriptional activators from entering the nucleus. For example, the heat shock protein hsp90 binds to GR and prevents this transcriptional activator from entering the nucleus.

A third class of repressors binds to a silencer (or NRE) and then directly inhibits transcription. This mechanism is referred to as active repression. The opposite of transcriptional activators, these proteins contain domains that mediate repression. Repression domains may directly interact with and inhibit the assembly or activity of the basal transcriptional machinery. Alternatively, transcriptional repressors may inhibit transcription through protein-protein interactions with corepressors. Some transcriptional corepressors, such as the N-CoR adapter protein that mediates repression by steroid hormone receptors, can interact with HDAC. By removing the acetyl groups from lysine residues in histones, HDACs promote tighter binding between DNA and histones and inhibit transcription initiation.

The activity of transcription factors may be regulated by post-translational modifications

Cells can regulate the activity of transcription factors by controlling the amount of transcription factor they synthesize. In addition, cells can modulate the activity of preformed transcription factors by three general mechanisms of post-translational modification (Table 4-2).

Table 4-2 Post-translational Modifications of Transcription Factors
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Phosphorylation  The best studied post-translational modification affecting transcription factor activity is phosphorylation, which increases or decreases (1) transport of the transcription factor from the cytoplasm into the nucleus, (2) the affinity with which the transcription factor binds to DNA, and (3) transcriptional activation.

For transcription factors that reside in the cytoplasm under basal conditions, migration from the cytoplasm into the nucleus is a necessary step. Many proteins that are transported into the nucleus contain a sequence that is relatively enriched in basic amino acid residues (i.e., arginine and lysine). This sequence, the nuclear localization signal, is required for transport of the protein into the nucleus. Phosphorylation at sites within or near the nuclear localization signal can dramatically change the rate of nuclear translocation. Phosphorylation can also modulate import into the nucleus by regulating the binding of transcription factors to cytoplasmic anchors. In the case of the transcription factor NF-κB (Fig. 4-13A), binding to the cytoplasmic anchor IκB conceals the nuclear localization signal on the p50 and p65 subunits of NF-κB from the nuclear translocation machinery. Only after these two other subunits dissociate from the phosphorylated IκB is the transcription factor dimer free to enter the nucleus.
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Figure 4-13 Regulation of transcription factors by post-translational modification. A, The phosphorylation of the cytoplasmic anchor IκB releases the p50 and p65 subunits of NF-κB, allowing them to translocate into the nucleus. B, Proteolytic cleavage of a 105-kDa precursor releases the p50 subunit of NF-κB. Together with the p65 subunit, the p50 subunit can now translocate to the nucleus.

Phosphorylation can also regulate transcription factor activity by altering the affinity of the transcription factor for its target recognition sequences on DNA. As a result, phosphorylation increases or decreases DNA-binding activity. For example, phosphorylation of SRF (serum response factor), a transcription factor that activates the c-fos gene in response to growth factors, enhances DNA binding. In contrast, phosphorylation of the transcription factor c-Jun by casein kinase II inhibits binding to DNA.

Phosphorylation can greatly influence the transactivation properties of transcription factors. c-Jun is an example in which transcriptional activity is increased by the phosphorylation of serine residues located within the transactivation domain near the N terminus of the protein. Phosphorylation of a transcriptional activator may stimulate its activity by increasing its binding affinity for a coactivator. Phosphorylation can also inhibit transcriptional activation by reducing transcriptional activation or stimulating active transcriptional repression.

Effects of phosphorylation on nuclear translocation, DNA binding, and transactivation are not mutually exclusive. Moreover, in addition to phosphorylation by protein kinases, dephosphorylation by protein phosphatases may also regulate transcriptional activity.

Site-Specific ProteolysisMany transcription factors undergo proteolytic cleavage at specific amino acid residues, particularly in response to exogenous signals. Site-specific proteolysis often converts an inactive precursor protein into an active transcriptional regulator. One example is NF-κB. Although phosphorylation can regulate NF-κB by controlling its binding to IκB (Fig. 4-13A), proteolysis can also regulate NF-κB (Fig. 4-13B). A 105-kDa precursor of the 50-kDa subunit of NF-κB (p50), which we mentioned earlier, binds to and thereby retains the 65-kDa subunit of NF-κB (p65) in the cytoplasm. Proteolysis of this larger precursor yields the 50-kDa subunit that together with the 65-kDa subunit constitutes the active NF-κB transcription factor.

Another form of site-specific proteolysis, which creates active transcription factors from inactive membrane-tethered precursors, is called regulated intramembranous proteolysis (RIP). The best characterized example is the sterol regulatory element binding protein (SREBP), a membrane protein that normally resides in the endoplasmic reticulum. In response to depletion of cellular cholesterol, SREBP undergoes RIP, which releases an N-terminal fragment containing a bHLH motif. The proteolytic fragment translocates to the nucleus, where it binds to DNA and activates transcription of genes that encode enzymes involved in cholesterol biosynthesis and the LDL receptor (see Chapter 2). (See Note: Examples of RIP)

Other Post-translational Modifications  In addition to phosphate groups, a variety of other covalent attachments can affect the activity of transcription factors (Table 4-3). These small molecules—such as acetyl groups, methyl groups, sugars or peptides, hydroxyl groups, or nitro groups—attach to specific amino acid residues in the transcription factor. Post-translational modifications of transcription factors can affect their stability, intracellular localization, dimerization, DNA-binding properties, or interactions with coactivators. For example, acetylation of lysine residues in the p53 transcription factor increases binding to DNA and inhibits degradation. Methylation of an arginine residue in the coactivator CBP inhibits its interaction with the transcription factor CREB. The O-glycosylation, a covalent modification in which sugar groups attach to serine or threonine residues, stimulates NF-κB. Ubiquitin is a small peptide that is covalently attached to lysine groups in proteins. Addition of multiple ubiquitin groups (polyubiquitination) frequently results in degradation of the protein by the proteosome (see Chapter 2). However, addition of a single ubiquitin group (monoubiquitination) may stimulate the activity of a transcription factor, perhaps by increasing its affinity for transcriptional elongation factors. Conversely, sumoylation, covalent modification of lysine residues with small ubiquitin-like modifiers (SUMO), may inhibit activity by altering the localization of a transcription factor within the nucleus. As we will see in the next section, extracellular signals often trigger post-translational modifications to regulate the activity of transcription factors.

Table 4-3 Examples of Transcription Factors That Regulate Gene Expression in Response to Physiological Stimuli



	Physiological Stimulus

	Transcription Factor

	Target Genes (Example)




	Hypoxia

	HIF-1α

	Vascular endothelial growth factor, erythropoietin, glycolytic enzymes




	DNA damage

	p53

	CIP1/WAF1, GADD45, PCNA, MDM2




	Cholesterol depletion

	SREBP-1

	HMG-CoA reductase, fatty acid synthase, LDL receptor




	Viruses, oxidants

	NF-κB

	Tumor necrosis factor α, interleukin 1β, interleukin 2, granulocyte colony-stimulating factor, inducible nitric oxide synthase, intercellular cell adhesion molecule




	Heat stress

	HSF1

	Heat shock proteins, αB-crystallin




	Fatty acids

	PPAR-α

	Lipoprotein lipase, fatty acid transport protein, acyl-CoA synthetase, carnitine palmitoyltransferase I





The expression of some transcription factors is tissue specific

Some transcription factors are ubiquitous, either because these transcription factors regulate the transcription of genes that are expressed in many different tissues or because they are required for the transcription of many different genes. Examples of ubiquitous transcription factors are the DNA-binding transcription factors Sp1 and NF-Y, which bind to regulatory elements (i.e., GC boxes and CCAAT boxes, respectively) that are present in many gene promoters. Other transcription factors are present only in certain tissues or cell types; these transcription factors are involved in the regulation of tissue-specific gene expression.

Tissue-specific activators bind to enhancers present in the promoters and regulatory regions of genes that are expressed in a tissue-specific manner. Conversely, tissue-specific repressors bind to silencers that prevent transcription of a gene in nonexpressing tissues. Each tissue-specific transcription factor could regulate the expression of multiple genes. Because the short sequences of enhancers and silencers may occur by chance, the combined effect of multiple transcription factors—each binding to distinct regulatory elements near the gene—prevents illegitimate transcription in nonexpressing tissues. In addition to activation by transcriptional activators, tissue-specific gene expression may also be regulated by transcriptional repression. In this case, transcriptional repressors prevent transcription of a gene in nonexpressing tissues. Tissue-specific expression probably also involves permanent silencing of nonexpressed genes through epigenetic modifications, such as DNA methylation, that we discuss later.

Pit-1 is an HTH-type tissue-specific transcription factor that regulates the pituitary-specific expression of genes encoding growth hormone, thyroid-stimulating hormone, and prolactin. MyoD and myogenin are bHLH-type transcription factors that bind to the E box sequence CANNTG of promoters and enhancers of many genes expressed in skeletal muscle, such as myosin heavy chain and muscle creatine kinase. EKLF as well as GATA-1 and NF-E2 mediate the erythroid-specific expression of β-globin genes. The combined effects of HNF-1, HNF-3, HNF-4, C/EBP, and other transcription factors—each of which may individually be present in several tissues—mediate the liver-specific expression of genes such as albumin and α1-antitrypsin. Many tissue-specific transcription factors play important roles in embryonic development. For example, myogenin is required for skeletal muscle differentiation, and GATA-1 is required for the development of erythroid cells.

What is responsible for the tissue-specific expression of the transcription factor itself? Although the answer is not known, many tissue-specific transcription factors are themselves under the control of other tissue-specific factors. Thus, a transcriptional cascade involving multiple tissue-specific proteins may regulate tissue-specific gene expression. Ultimately, however, tissue specificity is likely to arise from external signals that direct gene expression down a particular pathway.

REGULATION OF INDUCIBLE GENE EXPRESSION BY SIGNAL TRANSDUCTION PATHWAYS

How do cells activate previously quiescent genes in response to environmental cues? How are such external signals transduced to the cell nucleus to stimulate the transcription of specific genes? Transcription factors may be thought of as effector molecules in signal transduction pathways (see Chapter 3) that modulate gene expression. Several such signaling pathways have been defined. Lipid-soluble steroid and thyroid hormones can enter the cell and interact with specific receptors that are themselves transcription factors. However, most cytokines, hormones, and mitogens cannot diffuse into the cell interior and instead bind to specific receptors that are located on the cell surface. First, we consider three pathways for transducing signals from cell surface receptors into the nucleus: a cAMP-dependent pathway, a Ras-dependent pathway, and the JAK-STAT pathway. Next, we examine the mechanisms by which steroid or thyroid hormones act through nuclear receptors. Finally, we discuss how transcription factors coordinate gene expression in response to physiological stimuli.

cAMP regulates transcription through the transcription factors CREB and CBP

cAMP is an important second messenger in the response to agonists binding to specific cell surface receptors. Increases in [cAMP]i stimulate the transcription of certain genes, including those that encode a variety of hormones, such as somatostatin (see Chapter 48), the enkephalins (see Chapter 13), glucagon (see Chapter 51), and vasoactive intestinal polypeptide (see Chapter 41). Many genes that are activated in response to cAMP contain within their regulatory regions a common DNA element called CRE (cAMP response element) that has the consensus sequence 5′-TGACGTCA-3′. Several different transcription factors bind to CRE, among them CREB, a 43-kDa member of the bZIP family. As shown in Figure 4-14, increases in [cAMP]i stimulate protein kinase A (PKA) by causing dissociation of the PKA regulatory subunit. The catalytic subunit of PKA then translocates into the nucleus, where it phosphorylates CREB and other proteins. Activation of CREB is rapid (30 minutes) and declines gradually during a 24-hour period. This phosphorylation greatly increases the affinity of CREB for the coactivator CBP. CBP is a 245-kDa protein that contains two domains, one that binds to phosphorylated CREB and another that activates components of the basal transcriptional machinery. Thus, CBP serves as a “bridge” protein that communicates the transcriptional activation signal from CREB to the basal transcriptional machinery. In addition, because CBP has intrinsic HAT activity, its recruitment by CREB also results in chromatin remodeling that facilitates gene transcription. The result of phosphorylating CREB is a 10-to 20-fold stimulation of CREB’s ability to induce the transcription of genes containing a CRE.
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Figure 4-14 Regulation of gene transcription by cAMP. Phosphorylated CREB binds CBP, which has a transactivation domain that stimulates the basal transcriptional machinery. In parallel, phosphorylation activates PP1, which dephosphorylates CREB, terminating the activation of transcription.

How is the transcriptional signal terminated? When [cAMP]i is high, PKA phosphorylates and activates phosphoprotein phosphatase 1 in the nucleus. When cAMP levels fall, the still-active phosphatase dephosphorylates CREB.


Receptor tyrosine kinases regulate transcription through a Ras-dependent cascade of protein kinases

As discussed in Chapter 3, many growth factors bind to cell surface receptors that when activated by the ligand have tyrosine kinase activity. Examples of growth factors that act through such receptor tyrosine kinases (RTKs) are epidermal growth factor (EGF), platelet-derived growth factor (PDGF), insulin, insulin-like growth factor type 1 (IGF-1), fibroblast growth factor (FGF), and nerve growth factor (NGF). The common pathway by which activation of RTKs is transduced into the nucleus is a cascade of events that increase the activity of the small guanosine triphosphate (GTP)–binding protein Ras. This Ras-dependent signaling pathway culminates in the activation of MAP kinase (MAPK), which translocates to the nucleus, where it phosphorylates a number of nuclear proteins that are transcription factors. Phosphorylation of a transcription factor by MAPK can enhance or inhibit binding to DNA and can stimulate either transactivation or transrepression. Transcription factors that are regulated by the Ras-dependent pathway include c-Myc, c-Jun, c-Fos, and Elk-1. Many of these transcription factors regulate the expression of genes that promote cell proliferation. (See Note: Transcription Factors Phosphorylated by MAP Kinase)

Tyrosine kinase–associated receptors can regulate transcription through JAK-STAT

A group of cell surface receptors termed tyrosine kinase–associated receptors lack intrinsic tyrosine kinase activity. The ligands that bind to these receptors include several cytokines, growth hormone, prolactin, and interferons (IFN-α, IFN-β, and IFN-γ). Although the receptors themselves lack catalytic activity, their cytoplasmic domains are associated with the JAK family of protein tyrosine kinases.

Binding of ligand to certain tyrosine kinase–associated receptors activates a member of the JAK family, which results in phosphorylation of cytoplasmic proteins, among which are believed to be latent cytoplasmic transcription factors called STATs (signal transducers and activators of transcription). When phosphorylated on tyrosine residues, the STAT proteins dimerize and thereby become competent to enter the nucleus and induce transcription.

A well-characterized example of the JAK-STAT pathway is the activation of interferon-responsive genes by IFN-α and IFN-γ. IFN-α activates the JAK1 and Tyk2 kinases that are associated with its receptor (Fig. 4-15A). Subsequent phosphorylation of two different STAT monomers causes the monomers to dimerize. This STAT heterodimer enters the nucleus, where it combines with a third 48-kDa protein to form a transcription factor that binds to a DNA sequence called the IFN-α–stimulated response element (ISRE). In the case of IFN-γ (Fig. 4-15B), the receptor associates with the JAK1 and JAK2 (rather than Tyk2) kinases, and subsequent phosphorylation of a single kind of STAT monomer causes these monomers to dimerize. These STAT homodimers also enter the nucleus, where they bind to the DNA at IFN-γ response elements called γ activation sites (GAS), without requiring the 48-kDa protein.
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Figure 4-15 The JAK-STAT pathway. A, Binding of a ligand such as IFN-α to a tyrosine kinase–associated receptor causes JAK1 and Tyk2 to phosphorylate themselves, the receptor, and two different STAT monomers. The phosphorylation of the STAT monomers leads to the formation of a heterodimer, which translocates to the nucleus and combines with a third protein (p48). The complex binds to the ISRE and activates gene transcription. B, Binding of a ligand such as IFN-γ to a tyrosine kinase–associated receptor causes JAK1 and JAK2 to phosphorylate themselves, the receptor, and two identical STAT monomers. The phosphorylation of the STAT monomers leads to the formation of a homodimer, which translocates to the nucleus. The complex binds to the GAS response element and activates gene transcription.

Nuclear receptors are transcription factors

Steroid and thyroid hormones are examples of ligands that activate gene expression by binding to cellular receptors that are themselves transcription factors. Members of the steroid and thyroid hormone receptor superfamily, also called the nuclear receptor superfamily, are grouped together because they are structurally similar and have similar mechanisms of action. After these hormones enter the cell, they bind to receptors in the cytoplasm or nucleus. Ligand binding converts the receptors into active transcription factors. The transcription factors bind to specific regulatory elements on the DNA, called hormone response elements, and activate the transcription of cis-linked genes. The family of nuclear receptors includes receptors that bind glucocorticoids (GR), mineralocorticoids (MR), estrogens (ER), progesterone (PR), androgens (AR), thyroid hormone (TR), vitamin D (VDR), retinoic acid (RAR), lipids (peroxisome proliferator–activated receptor, PPAR), and 9-cis-retinoic acid (retinoid X receptor, RXR) as well as bile acids (bile acid receptor, FXR) and xenobiotics (steroid and xenobiotic receptor, SXR; constitutive androstane receptor, CAR) (see Chapter 46).

With the exception of the thyroid hormones, the hormones that bind to these receptors are lipophilic molecules that enter cells by diffusion and do not require interaction with cell surface receptors. The thyroid hormones differ in that they are electrically charged and may cross the cell membrane through transporters (see Chapter 49).

Modular Construction  The nuclear receptors have a modular construction consisting of an N-terminal transactivation domain, a DNA-binding domain, and a C-terminal ligand-binding domain. These receptors bind to specific DNA sequences by two zinc fingers, each of which contains four cysteine residues rather than the two histidines and two cysteines that are typical of many other zinc finger proteins (Fig. 4-10A). Particularly important for DNA recognition is the P box motif in the hormone receptor, a sequence of six amino acids at the C-terminal end of each finger. These P boxes make base pair contacts in the major groove of DNA and determine the DNA-binding specificities of the zinc finger.

Dimerization  GR, MR, PR, ER, and AR bind to DNA as homodimers (Table 4-4). The recognition sites for these receptors (except for ER) consist of two 6-bp DNA sequences that are separated by three other base pairs. The 6-bp DNA sequences, commonly called half-sites, represent binding sites for each zinc finger monomer.

Table 4-4 Nuclear Receptors
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In contrast, VDR, TR, RAR, and PPAR preferentially bind to DNA as heterodimers formed with RXR, the receptor for 9-cis-retinoic acid. Thus, the dimers are VDR/RXR, TR/RXR, RAR/RXR, and PPAR/RXR. Interestingly, these heterodimers work even in the absence of the ligand of RXR (i.e., 9-cis-retinoic acid). Only the VDR, TR, RAR, or PPAR part of the dimer needs to be occupied by its hormone ligand. These heterodimers recognize a family of DNA sites containing a DNA sequence such as 5′-AGGTCA-3′, followed by a DNA spacer and then by a direct repeat of the previous 6-bp DNA sequence. Moreover, because VDR/RXR, TR/RXR, and RAR/RXR may each recognize the same 6-bp sequences, binding specificity also depends on the length of the spacer between the direct repeats. The VDR/RXR, TR/RXR, and RAR/RXR heterodimers preferentially recognize separations of 3 bp, 4 bp, and 5 bp, respectively, between the repeats of 5′-AGGTCA-3′. This relationship forms the basis for the so-called 3-4-5 rule.

Activation of Transcription  Ligand binding activates nuclear receptors through two main mechanisms: regulation of subcellular localization and interactions with coactivators. Some nuclear receptors, such as GR, are normally located in the cytoplasm and are maintained in an inactive state by association with a cytoplasmic anchoring protein (Fig. 4-16A). The protein that retains GR in the cytoplasm is a molecular chaperone, the 90-kDa heat shock protein hsp90. GR must bind to hsp90 to have a high affinity for a glucocorticoid hormone. When glucocorticoids bind to the GR, hsp90 dissociates from the GR and exposes a nuclear localization signal that permits the transport of GR into the nucleus. The receptor must remain hormone bound for receptor dimerization, which is a prerequisite for binding to the GRE on the DNA. Other receptors, such as TR, are normally already present in the nucleus before binding the hormone (Fig. 4-16B). For these receptors, binding of hormone is evidently not essential for dimerization or binding to DNA. However, ligand binding is necessary at a subsequent step for transactivation.
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Figure 4-16 Transcriptional activation by glucocorticoid and thyroid hormones. A, The binding of a glucocorticoid hormone to a cytoplasmic receptor causes the receptor to dissociate from the chaperone hsp90 (90-kDa heat shock protein). The free hormone-receptor complex can then translocate to the nucleus, where dimerization leads to transactivation. B, The binding of thyroid hormone to a receptor in the nucleus leads to transactivation. The active transcription factor is a heterodimer of the thyroid hormone receptor and the retinoid X receptor.

Although nuclear receptors may stimulate gene expression by interacting directly with components of the basal transcriptional machinery, full transcriptional activation requires coactivators that interact with the receptor in a ligand-dependent manner. More than 200 coactivators may interact directly or indirectly with nuclear receptors through mechanisms that include the following:

1. Recruitment of basal transcriptional machinery. Coactivators that belong to the SRC (steroid receptor coactivator)/p160 family bind only to the ligand-bound form of the receptor. On binding to the nuclear receptor, SRC/p160 coactivators recruit a second coactivator, CBP, which then promotes recruitment of the basal transcriptional machinery. Nuclear receptors also bind in a ligand-dependent manner to the coactivator TRAP220, a component of Mediator, which is part of the basal transcriptional machinery.

2. Binding to a chromatin remodeling complex. Nuclear receptors also interact with Brg1 (Brahma-related gene 1), the central motor component of the chromatin remodeling complex SWI/SNF.

3. Histone acetylation. Several coactivators have enzymatic activities that mediate chromatin remodeling. Both SRC-1 and CBP have intrinsic HAT activity.

4. Histone methylation. The coactivator CARM1 is a methyltransferase that methylates specific arginine residues in histones, thereby enhancing transcriptional activation.

5. Ubiquitination. Nuclear receptors recruit components of the ubiquitin-proteosome pathway (see Chapter 2) to the promoter region of nuclear receptor target genes. Ubiquitination appears to promote transcript elongation.

Repression of Transcription  Nuclear receptors sometimes function as active repressors, perhaps acting by several alternative mechanisms. First, a receptor may form inactive heterodimers with other members of the nuclear receptor family. Second, a receptor may compete with other transcription factors for DNA-binding sites. For example, when the TR—without bound thyroid hormone—interacts with its own DNA response element, the TR acts as a repressor. In addition, the receptor TRa can dimerize with one of the retinoic acid receptors (RXRb) to interfere with binding of ER to its response element. This competition may be one of the mechanisms that retinoids use to inhibit estrogen-induced alterations in gene expression and growth in mammary tissue. Finally, nuclear receptors can also inhibit gene transcription by interacting with corepressors, such as N-CoR, Sin3A, and Sin3B. These corepressors can recruit HDACs that enhance nucleosome assembly, resulting in transcriptional repression.

Physiological stimuli can modulate transcription factors, which can coordinate complex cellular responses

In response to physiological stimuli, some transcription factors regulate the expression of several genes (Table 4-3). As an example, we discuss how oxygen concentration ([O2]) controls gene expression.

When chronically exposed to low [O2] (hypoxia), many cells undergo dramatic changes in gene expression. For example, cells switch from oxidative metabolism to glycolysis, which requires the induction of genes encoding glycolytic enzymes. Many tissues activate the gene encoding the vascular endothelial growth factor (VEGF), which stimulates angiogenesis and improves the blood supply to chronically hypoxic tissues. The kidney activates the gene encoding erythropoietin, a hormone that stimulates red cell production in the bone marrow. These changes in gene expression promote survival of the cell or organism in a hypoxic environment. A key mediator in the response to hypoxia is a transcription factor called hypoxia-inducible factor 1α (HIF-1α).


Role of a Chimeric Transcription Factor in Acute Promyelocytic Leukemia

Correct regulation of gene expression involves both transcription factors and the DNA regulatory elements to which they bind. Abnormalities of either could and do result in abnormal regulation of gene expression, which is often manifested as disease. An example of a transcription factor abnormality is acute promyelocytic leukemia (APL), a hematologic malignant disease in which cells of the granulocyte lineage (promyelocytes) fail to differentiate. Normally, retinoic acid (RA) binds to retinoic acid receptor α (RARα), a member of the steroid-thyroid hormone receptor superfamily. RARα forms heterodimers with retinoid X receptor (RXR) and binds to retinoic acid response elements (RAREs) that are present in genes involved in cell differentiation. In the absence of RA, RARα/RXR heterodimers bind to RAREs and recruit the corepressor N-CoR, which in turn recruits HDACs that inhibit gene transcription. Binding of RA to RARα leads to dissociation of N-CoR, which permits binding of the CBP coactivator and activation of RARα-responsive genes that promote cell differentiation. Ninety percent of patients with APL have a translocation affecting chromosomes 15 and 17, t(15;17), that produces a chimeric transcription factor containing the DNA-and hormone-binding domains of RARα, fused to the nuclear protein PML. The PML/RARα chimeric protein also binds to RA and forms heterodimers with RXR but has an abnormally high affinity for N-CoR. At physiological levels of RA, N-CoR remains bound to PML/RARα, blocking promyelocytic differentiation. However, high concentrations of RA induce dissociation of N-CoR and permit differentiation. This mechanism explains why high concentrations of exogenous RA can be used to induce clinical remissions in patients with APL.



HIF-1α (Fig. 4-17A) belongs to the bHLH family of transcription factors. In addition, it contains a PAS domain that mediates dimerization. HIF-1α binds to DNA as a heterodimer with HIF-1β. HIF-1β is expressed at constant levels in cells, but the abundance of HIF-1α changes markedly in response to changes in [O2]. At a normal [O2] (normoxia), HIF-1α levels are low. Under hypoxic conditions, the abundance of HIF-1α increases. HIF-1α together with HIF-1β binds to an enhancer, called a hypoxia response element, that is present in many genes activated during hypoxia, including genes encoding glycolytic enzymes, VEGF, and erythropoietin. (See Note: Dimerization of Basic Helix-Loop-Helix Transcription Factors)
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Figure 4-17 Regulation of HIF-1α by oxygen. A, In the presence of oxygen, HIF-1α is hydroxylated on proline and asparagine by hydroxylases. B, Hydroxylation of HIF-1α promotes its degradation and inhibits its interaction with coactivators. C, In hypoxic conditions, dehydroxylation of HIF-1α promotes its stabilization and transcriptional activity.

The cell regulates the abundance of HIF-1α by hydroxylation—a post-translational modification—at specific proline and asparagine residues. Oxygen activates the prolyl and asparaginyl hydroxylases (Fig. 4-17A). Proline hydroxylation stimulates the interaction of HIF-1α with VHL, a protein that targets HIF-1α for proteosomal degradation (Fig. 4-17B). Asparagine hydroxylation inhibits the interaction of HIF-1α with the transcriptional coactivator CBP. Because both of these hydroxylations reduce transcriptional activity, normoxic conditions lower the expression of HIF-1α target genes.

In contrast, under hypoxic conditions, the hydroxylases are inactive, and HIF-1α is not hydroxylated on proline and asparagine residues. HIF-1α accumulates in the nucleus and interacts with CBP, which activates the transcription of downstream target genes, including VEGF and erythropoietin (Fig. 4-17C). The net result is a system in which the expression of multiple hypoxia-inducible genes is coordinately and tightly regulated through post-translational modification of a common transcriptional activator.


REGULATION OF GENE EXPRESSION BY CHANGES IN DNA STRUCTURE

You might recall that at the outset of this chapter we noted that gene expression entails several steps, beginning with alteration of chromatin structure (Fig. 4-1, step 1). Having already discussed the control of transcription (Fig. 4-1, step 2) in the previous three sections, we return in this penultimate section to the first step and consider how changes in chromatin structure and the methylation of both histones and DNA have long-term effects on gene expression. In the last section, we examine several of the later steps in gene expression.

Chromatin exists in two forms

As discussed earlier, DNA in the nucleus is organized into a higher order structure called chromatin, which consists of DNA and associated histones. Chromatin exists in two general forms that can be distinguished cytologically by their different degrees of condensation. Heterochromatin is a highly condensed form of chromatin that is transcriptionally inactive. In general, highly organized chromatin structure is associated with repression of gene transcription. Heterochromatin contains mostly repetitive DNA sequences and relatively few genes. Euchromatin has a more open structure and contains genes that are actively transcribed. Even in the transcriptionally active “open” euchromatin, local chromatin structure may influence the activity of individual genes. We have already seen that transcriptional activators recruit HATs that remodel chromatin and promote binding of additional transcription factors and the basal transcriptional machinery. Conversely, transcriptional repressors recruit HDACs that promote nucleosome assembly and inhibit gene transcription.

Chemical modification of the histones regulates the establishment and maintenance of euchromatin and heterochromatin. Especially important is methylation, in which a methyltransferase covalently attaches methyl groups to arginine residues and, most significantly, to specific lysine residues in the core histones. In euchromatin, methylation of histone H3 at Lys-4, Lys-36, and Lys-79 correlates with transcriptional activation. In heterochromatin, demethylation of these residues but methylation of H3 at Lys-9 and Lys-27 and of H4 at Lys-20 correlates with transcriptional repression. This pattern of differential methylation in transcriptionally active and inactive chromatin is referred to as a histone code.

Methylation of H3 at Lys-9 recruits heterochromatin protein 1 (HP1), which then self-dimerizes to produce higher order structures (Fig. 4-18A). In addition, HP1 recruits HDAC, which promotes nucleosome assembly. Together, these modifications produce a closed chromatin conformation.
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Figure 4-18 Gene silencing by chromatin modification. A, HP1 binds to methylated Lys-9 in histone H3. Because the HP1 self-dimerizes, the result is chromatin condensation. B, HP1 recruits a histone methyltransferase (HMT) that promotes further lysine methylation, leading to recruitment of additional HP1, propagating histone methylation. C, MBD1 binds to methylated cytosine groups in DNA and can also recruit HMT.

Chromatin modifications can have long-term influences on gene expression

The structure of chromatin can have a long-term influence on gene expression. The following are three examples of long-term regulation of gene expression.

X-inactivation. Females carry two X chromosomes (see Chapter 53), whereas males carry only one copy. To express X-linked genes at the same levels as males, females during development permanently inactivate one of the X chromosomes by globally converting one X chromosome from euchromatin to heterochromatin.

Imprinting. Cells contain two copies of every gene, one inherited from each parent, and usually express each copy identically. In a few cases, however, genes are differentially expressed, depending on whether they are inherited from the mother or the father. This phenomenon is called genomic imprinting. For example, the insulin-like growth factor 2 gene (IGF2; see Chapter 48) is paternally imprinted—only the copy inherited from the father is expressed; the maternal copy is not expressed.

Tissue-specific gene silencing. Many tissue-specific genes are globally inactivated during embryonic development, later to be reactivated only in particular tissues. For example, globin genes are silenced except in erythroid cells. The silencing of genes in nonexpressing tissues is associated with chromatin modifications that are similar to those found in heterochromatin.

X-inactivation, imprinting, and tissue-specific silencing require long-term inactivation of gene expression and the maintenance of this inactivation during DNA replication and cell division. For example, the inactivated X chromosome remains inactivated in the two progeny cells after mitosis. Similarly, genes silenced by imprinting or by tissue-specific silencing remain inactive in progeny cells. The maintenance of gene silencing is an example of epigenetic regulation of gene expression— “epigenetic” because the heritable changes do not depend on DNA sequences.

Chromatin modification mediates the epigenetic regulation of gene expression. As is the case for transcriptional repression in heterochromatin, the methylation of histone H3 at Lys-9 (H3-K9) is characteristic of silencing by X-inactivation, imprinting, and tissue-specific gene silencing. Cells maintain this H3-K9 methylation during division, possibly by using the HP1 discussed earlier (Fig. 4-18A). After it binds to methylated histones, HP1 recruits a histone methyltransferase (HMT) that methylates other H3-K9 residues (Fig. 4-18B), providing a mechanism for propagating histone methylation. During DNA replication, the HMT recruited to a silenced gene on a parental strand of chromatin adds methyl groups to histones on the daughter strands, which maintains gene silencing in the progeny.

Methylation of DNA is associated with gene inactivation

Methylation of cytosine residues at the N5 position is the only well-documented postsynthetic modification of DNA in higher eukaryotes. Approximately 5% of cytosine residues are methylated in mammalian DNA. Methylation usually occurs on cytosine residues that are immediately upstream from guanosines (i.e., CpG dinucleotides).

Several lines of evidence implicate DNA methylation in the control of gene expression.

1. Although CpG dinucleotides are relatively underrepresented in mammalian genomes, they are frequently clustered near the 5′ ends of genes (forming so-called CpG islands). Moreover, methylation of cytosines in these locations is associated with inhibition of gene expression. For example, the inactivated X chromosome in females contains heavily methylated genes.

2. Methylation/demethylation may explain tissue-specific and stage-dependent gene expression. For example, globin genes are methylated in nonexpressing tissues but hypomethylated in erythroid cells. During fetal development, fetal globin genes are demethylated and then become methylated in the adult.

3. Foreign genes that are introduced into cells are transcriptionally inactive if they are methylated but active if demethylated at the 5′ end.

4. Chemical demethylating agents, such as 5-azacytidine, can activate previously inactive genes.

How does DNA methylation cause gene inactivation? One simple mechanism is that methylation inhibits the binding of an essential transcriptional activator. For example, methylation of CpG dinucleotides within the GFAP (glial fibrillary acidic protein) promoter prevents STAT3 binding. A more common mechanism is that methylation produces binding sites for proteins that promote gene inactivation. Cells contain a protein called MeCP2 that binds specifically to methylated CpG dinucleotides as well as to the HDAC. Thus, DNA methylation may silence genes by promoting histone deacetylation. In addition, methylated DNA binds to methyl-CpG binding protein 1 (MBD1), a protein that complexes with HMT (Fig. 4-18C). These last two interactions provide mechanisms coupling DNA methylation to histone modifications that promote heterochromatin formation and gene silencing.

POST-TRANSCRIPTIONAL REGULATION OF GENE EXPRESSION

Although initiation of transcription (Fig. 4-5, step 2) is the most frequently regulated step in gene expression, for certain genes subsequent steps are more important for determining the overall level of expression. These processes are generally classified as post-transcriptional regulation. The mechanisms for regulating these steps are less well understood than are those for regulating transcription initiation, but some information comes from the study of model genes. Post-transcriptional processes that we review here are pre-mRNA splicing (step 5) and transcript degradation (step 8).

Alternative splicing generates diversity from single genes

Eukaryotic genes contain introns that must be removed from the primary transcript to create mature mRNA; this process is called pre-mRNA splicing. Splicing involves the joining of two sites on the RNA transcript, the 5′ splice-donor site and the 3′ splice-acceptor site, and removal of the intervening intron (Fig. 4-19). The first step involves cleavage of the pre-mRNA at the 5′ splice-donor site. Second, joining of the 5′ end of the intron to an adenosine residue located within the intron forms a “lariat” structure. Third, ligation of the 5′ and 3′ splice sites releases the lariat intron. The splicing reaction occurs in the nucleus, mediated by ribonucleoprotein particles (snRNPs) that are composed of proteins and small nuclear RNA (snRNA). Together, the assembly of pre-mRNA and snRNPs forms a large complex called the spliceosome.
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Figure 4-19 Mechanism of pre-mRNA splicing. This example illustrates how a 5′ splice-donor site at one end of exon 1 can link to the 3′ splice-acceptor site at the end of exon 2, thereby splicing out the intervening intron. The process can be divided into three steps: (1) cleavage of the pre-mRNA at the 5′ splice-donor site; (2) joining of the 5′ end of the intron to an adenosine residue that is located within the intron, forming a lariat structure; and (3) ligation of the 5′ and 3′ splice sites and release of the lariat intron.

The location of the 5′ and 3′ splice sites is based, at least in part, on the sequences at the ends of the introns. The 5′ splice-donor site has the consensus sequence 5′-(C/A)AG ↓ GU(G/A)AGU-3′; the vertical arrow represents the boundary between the exon and the intron. The 3′ splice-acceptor site has the consensus sequence 5′-YnNCAG ↓ G-3′; Yn represents a polypyrimidine tract (i.e., a long sequence of only C and U), and N represents any nucleotide. An intronic site located more than 17 nucleotides upstream from the 3′ acceptor site (5′-YNCUG AC-3′), called the branch point, is also present and contains the adenosine (red background in Fig. 4-19) that contributes to formation of the lariat structure.

Many genes undergo alternative splicing, which refers to differential splicing of the same primary transcript to produce mature transcripts that contain different combinations of exons. If the coding region is affected, the resulting splicing variants will encode proteins with distinct primary structures that may have different physiological functions. Thus, alternative splicing is a mechanism for increasing the diversity of proteins that a single gene can produce. Figure 4-20 summarizes seven patterns of alternative splicing.
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Figure 4-20 Types of alternative splicing. CGRP, calcitonin gene–related peptide; HMG-CoA, 3-hydroxy-3-methylglutaryl coenzyme A; Poly-A, polyadenylic acid.

Retained Intron  In some cases, the cell may choose whether to splice out a segment of RNA. For example, the γA isoform of rat γ-fibrinogen lacks the seventh intron, whereas the γB isoform retains the intron (Fig. 4-20A). The retained intron encodes a unique 12–amino acid C terminus in γB-fibrinogen.

Alternative 3′ Splice Sites  In this case, the length of an intron is variable because the downstream boundary of the intron can be at either of two or more different 3′ splice-acceptor sites (Fig. 4-20B). For example, in rat fibronectin, a single donor site may be spliced to any of three acceptor sites. The presence or absence of the amino acids encoded by the sequence between the different splice-acceptor sites results in fibronectin isoforms with different cell adhesion properties.

Alternative 5′ Splice Sites  Here also, the length of the intron is variable. However, in this case, it is the upstream boundary of the intron that can be at either of two or more different 5′ splice-donor sites (Fig. 4-20C). For example, cells can generate mRNA encoding 3-hydroxy-3-methylglutaryl–coenzyme A (HMG-CoA) reductase (see Chapter 46) with different 5′ untranslated regions by splicing from multiple donor sites for the first intron to a single acceptor site.

Cassette Exons  In some cases, the cell may choose either to splice in an exon or group of exons (cassette exons) or to not splice them in (Fig. 4-20D). An example is the α-tropomyosin gene, which contains 12 exons. All α-tropomyosin transcripts contain the invariant exons 1, 4 to 6, 8, and 9. All muscle-like cells splice in exon 7, but hepatoma (i.e., liver tumor) cells do not splice in exon 7; they directly link exon 6 to exon 8.

Mutually Exclusive Exons  In yet other cases, the cell may splice in mutually exclusive exons (Fig. 4-20E). One of the Na/K/Cl cotransporter genes (NKCC2) is an example. Isoforms containing distinct 96-bp exons are differentially expressed in the kidney cortex and medulla. Because the encoded amino acid sequence is predicted to reside in the membrane, the isoforms may have different kinetic properties. The α-tropomyosin gene again is another example. Smooth muscle cells splice in exon 2 but not exon 3. Striated muscle cells and myoblasts splice in exon 3 but not exon 2. Fibroblasts and hepatoma cells do not splice in either of these two exons.

Alternative 5′ Ends  Cells may differentially splice the 5′ end of the gene (Fig. 4-20F) and thereby select different promoters. In the case of the myosin light chain gene (see Chapter 9), which consists of nine exons, one transcript is initiated from a promoter that is located upstream from exon 1, skips exons 2 and 3, and includes exons 4 to 9. The other transcript is initiated instead at a promoter located in the first intron and consists of exons 2, 3, and 5 to 9. Because the coding region is affected, the two transcripts encode proteins that differ at their N-terminal ends. These splice variants are found in different cells or different developmental stages. α-Amylase (see Chapter 45) is another example. Transcription can begin from two different sites and produce mRNA that contains different first exons. Because the two mRNAs have different promoters, this alternative splicing permits differential regulation of gene expression in liver and salivary glands.

Alternative 3′ Ends  Finally, cells may differentially splice the transcript near the 3′ end of the gene (Fig. 4-20G) and thereby alter the site of cleavage and polyadenylation. Such splicing may also affect the coding region. Again, α-tropomyosin is an example. Striated muscle cells splice in exon 11, which contains one alternative 3′ untranslated region. Smooth muscle cells splice in exon 12 instead of exon 11. Another example is the calcitonin gene, which encodes both the hormone calcitonin (see Chapter 52) and calcitonin gene–related peptide α (CGRPα). Thyroid C cells produce one splice variant that includes exons 1 to 4 and encodes calcitonin. Sensory neurons, on the other hand, produce another splice variant that excludes exon 4 but includes exons 5 and 6. It encodes a different protein, CGRPα.

These examples illustrate that some splicing variants are expressed only in certain cell types but not in others. Clearly, control of alternative splicing must involve steps other than initiation of transcription because many splice variants have identical 5′ ends. In some genes, the control elements that are required for alternative splicing have been identified, largely on the basis of deletion mutations that result in aberrant splicing. These control elements can reside in either introns or exons and are located within or near the splice sites. The proteins that interact with such elements remain largely unknown, although some RNA-binding proteins that may be involved in regulation of splicing have been identified.


Regulatory elements in the 3′ untranslated region control mRNA stability

The stability of mRNA in cytoplasm varies widely for different transcripts. Transcripts that encode cytokines and immediate-early genes are frequently short-lived, with half-lives measured in minutes. Other transcripts are much more stable, with half-lives that exceed 24 hours. Moreover, cells can modulate the stability of individual transcripts and thus use this mechanism to affect the overall level of expression of the gene.

Degradation of mRNA is mediated by enzymes called ribonucleases. These enzymes include 3′-5′ exonucleases, which digest RNA from the 3′ end; 5′-3′ exonucleases, which digest from the 5′ end; and endonucleases, which digest at internal sites. A structural feature of typical mRNA that contributes to its stability in cytoplasm is the 5′ methyl cap, in which the presence of the 5′-5′ phosphodiester bond makes it resistant to digestion by 5′-3′ exonucleases. Similarly, the poly(A) tail at the 3′ end of the transcript often protects messages from degradation. Deadenylation (i.e., removal of the tail) is often a prerequisite for mRNA degradation. Accordingly, transcripts with long poly(A) tails may be more stable in cytoplasm than are transcripts with short poly(A) tails.

Regulatory elements that stabilize mRNA, as well as elements that accelerate its degradation, are frequently located in the 3′ untranslated region of the transcripts. A well-characterized example of a gene that is primarily regulated by transcript stability is the transferrin receptor (Fig. 4-21). The transferrin receptor is required for uptake of iron into most of the cells of the body (see Chapter 2). During states of iron deprivation, transferrin receptor mRNA levels increase, whereas transcript levels decrease when iron is plentiful. Regulation of transferrin receptor gene expression is primarily post-transcriptional; these alterations in the level of transferrin receptor mRNA are achieved through changes in the half-life of the message.
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Figure 4-21 The role of iron in regulating the stability of the mRNA for the transferrin receptor. The mRNA that encodes the transferrin receptor has a series of IREs in its 3′ untranslated region.

Regulation of transferrin receptor mRNA stability depends on elements that are located in the 3′ untranslated region called iron response elements (IREs). An IRE is a stem-loop structure that is created by intramolecular hydrogen bond formation. The human transferrin receptor transcript contains five IREs in the 3′ untranslated region. The IRE binds a cellular protein called IRE-binding protein (IRE-BP), which stabilizes transferrin receptor mRNA in the cytoplasm. When IRE-BP dissociates, the transcript is rapidly degraded. IRE-BP can also bind to iron, and the presence of iron decreases its affinity for the IRE. During states of iron deficiency, less iron binds to IRE-BP, and thus more IRE-BP binds to the IRE on the mRNA. The increased stability of the transcript allows the cell to produce more transferrin receptors. Conversely, when iron is plentiful and binds to IRE-BP, IRE-BP dissociates from the IRE, and the transferrin receptor transcript is rapidly degraded. This design prevents cellular iron overload.

RNA interference may regulate mRNA stability and translation

Small regulatory RNAs, called small interfering RNAs (siRNA), may modulate gene expression both at the post-transcriptional level and at the level of chromatin structure. These siRNAs are short (~22 bp) double-stranded RNA molecules, one strand of which is complementary in sequence to a target mRNA. The process in which siRNAs silence the expression of specific genes is called RNA interference (RNAi).

Recall that RNA is usually single stranded. However, certain non–protein-coding sequences in the genome may yield RNA transcripts that contain inverted repeats, allowing double-stranded hairpins to form through intramolecular hydrogen bonds (Fig. 4-22). Cleavage of the hairpin structure by an endonuclease called Dicer produces the mature siRNA.

[image: image]

Figure 4-22 Regulation of gene expression by RNA interference. The siRNA is produced from hairpin RNA by Dicer. 1, Assembly of siRNA in the RISC complex results in cleavage of the target mRNA. 2, The siRNA can also inhibit mRNA translation. 3, Assembly of siRNA in the RITS complex promotes DNA methylation and gene silencing.

Mature siRNA can assemble into a ribonucleoprotein complex called RNA-induced silencing complex (RISC), which specifically cleaves a target mRNA that is complementary in sequence to one of the strands of the siRNA (Fig. 4-22A). In addition, the binding of an siRNA to a complementary mRNA can inhibit translation of the mRNA into protein (Fig. 4-22B). Finally, siRNAs can assemble into another ribonucleoprotein complex called RNA-induced transcriptional silencing (RITS), which promotes DNA and histone methylation and thus the formation of heterochromatin (Fig. 4-22C).

Hundreds of genes that are potentially regulated by RNAi have been identified, and it is likely that this number will continue to grow. Because the expression of siRNAs is often tissue specific and developmentally regulated, RNAi may be an important mechanism for silencing gene expression during cell differentiation.
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GLOSSARY

AP-1 activator protein 1, a Jun/Fos heterodimer that is a transcription factor (Table 4-1).

AR androgen receptor.

ATF-2 activating transcription factor 2, a transcription factor (Table 4-1).

bHLH basic helix-loop-helix family of transcription factors.

Brg1 Brahma-related gene 1, central motor component of SWI/SNF.

bZIP basic zipper family of transcription factors.

CAR constitutive androstane receptor.

CARM1 a coactivator and methyltransferase that methylates histones.

cAMP cyclic adenosine monophosphate.

CBP CREB-binding protein, 245 kDa, a coactivator.

C/EBPβ CCAAT/enhancer binding protein β, a transcription factor (Table 4-1).

c-Fos a transcription factor.

c-Jun a transcription factor.

c-Myc a transcription factor (Table 4-1).

CRE cAMP response element, a DNA sequence.

CREB CRE binding protein, 43 kDa.

CREM cAMP response element modifier, a transcriptional repressor.

CTD C-terminal domain of the largest subunit of Pol II.

DNA deoxyribonucleic acid.

E box sequence of six nucleotides (CANNTG, where N is any nucleotide) recognized by transcription factors MyoD and myogenin.

EGF epidermal growth factor.

Egr-1 a transcription factor (activator) that binds through zinc fingers to the same DNA site as WT-1 (repressor).

EKLF erythroid Kruppel-like factor (a transcription factor).

Elk-1 a transcription factor.

ER estrogen receptor.

FGF fibroblast growth factor.

FXR bile acid receptor.

GAL4 a yeast transcription factor that activates certain genes when yeast grows in galactose-containing media.

GAS interferon γ activation site.

GATA-1 a transcription factor.

GFAP glial fibrillary acidic protein.

GR glucocorticoid receptor.

GRB2 growth factor receptor-bound protein 2, a protein that contains SH2 domains that bind to phosphotyrosine residues on an activated receptor tyrosine kinase. GRB2 also contains SH3 domains that bind to proline-rich regions of SOS.

GRE glucocorticoid response element.

HAT histone acetyltransferase.

HDAC histone deacetylase.

HIF-1α and HIF-1β hypoxia-inducible factors.

HMT histone methyltransferase.

HNF-1, HNF-3, HNF-4 transcription factors.

hnRNA heterogeneous nuclear RNA, primary transcript of DNA, unprocessed.

HP1 heterochromatin protein 1.

hsp90 90-kDa heat shock protein, a molecular chaperone.

HTH helix-turn-helix family of transcription factors.

IFN-α, β, γ interferons α, β, and γ.

IGF-1 and IGF-2 insulin-related growth factors.

Inr “initiator,” a promoter sequence in both TATA-containing and TATA-less genes.

IRE iron response element.

ISRE interferon-stimulated response element.

JAK1, JAK2 Janus kinase, a protein tyrosine kinase.

LCR locus control region, a site distant from the structural genes.

MAPK or MAP kinase mitogen-activated protein kinase; also known as ERK-1, ERK-2 for extracellular signal-regulated kinase.

MBD1 methyl-CpG binding protein 1.

MeCP2 binds to methylated CpG dinucleotides on DNA.

MEK MAP kinase kinase (MAPKK). In the Ras cascade, it is phosphorylated by Raf-1 (MAPKKK) and phosphorylates MAP kinase (MAPK). It is also activated by JAK, part of the receptor-associated tyrosine kinase pathway.

mRNA messenger RNA.

MR mineralocorticoid receptor.

MyoD a bHLH-type transcription factor.

N-CoR a corepressor of transcription; also known as SMRT.

NF-1 nuclear factor 1, a transcription factor (Table 4-1).

NF-E2 nuclear factor E2, a heterodimeric protein complex composed of p45 and small Maf family proteins considered crucial for the proper differentiation of erythrocytes and megakaryocytes in vivo.

NF-κB a transcription factor and protein complex responsible for regulating the immune response to infection.

NF-Y ubiquitous multisubunit CCAAT binding protein composed of three subunits: NF-YA, NF-YB, NF-YC.

NGF nerve growth factor.

NRE negative regulatory element.

Oct-1 ubiquitous DNA-binding protein that recognizes a DNA sequence called the octamer motif (Table 4-1).

P box sequence of six amino acids at the C terminus of a zinc finger.

p62TCF ternary complex factor, a transcription factor.

PDGF platelet-derived growth factor.

PEPCK phosphoenolpyruvate carboxykinase, the enzyme that catalyzes the rate-limiting step in gluconeogenesis.

Pit-1 an HTH-type pituitary-specific transcription factor.

Pol II RNA polymerase II, the polymerase that transcribes DNA to mRNA.

PPAR peroxisome proliferator–activated (i.e., lipid) receptor.

PR progesterone receptor.

P-TEFb positive transcription elongation factor b, a kinase that phosphorylates the CTD of Pol II.

Raf-1 a serine/threonine kinase, also known as MAP kinase kinase kinase (MAPKKK).

RAR retinoic acid receptor.

RARE retinoic acid response element.

Ras a low-molecular-weight GTP-binding protein.

RIP regulated intramembraneous proteolysis.

RISC RNA-induced silencing complex.

RITS RNA-induced transcriptional silencing.

RNA ribonucleic acid.

RNAi RNA interference.

RNAPII an alternative designation for RNA polymerase II (Pol II).

RTK receptor tyrosine kinase.

RXR retinoid X receptor.

SH2 Src homology domain 2, a domain on a protein that binds to phosphotyrosine-containing sites.

SH3 Src homology domain 3, a domain on a protein that binds to proline-rich sequences.

Sin3A, Sin3B corepressors.

siRNA small interfering RNA.

snRNA small nuclear RNA.

snRNP a complex of proteins and snRNA.

SOS son of “sevenless” protein, a guanine nucleotide exchange protein that is part of the Ras signaling cascade. It becomes active when it binds to GRB2. It promotes the conversion of inactive GDP-Ras to active GTP-Ras.

Sp1 stimulating protein 1, a transcription factor.

SRC steroid receptor coactivator.

SREBP sterol regulatory element binding protein.

SRF serum response factor, a transcription factor.

STAT signal transducer and activator of transcription.

SUMO small ubiquitin-like modifiers.

SWI/SNF multiprotein complexes initially identified in yeast as “switching mating type/sucrose non-fermenting.”

SXR steroid and xenobiotic receptor.

TAFs TBP-associated factors.

TATA box common gene promoter sequence.

TBP TATA-binding protein.

TFIIA transcription factor IIA.

TFIIB transcription factor IIB.

TFIID transcription factor IID.

TFIIE transcription factor IIE.

TFIIF transcription factor IIF.

TFIIH transcription factor IIH.

TR thyroid hormone receptor.

TRAP220 a component of Mediator.

tRNA transfer RNA.

Tyk a protein tyrosine kinase related to JAK.

UTR untranslated region of mRNA.

VDR vitamin D receptor.

VEGF vascular endothelial growth factor.

VHL a protein that targets HIF-1α for proteosomal degradation.

VP16 viral protein from herpes simplex virus, a transcription factor.

WT-1 Wilms tumor protein, a transcriptional repressor that binds through zinc fingers to the same DNA site as Egr-1 (activator).


CHAPTER 5

TRANSPORT OF SOLUTES AND WATER

Peter S. Aronson, Walter F. Boron and Emile L. Boulpaep

The cells of the human body live in a carefully regulated fluid environment. The fluid inside the cells, the intracellular fluid (ICF), occupies what is called the intracellular compartment, and the fluid outside the cells, the extracellular fluid (ECF), occupies the extracellular compartment. The barriers that separate these two compartments are the cell membranes. For life to be sustained, the body must rigorously maintain the volume and composition of the intracellular and extracellular compartments. To a large extent, such regulation is the result of transport across the cell membrane. In this chapter, we discuss how cell membranes regulate the distribution of ions and water in the intracellular and extracellular compartments.

THE INTRACELLULAR AND EXTRACELLULAR FLUIDS

Total body water is the sum of the intracellular and extracellular fluid volumes

Total body water is ~60% of total body weight in a young adult human male, approximately 50% of total body weight in a young adult human female (Table 5-1), and 65% to 75% of total body weight in an infant. Total body water accounts for a lower percentage of weight in females because they typically have more adipose tissue, and fat cells have a lower water content than muscle does. Even if gender and age are taken into consideration, the fraction of total body weight contributed by water is not constant for all individuals under all conditions. For example, variability in the amount of adipose tissue can influence the fraction. Because water represents such a large fraction of body weight, acute changes in total body water can be detected simply by monitoring body weight. (See Note: Determination of the Volume of Body Fluid Compartments)

Table 5-1 Approximate Water Distribution in Adult Humans*
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The anatomy of the body fluid compartments is illustrated in Figure 5-1. The prototypic 70-kg male has ~42 liters of total body water (60% of 70 kg). Of these 42 liters, ~60% (25 liters) is intracellular and ~40% (17 liters) is extracellular. Extracellular fluid is composed of blood plasma, interstitial fluid, and transcellular fluid.
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Figure 5-1 The fluid compartments of a prototypic adult human weighing 70 kg. Total body water is divided into four major compartments: intracellular fluid (green), interstitial fluid (blue), blood plasma (red), and transcellular water such as synovial fluid (tan). Color codes for each of these compartments are maintained throughout this book.

Plasma Volume  Of the ~17 liters of ECF, only ~20% (~3 liters) is contained within the cardiac chambers and blood vessels, that is, within the intravascular compartment. The total volume of this intravascular compartment is the blood volume, ~5.5 liters. The extracellular 3 liters of the blood volume is the plasma volume. The balance, ~2.5 liters, consists of the cellular elements of blood: erythrocytes, leukocytes, and platelets. The fraction of blood volume that is occupied by these cells is called the hematocrit. The hematocrit is determined by centrifuging blood that is treated with an anticoagulant and measuring the fraction of the total volume that is occupied by the packed cells.

Interstitial Fluid  About 75% (~13 liters) of the ECF is outside the intravascular compartment, where it bathes the nonblood cells of the body. Within this interstitial fluid are two smaller compartments that communicate only slowly with the bulk of the interstitial fluid: dense connective tissue, such as cartilage and tendons, and bone matrix.

The barriers that separate the intravascular and interstitial compartments are the walls of capillaries. Water and solutes can move between the interstitium and blood plasma by crossing capillary walls and between the interstitium and cytoplasm by crossing cell membranes.

Transcellular Fluid  Finally, ~5% (~1 liter) of ECF is trapped within spaces that are completely surrounded by epithelial cells. This transcellular fluid includes the synovial fluid within joints and the cerebrospinal fluid surrounding the brain and spinal cord. Transcellular fluid does not include fluids that are, strictly speaking, outside the body, such as the contents of the gastrointestinal tract or urinary bladder.

Intracellular fluid is rich in K+, whereas the extracellular fluid is rich in Na+ and Cl−


Not only do the various body fluid compartments have very different volumes, they also have radically different compositions, as summarized in Figure 5-1. Table 5-2 is a more comprehensive listing of these values. Intracellular fluid is high in K+ and low in Na+ and Cl−; extracellular fluids (interstitial and plasma) are high in Na+ and Cl− and low in K+. The cell maintains a relatively high K+ concentration ([K+]i) and low Na+ concentration ([Na+]i), not by making its membrane totally impermeable to these ions but by using the Na-K pump to actively extrude Na+ from the cell and to actively transport K+ into the cell.

Table 5-2 Approximate Solute Composition of Key Fluid Compartments
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The composition of transcellular fluids differs greatly both from each other and from plasma because they are secreted by different epithelia. The two major constituents of ECF, the plasma and interstitial fluid, have similar composition as far as small solutes are concerned. For most cells, it is the composition of the interstitial fluid enveloping the cells that is the relevant parameter. The major difference between plasma and interstitial fluid is the absence of plasma proteins from the interstitium. These plasma proteins, which cannot equilibrate across the walls of most capillaries, are responsible for the usually slight difference in small-solute concentrations between plasma and interstitial fluid. Plasma proteins affect solute distribution because of the volume they occupy and the electrical charge they carry.

Volume Occupied by Plasma Proteins  The proteins and, to a much lesser extent, the lipids in plasma ordinarily occupy ~7% of the total plasma volume. Clinical laboratories report the plasma composition of ions (e.g., Na+, K+) in units of milliequivalents (meq) per liter of plasma solution. However, for cells bathed by interstitial fluid, more meaningful units would be milliequivalents per liter of protein-free plasma solution because it is only the protein-free portion of plasma—and not the proteins dissolved in this water—that can equilibrate across the capillary wall. For example, we can obtain [Na+] in protein-free plasma (which clinicians call plasma water) by dividing the laboratory value for plasma [Na+] by the plasma water content (usually 93%):
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Similarly, for Cl−,
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Table 5-2 lists solute concentrations in terms of both liters of plasma and liters of plasma water. If the plasma water fraction is less than 93% because of hyperproteinemia (high levels of protein in blood) or hyperlipemia (high levels of lipid in blood), the values that the clinical laboratory reports for electrolytes may appear abnormal even though the physiologically important concentration (solute concentration per liter of plasma water) is normal. For example, if a patient’s plasma proteins and lipids occupy 20% of plasma volume and consequently plasma water is only 80% of plasma, a correction factor of 0.80 (rather than 0.93) should be used in Equation 5-1. If the clinical laboratory were to report a very low plasma [Na+] of 122 meq/L plasma, the patient’s [Na+] relevant to interstitial fluid would be 122/0.80 = 153 meq/L plasma water, which is quite normal.

Effect of Protein Charge  For noncharged solutes such as glucose, the correction for protein and lipid volume is the only correction needed to predict interstitial concentrations from plasma concentrations. Because plasma proteins carry a net negative charge and because the capillary wall confines them to the plasma, they tend to retain cations in plasma. Thus, the cation concentration of the protein-free solution of the interstitium is lower by ~5%. Conversely, because these negatively charged plasma proteins repel anions, the anion concentration of the protein-free solution of the interstitium is higher by ~5%. We consider the basis for these 5% corrections in the discussion of the Gibbs-Donnan equilibrium.

Thus, for a monovalent cation such as Na+, the interstitial concentration is 95% of the [Na+] of the protein-free plasma water, the value from Equation 5-1:
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For a monovalent anion such as Cl−, the interstitial concentration is 105% of the [Cl−] of the protein-free water of plasma, a value already obtained in Equation 5-2:
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Thus, for cations (e.g., Na+), the two corrections (0.95/0.93) nearly cancel each other. On the other hand, for anions (e.g., Cl−), the two corrections (1.05/0.93) are cumulative and yield a total correction of ~13%.

All body fluids have approximately the same osmolality, and each fluid has equal numbers of positive and negative charges

Osmolality  Despite the differences in solute composition among the intracellular, interstitial, and plasma compartments, they all have approximately the same osmolality. Osmolality describes the total concentration of all particles that are free in a solution. Thus, glucose contributes one particle, whereas fully dissociated NaCl contributes two. Particles bound to macromolecules do not contribute at all to osmolality. In all body fluid compartments, humans have an osmolality—expressed as the number of osmotically active particles per kilogram of water—of ~290 mosmol/kg H2O (290 mOsm). (See Note: Osmolality vs. Osmolarity)

Plasma proteins contribute ~14 meq/L (Table 5-2). However, because these proteins usually have many negative charges per molecule, not many particles (~1 mM) are necessary to account for these milliequivalents. Moreover, even though the protein concentration—measured in terms of grams per liter—may be high, the high molecular weight of the average protein means that the protein concentration—measured in terms of moles per liter—is very low. Thus, proteins actually contribute only slightly to the total number of osmotically active particles (~1 mOsm).

Summing the total concentrations of all the solutes in the cells and interstitial fluid (including metabolites not listed in Table 5-2), we would see that the total solute concentration of the intracellular compartment is higher than that of the interstitium. Because the flow of water across cell membranes is governed by differences in osmolality across the membrane, and because the net flow is normally zero, intracellular and extracellular osmolality must be the same. How, then, do we make sense of this discrepancy? For some ions, a considerable fraction of their total intracellular store is bound to cellular proteins or complexed to other small solutes. In addition, some of the proteins are themselves attached to other materials that are out of solution. In computing osmolality, we count each particle once, whether it is a free ion, a complex of two ions, or several ions bound to a protein. For example, most of the intracellular Mg2+ and phosphate and virtually all the Ca2+ are either complexed or bound. Some of the electrolytes in blood plasma are also bound to plasma proteins; however, the bound fraction is generally much lower than the fraction in the cytosol.

Electroneutrality  All solutions must respect the principle of bulk electroneutrality: the number of positive charges in the overall solution must be the same as the number of negative charges. If we add up the major cations and anions in the cytosol (Table 5-2), we see that the sum of [Na+]i and [K+]i greatly exceeds the sum of [Cl−]i and [HCO−3]i. The excess positive charge reflected by this difference is balanced by the negative charge on intracellular macromolecules (e.g., proteins) as well as smaller anions such as organic phosphates.

There is a similar difference between major cations and anions in blood plasma, where it is often referred to as the anion gap. The clinical definition of anion gap is
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Note that plasma [K+] is ignored. The anion gap, usually 9 to 14 meq/L, is the difference between ignored anions and ignored cations. Among the ignored anions are anionic proteins as well as small anionic metabolites. Levels of anionic metabolites, such as acetoacetate and β-hydroxybutyrate, can become extremely high, for example, in type 1 diabetic patients with very low levels of insulin (see Chapter 51). Thus, the anion gap increases under these conditions.

The differences in ionic composition between the ICF and ECF compartments are extremely important for normal functioning of the body. For example, because the K+ gradient across cell membranes is a major determinant of electrical excitability, clinical disorders of extracellular [K+] can cause life-threatening disturbances in the heart rhythm. Disorders of extracellular [Na+] cause abnormal extracellular osmolality, with water being shifted into or out of brain cells; if uncorrected, such disorders lead to seizures, coma, or death.

These examples of clinical disorders emphasize the absolute necessity of understanding the processes that control the volume and composition of the body fluid compartments. These processes are the ones that move water and solutes between the compartments and between the body and the outside world.

SOLUTE TRANSPORT ACROSS CELL MEMBRANES

In passive, noncoupled transport across a permeable membrane, a solute moves down its electrochemical gradient

We are all familiar with the way that water can flow from one side of a dike to another, provided the water levels between the two sides of the dike are different and the water has an open pathway (a breach in the dike) to move from one side to the other. In much the same way, a substance can passively move across a membrane that separates two compartments when there is both a favorable driving force and an open pathway through which the driving force can exert its effect.

When a pathway exists for transfer of a substance across a membrane, the membrane is said to be permeable to that substance. The driving force that determines the passive transport of solutes across a membrane is the electrochemical gradient or electrochemical potential energy difference acting on the solute between the two compartments. This electrochemical potential energy difference includes a contribution from the concentration gradient of the solute—the chemical potential energy difference—and, for charged solutes (e.g., Na+, Cl−), a contribution from any difference in voltage that exists between the two compartments—the electrical potential energy difference.

This concept of how force and pathway determine passive movement of solutes is most easily illustrated by the example of passive, noncoupled transport. Noncoupled transport of a substance X means that movement of X across the membrane is not directly coupled to the movement of any other solute or to any chemical reaction (e.g., the hydrolysis of ATP). What, then, are the driving forces for the net movement of X? Clearly, if the concentration of X is higher in the outside compartment ([X]o) than in the inside compartment ([X]i), and assuming no voltage difference, the concentration gradient will act as the driving force to bring about the net movement of X across the membrane from outside to inside (Fig. 5-2). If [X] is the same on both sides but there is a voltage difference across the membrane—that is, the electrical potential energy on the outside (ψo) is not the same as on the inside (ψi)—this voltage difference will also drive the net movement of X, provided X is charged. The concentration gradient for X and the voltage difference across the membrane are the two determinants of the electrochemical potential energy difference for X between the two compartments. Because the movement of X by such a noncoupled mechanism is not directly coupled to the movement of other solutes or to any chemical reactions, the electrochemical gradient for X is the only driving force that contributes to the transport of X. Thus, the transport of X by a noncoupled, passive mechanism must always proceed “downhill,” in the direction down the electrochemical potential energy difference for X.
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Figure 5-2 Uncoupled transport of a solute across a cell membrane. The net passive movement of a solute (X) depends on both the difference in concentration between the inside of the cell ([X]i) and the outside of the cell ([X]o) and the difference in voltage between the inside of the cell (ψi) and the outside of the cell (ψo).

Regardless of how X moves passively through the membrane—whether X moves through lipid or through a membrane protein—the direction of the overall driving force acting on X determines the direction of net transport. In the example in Figure 5-2, the overall driving force favors net transport from outside to inside (influx). However, X may still move from inside to outside (efflux). Movement of X across the membrane in one direction or the other is known as unidirectional flux. The algebraic sum of the two unidirectional fluxes is the net flux, or the net transport rate. Net transport occurs only when the unidirectional fluxes are unequal. In Figure 5-2, the overall driving force makes unidirectional influx greater than unidirectional efflux, resulting in net influx.

When no net driving force is acting on X, we say that X is at equilibrium across the membrane and there is no net transport of X across the membrane. However, even when X is in equilibrium, there may be and usually are equal and opposite movements of X across the membrane. Net transport takes place only when the net driving force acting on X is displaced from the equilibrium point, and transport proceeds in the direction that would bring X back to equilibrium.

Equilibrium is actually a special case of a steady state. In a steady state, by definition, the conditions related to X do not change with time. Thus, a transport system is in a steady state when both the driving forces acting on it and the rate of transport are constant with time. Equilibrium is the particular steady state in which there is no net driving force and thus no net transport.

How can a steady state persist when X is not in equilibrium? Returning to the dike analogy, the downhill flow of water can be constant only if some device, such as a pump, keeps the water levels constant on both sides of the dike. A cell can maintain a nonequilibrium steady state for X only when some device, such as a mechanism for actively transporting X, can compensate for the passive movement of X and prevent the intracellular and extracellular concentrations of X from changing with time. This combination of a pump and a leak maintains both the concentrations of X and the passive flux of X.

At equilibrium, the chemical and electrical potential energy differences across the membrane are equal but opposite

As noted in the preceding section, the driving force for the passive, uncoupled transport of a solute is the electrochemical potential energy difference for that solute across the membrane that separates the inside (i) from the outside (o). We define the electrochemical potential energy difference as (See Note: The Electrochemical Potential Energy Difference for an Ion across a Cell Membrane)
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where zX is the valence of X, T is absolute temperature, R is the gas constant, and F is Faraday’s constant. The first term on the right-hand side of Equation 5-6, the difference in chemical potential energy, describes the energy change (joules/mole) as X moves across the membrane if we disregard the charge—if any—on X. The second term, the difference in electrical potential energy, describes the energy change as a mole of charged particles (each with a valence of zX) moves across the membrane. The difference (ψi − ψo) is the voltage difference across the membrane (Vm), also known as the membrane potential.

By definition, X is at equilibrium when the electrochemical potential energy difference for X across the membrane is zero:
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Thus, [image: image] is the net driving force (units: joules/mole). When [image: image] is not zero, X is not in equilibrium and will obviously tend either to enter the cell or to leave the cell, provided a pathway exists for X to cross the membrane.

It is worthwhile to consider two special cases of the equilibrium state (Equation 5-7). First, when either the chemical or the electrical term in Equation 5-6 is zero, the other must also be zero. For example, when X is uncharged (zX = 0), as in the case of glucose, equilibrium can occur only when [X] is equal on the two sides of the membrane. Alternatively, when X is charged, as in the case of Na+, but the voltage difference (i.e., Vm) is zero, equilibrium likewise can occur only when [X] is equal on the two sides of the membrane. Second, when neither the chemical nor the electrical term in Equation 5-6 is zero, equilibrium can occur only when the two terms are equal but of opposite sign. Thus, if we set [image: image] in Equation 5-6 to zero, as necessary for a state of equilibrium,
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This relationship is the Nernst equation, which describes the conditions when an ion is in equilibrium across a membrane. Given values for [X]i and [X]o, X can be in equilibrium only when the voltage difference across the membrane equals the equilibrium potential (EX), also known as the Nernst potential. Stated somewhat differently, EX is the value that the membrane voltage would have to have for X to be in equilibrium. If we express the logarithm to the base 10, then for the special case in which the temperature is 29.5°C: (See Note: Difference between Vm and EX)
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At normal body temperature (37°C), the coefficient is ~61.5 mV instead of 60 mV. At 20°C, it is ~58.1 mV. (See Note: 60 mV per 10-fold Concentration Change)

To illustrate the use of Equation 5-9, we compute EX for a monovalent cation, such as K+. If [K+]i is 100 mM and [K+]o is 10 mM, a 10-fold concentration gradient, then
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Thus, a 10-fold gradient of a monovalent ion such as K+ is equivalent, as a driving force, to a voltage difference of 60 mV. For a divalent ion such as Ca2+, a 10-fold concentration gradient can be balanced as a driving force by a voltage difference of 60 mV/2, or only 30 mV.

(Vm – EX) is the net electrochemical driving force acting on an ion

When dealing with an ion (X), it is more convenient to think about the net driving force in voltage (units: mV) rather than electrochemical potential energy difference (units: joules/mole). If we divide all terms in Equation 5-6 by the product of valence and Faraday’s constant (zXF), we obtain
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Because the energy terms previously expressed as joules per mole were divided by coulombs per mole (i.e., zXF)—all three energy terms enclosed in braces are now in units of joules per coulomb or volts. The term on the left is the net electrochemical driving force acting on ion X. The first term on the right, as defined in Equation 5-8, is the negative of the Nernst equilibrium potential (−EX). The second term on the right is the membrane voltage (Vm). Thus, a convenient equation expressing the net driving force is
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In Table 5-3, we use this equation—along with the values in Table 5-2 for extracellular (i.e., interstitial) and intracellular concentrations and a typical Vm of −60 mV—to compute the net driving force of Na+, K+, Ca2+, Cl−, HCO−3, and H+. When the net driving force is negative, cations will enter the cell and anions will exit. Stated differently, when Vm is more negative than EX (i.e., the cell is too negative for X to be in equilibrium), a cation will tend to enter the cell and an anion will tend to exit.

Table 5-3 Net Electrochemical Driving Forces Acting on Ions in a Typical Cell*
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In simple diffusion, the flux of an uncharged substance through membrane lipid is directly proportional to its concentration difference

The difference in electrochemical potential energy of a solute X across the membrane is a useful parameter because it allows us to predict whether X is in equilibrium across the cell membrane (i.e., Is [image: image] = 0?) or, if not, whether X would tend to passively move into the cell or out of the cell. As long as the movement of X is not coupled to the movement of another substance or to some biochemical reaction, the only factor that determines the direction of net transport is the driving force [image: image] = 0. The ability to predict the movement of X is independent of any detailed knowledge of the actual transport pathway mediating its passive transport. In other words, we can understand the overall energetics of X transport without knowing anything about the transport mechanism itself, other than knowing that it is passive.

So far, we have discussed only the direction of net transport, not the rate. How will the rate of X transport vary if we vary the driving force [image: image]? Unlike the issue of direction, determining the rate—that is, the kinetics—of transport requires knowing the peculiarities of the actual mechanism that mediates passive X transport.

Most transport systems are so complicated that a straightforward relationship between transport rate and [image: image] may not exist. Here we examine the simplest case, which is simple diffusion. How fast does an uncharged, hydrophobic solute move through a lipid bilayer? Gases (e.g., CO2), a few endogenous compounds (e.g., steroid hormones), and many drugs (e.g., anesthetics) are both uncharged and hydrophobic. Imagine that such a solute is present on both sides of the membrane but at a higher concentration on the outside (Fig. 5-2). Because X has no electrical charge and because [X]o is greater than [X]i, the net movement of X will be into the cell. How fast X moves is described by its flux (JX), namely, the number of moles of X crossing a unit area of membrane (typically 1 cm2) per unit time (typically 1 second). Thus JX has the units moles/(cm2 • s). The better that X can dissolve in the membrane lipid (i.e., the higher the lipid-water partition coefficient of X), the more easily X will be able to traverse the membrane-lipid barrier. The flux of X will also be greater if X moves more readily once it is in the membrane (i.e., a higher diffusion coefficient) and if the distance that it must traverse is short (i.e., a smaller membrane thickness). We can combine these three factors into a single parameter called the permeability coefficient of X (PX). Finally, the flux of X will be greater as the difference in [X] between the two sides of the membrane increases (a large gradient). (See Note: Definition of Permeability Coefficient)

These concepts governing the simple diffusion of an electrically neutral substance were quantified by Adolf Fick in the 1800s and applied by others to the special case of a cell membrane. They are embodied in the following equation, which is a simplified version of Fick’s law:
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As already illustrated in Figure 5-2, we can separate the net flux of X into a unidirectional influx [image: image] and a unidirectional efflux [image: image]. The net flux of X into the cell is simply the difference between the unidirectional fluxes:
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Thus, unidirectional influx is proportional to the outside concentration, unidirectional efflux is proportional to the inside concentration, and net flux is proportional to the concentration difference (not the ratio [X]o/[X]i, but the difference [X]o − [X]i). In all cases, the proportionality constant is PX.

A description of the kinetic behavior of a transport system (Equation 5-14)—that is, how fast things move—cannot violate the laws of energetics, or thermodynamics (Equation 5-6)—that is, the direction in which things move to restore equilibrium. For example, the laws of thermodynamics (Equation 5-6) predict that when the concentration gradient for a neutral substance is zero (i.e., when [X]o/[X]i = 1), the system is in equilibrium and therefore the net flux must be zero. The law of simple diffusion (Equation 5-14), which is a kinetic description, also predicts that when the concentration gradient for a neutral substance is zero (i.e., [X]o − [X]i = 0), the flux is zero.

Some substances cross the membrane passively through intrinsic membrane proteins that can form pores, channels, or carriers

Because most ions and hydrophilic solutes of biological interest partition poorly into the lipid bilayer, simple passive diffusion of these solutes through the lipid portion of the membrane is negligible. Noncoupled transport across the plasma membrane generally requires specialized pathways that allow particular substances to cross the lipid bilayer. In all known cases, such pathways are formed from integral membrane proteins. Three types of protein pathways through the membrane are recognized:

1. The membrane protein forms a pore that is always open (Fig. 5-3A). Physiological examples are the porins in the outer membranes of mitochondria, cytotoxic pore-forming proteins such as the perforin released by lymphocytes, and perhaps the aquaporin water channels. A physical equivalent is a straight, open tube. If you look though this tube, you always see light coming through from the opposite side.

2. The membrane protein forms a channel that is alternately open and closed because it is equipped with a movable barrier or gate (Fig. 5-3B). Physiological examples include virtually all ion channels, such as the ones that allow Na+, Cl−, K+, and Ca2+ to cross the membrane. The process of opening and closing of the barrier is referred to as gating. Thus, a channel is a gated pore, and a pore is a nongated channel. A physical equivalent is a tube with a shutter near one end. As you look through this tube, you see the light flickering as the shutter opens and closes.

3. The membrane protein forms a carrier surrounding a conduit that never offers a continuous transmembrane path because it is equipped with at least two gates that are never open at the same time (Fig. 5-3C). Between the two gates is a compartment that can contain one or more binding sites for the solute. If the two gates are both closed, one (or more) of the transiting particles is trapped, or occluded, in that compartment. Physiological examples include carriers that move single solutes through the membrane by a process known as facilitated diffusion, which is discussed in the next section. A physical equivalent is a tube with shutters at both ends. As you look through this tube, you never see any light passing through because both shutters are never open simultaneously.
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Figure 5-3 Three types of passive, noncoupled transport through integral membrane proteins.

Water-filled pores can allow molecules, some as large as 45 kDa, to cross membranes passively

Some membrane proteins form pores that provide an aqueous transmembrane conduit that is always open (Fig. 5-3A). Among the large-size pores are the porins (Fig. 5-4) found in the outer membranes of gram-negative bacteria and mitochondria. Mitochondrial porin allows solutes as large as 5 kDa to diffuse passively from the cytosol into the mitochondria’s intermembrane space.
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Figure 5-4 Structure of the PhoE porin of Escherichia coli. A, Top view of a porin trimer that shows the backbones of the polypeptide chains. Each of the three identical monomers, which are shown in different colors, contains 330 amino acids. The center of each monomer is a pore. B, Side view of a porin trimer. The extracellular surface is shown at the top. Each monomer consists of a β barrel with 16 antiparallel β sheets (i.e., adjacent polypeptide strands are oriented in opposite directions) surrounding a large cavity that at its narrowest point has an oval cross section (internal diameter, 0.7 × 1.1 nm). The images are based on high-resolution electron microscopy, at a resolution of 3.5 Å (0.35 nm). (Reproduced from Jap BK, Walian PJ: Structure and functional mechanisms of porins. Physiol Rev 1996; 76:1073-1088.)

One mechanism by which cytotoxic T lymphocytes kill their target cells is by releasing monomers of a pore-forming protein known as perforin. Perforin monomers polymerize within the target cell membrane and assemble like staves of a barrel to form large, doughnut-like channels with an internal diameter of 16 nm. The passive flow of ions, water, and other small molecules through these pores kills the target cell. A similar pore plays a crucial role in the defense against bacterial infections. The binding of antibodies to an invading bacterium (“classic” pathway), or simply the presence of native polysaccharides on bacteria (“alternative” pathway), triggers a cascade of reactions known as the complement cascade. This cascade culminates in the formation of a doughnut-like structure with an internal diameter of 10 nm. This pore is made up of monomers of C9, the final component of the complement cascade.

The nuclear pore complex (NPC), which regulates traffic into and out of the nucleus (see Chapter 2), is remarkably large. The NPC is made up of at least 30 different proteins and has a molecular mass of 108 Da and an outer diameter of ~100 nm. It can transport huge molecules (approaching 106 Da) in a complicated process that involves ATP hydrolysis. In addition to this active component of transport, the NPC also has a passive component. Contained within the massive NPC is a simple aqueous pore with an internal diameter of ~9 nm that allows molecules smaller than 45 kDa to move between the cytoplasm and nucleus but almost completely restricts the movement of globular proteins that are larger than ~60 kDa.

The plasma membranes of many types of cells have proteins that form channels just large enough to allow water molecules to pass through. The first water channel to be studied was aquaporin 1 (AQP1), a 28-kDa protein. AQP1 belongs to a larger family of aquaporins that has representatives in organisms as diverse as bacteria, plants, and animals. In mammals, the various aquaporin isoforms have different tissue distributions, different mechanisms of regulation, and varying abilities to transport small neutral molecules other than water. In the lipid bilayer, AQP1 (Fig. 5-5) exists as tetramers. Each monomer consists of six membrane-spanning helices as well as two shorter helices that dip into the plane of the membrane. These structures form a permeation pathway for the single-file diffusion of water. For his discovery of the aquaporins, Peter Agre shared the 2003 Nobel Prize in Chemistry. (See Note: Peter Agre)
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Figure 5-5 Structure of the human AQP1 water channel. A, Top view of an aquaporin tetramer. Each of the four identical monomers is made up of 269 amino acids and has a pore at its center. B, Side view of aquaporin. The extracellular surface is shown at the top. The images are based on high-resolution electron microscopy at a resolution of 3.8 Å (0.38 nm). (Reproduced from Murata K, Mitsuoka K, Hirai T, et al: Structural determinants of water permeation through aquaporin-1. Nature 407:599-605, 2000. © 2000 Macmillan Magazines Ltd.)

Gated channels, which alternately open and close, allow ions to cross the membrane passively

Gated ion channels, like the aquaporins just discussed, consist of one or more polypeptide subunits with α-helical membrane-spanning segments. These channels have several functional components (Fig. 5-3B). The first is a gate that determines whether the channel is open or closed, each state reflecting a different conformation of the membrane protein. Second, the channel generally has one or more sensors that can respond to one of several different types of signals: (1) changes in membrane voltage, (2) second-messenger systems that act at the cytoplasmic face of the membrane protein, or (3) ligands, such as neurohumoral agonists, that bind to the extracellular face of the membrane protein. These signals regulate transitions between the open and closed states. A third functional component is a selectivity filter, which determines the classes of ions (e.g., anions or cations) or the particular ions (e.g., Na+, K+, Ca2+) that have access to the channel pore. The fourth component is the actual open-channel pore (Fig. 5-3B). Each time that a channel assumes the open conformation, it provides a continuous pathway between the two sides of the membrane so that ions can flow through it passively by diffusion until the channel closes again. During each channel opening, many ions flow through the channel pore, usually a sufficient number to be detected as a small current by sensitive patch-clamping techniques (see Chapter 6).

Na+ Channels  Because the electrochemical driving force for Na+ (Vm − ENa) is always strongly negative (Table 5-3), a large, inwardly directed net driving force or gradient favors the passive movement of Na+ into virtually every cell of the body. Therefore, an open Na+ channel will act as a conduit for the passive entry of Na+. One physiological use for channel-mediated Na+ entry is the transmission of information. Thus, voltage-gated Na+ channels are responsible for generating the action potential (e.g., “nerve impulse”) in many excitable cells. Another physiological use of Na+ channels can be found in epithelial cells such as those in certain segments of the renal tubule and intestine. In this case, ENaC Na+ channels are largely restricted to the apical surface of the cell, where they allow Na+ to enter the epithelial cell from the renal tubule lumen or intestinal lumen. This passive influx is a key step in the movement of Na+ across the entire epithelium, from lumen to blood.

K+ Channels  The electrochemical driving force for K+ (Vm – EK) is usually fairly close to zero or somewhat positive (Table 5-3), so K+ is either at equilibrium or tends to move out of the cell. In virtually all cells, K+ channels play a major role in generating a resting membrane voltage that is inside-negative. Other kinds of K+ channels play a key role in excitable cells, where these channels help terminate action potentials.

Ca2+ Channels  The electrochemical driving force for Ca2+ (Vm − ECa) is always strongly negative (Table 5-3), so Ca2+ tends to move into the cell. When Ca2+ channels are open, Ca2+ rapidly enters the cell down a steep electrochemical gradient. This inward movement of Ca2+ plays a vital role in transmembrane signaling for both excitable and nonexcitable cells as well as in generating action potentials in some excitable cells.

Proton Channels  The plasma membranes of many cell types contain Hv1 H+ channels. Under normal conditions, the H+ driving force generally tends to move H+ into cells if Hv1 channels are open. However, Hv1 channels tend to be closed under normal conditions and activate only when the membrane depolarizes or the cytoplasm acidifies—that is, when the driving force favors the outward movement of H+. Hv1 channels may therefore help mediate H+ extrusion from the cell during states of strong membrane depolarization (e.g., during an action potential) or severe intracellular acidification.

Anion Channels  Most cells contain one or more types of anion-selective channels through which the passive, noncoupled transport of Cl−—and, to a lesser extent, HCO−3—can take place. The electrochemical driving force for Cl− (Vm − ECl) in most cells is modestly negative (Table 5-3), so Cl− tends to move out of these cells. In certain epithelial cells with Cl− channels on their basolateral membranes, the passive movement of Cl− through these channels plays a role in the transepithelial movement of Cl− from lumen to blood.

Some carriers facilitate the passive diffusion of small solutes such as glucose

Carrier-mediated transport systems transfer a broad range of ions and organic solutes across the plasma membrane. Each carrier protein has a specific affinity for binding one or a small number of solutes and transporting them across the bilayer. The simplest passive carrier-mediated transporter is one that mediates facilitated diffusion. Later, we will introduce cotransporters (which carry two or more solutes in the same direction) and exchangers (which move them in opposite directions).

All carriers that do not either hydrolyze ATP or couple to an electron transport chain are members of the solute carrier (SLC) superfamily, which is organized according to the homology of the deduced amino acid sequences (Table 5-4). Each of the 43 SLC families contains 1 to 27 variants, which share a relatively high amino acid sequence identity (20% to 25%) among the isoforms. Members of an SLC family may differ in molecular mechanism (facilitated diffusion versus exchange), kinetic properties (e.g., solute specificity and affinity), regulation (e.g., phosphorylation), sites of membrane targeting (e.g., plasma membrane versus intracellular organelles), tissues in which they are expressed (e.g., kidney versus brain), or developmental stage at which they are expressed. (See Note: The SLC Superfamily of Solute Carriers)

Table 5-4 Some Families in the SLC Superfamily of Solute Carriers (See Note: The SLC Superfamily of Solute Carriers)
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Carrier-mediated transport systems behave according to a general kinetic scheme for facilitated diffusion that is outlined in Figure 5-3C. This model illustrates how, in a cycle of six steps, a carrier could passively move a solute X into the cell.

This mechanism can mediate only the downhill, or passive, transport of X. Therefore, it mediates a type of diffusion called facilitated diffusion. When [X] is equal on the two sides of the membrane, no net transport will take place, although equal and opposite unidirectional fluxes of X may still occur.

In a cell membrane, a fixed number of carriers is available to transport X. Furthermore, each carrier has a limited speed with which it can cycle through the steps illustrated in Figure 5-3C. Thus, if the extracellular X concentration is gradually increased, for example, the influx of X will eventually reach a maximal value once all the carriers have become loaded with X. This situation is very different from the one that exists with simple diffusion, that is, the movement of a solute through the lipid phase of the membrane. Influx by simple diffusion increases linearly with increases in [X]o, with no maximal rate of transport. As an example, if X is initially absent on both sides of the membrane and we gradually increase [X] on one side, the net flux of X (JX) is described by a straight line that passes through the origin (Fig. 5-6A). However, with carrier-mediated transport, JX reaches a maximum (Jmax) when [X] is high enough to occupy all the carriers in the membrane (Fig. 5-6B). Thus, the relationship describing carrier-mediated transport follows the same Michaelis-Menten kinetics as enzymes do:
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Figure 5-6 Dependence of transport rates on solute concentration. A, The net flux of the solute X through the cell membrane is JX. B, The maximal flux of X (Jmax) occurs when the carriers are saturated. The flux is half of its maximal value (1/2 Jmax) when the concentration of X is equal to the Km.
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This equation describes how the velocity of an enzymatic reaction (V) depends on the substrate concentration ([S]), the Michaelis constant (Km), and the maximal velocity (Vmax). The comparable equation for carrier-mediated transport is identical, except that fluxes replace reaction velocities:
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Thus, Km is the solute concentration at which JX is half of the maximal flux (Jmax). The lower the Km, the higher the apparent affinity of the transporter for the solute.

Historically, the name carrier suggested that carrier-mediated transport occurs as the solute binds to a miniature ferryboat that shuttles back and forth across the membrane. Small polypeptides that act as shuttling carriers exist in nature, as exemplified by the antibiotic valinomycin. Such “ion carriers,” or ionophores, bind to an ion on one side of the membrane, diffuse across the lipid phase of the membrane, and release the ion on the opposite side of the membrane. Valinomycin is a K+ ionophore that certain bacteria produce to achieve a selective advantage over their neighbors. However, none of the known carrier-mediated transport pathways in animal cell membranes are ferries.

An example of a membrane protein that mediates facilitated diffusion is the glucose transporter GLUT1 (Fig. 5-7), a member of the SLC2 family (Table 5-4). The GLUTs have 12 membrane-spanning segments as well as multiple hydrophilic polypeptide loops facing either the ECF or ICF. It could not possibly act as a ferryboat shuttling back and forth across the membrane. Instead, some of the membrane-spanning segments of carrier-mediated transport proteins most likely form a permeation pathway through the lipid bilayer, as illustrated by the amphipathic membrane-spanning segments 7, 8, and 11 in Figure 5-7. These membrane-spanning segments, as well as other portions of the protein, probably also act as the gates and solute-binding sites that allow transport to proceed in the manner outlined in Figure 5-3C.
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Figure 5-7 Structure of the GLUT family of glucose transporters. The 12 membrane-spanning segments are connected to each other by intracellular and extracellular loops.

The SLC2 family includes 12 hexose transporters (GLUTs). Whereas GLUT1 is constitutively expressed on the cell surface, GLUT4 in the basal state is predominantly present in the membranes of intracellular vesicles, which represent a storage pool for the transporters. Because a solute such as glucose permeates the lipid bilayer so poorly, its uptake by the cell depends strictly on the activity of a carrier-mediated transport system for glucose. Insulin increases the rate of carrier-mediated glucose transport into certain cells by recruiting the GLUT4 isoform to the plasma membrane from the storage pool (see Chapter 51).

Two other examples of transporters that mediate facilitated diffusion are the urea transporter (UT) family, which are members of the SLC14 family (Table 5-4), and the organic cation transporter (OCT) family, which are members of the SLC22 family. Because OCT moves an electrical charge (i.e., carries current), it is said to be electrogenic.


The physical structure of pores, channels, and carriers is quite similar

Pores, ion channels, and carriers all have multiple transmembrane segments surrounding a solute permeation pathway. Moreover, some channels also contain binding sites within their permeation pathways, so transport is saturable with respect to ion concentration. However, pores, channels, and carriers are fundamentally distinct kinetically (Table 5-5). Pores, such as the porins, are thought to be continuously open and allow vast numbers of particles to cross the membrane. No evidence suggests that pores have conformational states. Channels undergo conformational transitions between closed and open states. When they are open, they are open to both intracellular and extracellular solutions simultaneously. Thus, while the channel is open, it allows multiple ions, perhaps millions, to cross the membrane per open event. Because the length of time that a particular channel remains open varies from one open event to the next, the number of ions flowing through that channel per open event is not fixed. Carriers have a permeation pathway that is virtually never open simultaneously to both intracellular and extracellular solutions. Whereas the fundamental event for a channel is opening, the fundamental event for a carrier is a complete cycle of conformational changes. Because the binding sites in a carrier are limited, each cycle of a carrier can transport only one or a small, fixed number of solute particles. Thus, the number of particles per second that can move across the membrane is generally several orders of magnitude lower for a single carrier than for a single channel.

Table 5-5 Comparison of Properties of Pores, Channels, and Carriers
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We have seen how carriers can mediate facilitated diffusion of glucose, which is a passive or downhill process. However, carriers can also mediate coupled modes of transport. The remainder of this section is devoted to these carriers, which act as pumps, cotransporters, and exchangers.

The Na-K pump, the most important primary active transporter in animal cells, uses the energy of ATP to extrude Na+ and to take up K+


Active transport is a process that can transfer a solute uphill across a membrane—that is, against its electrochemical potential energy difference. In primary active transport, the driving force needed to cause net transfer of a solute against its electrochemical gradient comes from the favorable energy change that is associated with an exergonic chemical reaction, such as ATP hydrolysis. In secondary active transport, the driving force is provided by coupling the uphill movement of that solute to the downhill movement of one or more other solutes for which a favorable electrochemical potential energy difference exists. A physical example is to use a motor-driven winch to lift a large weight into the air (primary active transport) and then to transfer this large weight to a seesaw, on the other end of which is a lighter child. The potential energy stored in the elevated weight will then lift the child (secondary active transport). For transporters, it is commonly the favorable inwardly directed Na+ electrochemical gradient, which itself is set up by a primary active transporter, that drives the secondary active transport of another solute. In this and the next section, we discuss primary active transporters, which are also referred to as pumps. The pumps discussed here are all energized by ATP hydrolysis and hence are ATPases.

As a prototypic example of a primary active transporter, consider the nearly ubiquitous Na-K pump (or Na, K-ATPase, NKA). This substance was the first enzyme recognized to be an ion pump, a discovery for which Jens Skou shared the 1997 Nobel Prize in Chemistry. The Na-K pump is located in the plasma membrane and has both α and β subunits (Fig. 5-8A). The α subunit, which has 10 transmembrane segments, is the catalytic subunit that mediates active transport. The β subunit, which has one transmembrane segment, is essential for proper assembly and membrane targeting of the Na-K pump. Four α isoforms and two β isoforms have been described. These isoforms have different tissue and developmental patterns of expression as well as different kinetic properties. (See Note: Jens C. Skou)
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Figure 5-8 Model of the sodium pump. A, Schematic representation of the α and β subunits of the pump. B, The protein cycles through at least eight identifiable stages as it moves 3 Na+ ions out of the cell and 2 K+ ions into the cell.

With each forward cycle, the pump couples the extrusion of three Na+ ions and the uptake of two K+ ions to the intracellular hydrolysis of one ATP molecule. By themselves, the transport steps of the Na-K pump are energetically uphill; that is, if the pump were not an ATPase, the transporter would run in reverse, with Na+ leaking into the cell and K+ leaking out. Indeed, under extreme experimental conditions, the Na-K pump can be reversed and forced to synthesize ATP! However, under physiological conditions, hydrolysis of one ATP molecule releases so much free energy—relative to the aggregate free energy needed to fuel the uphill movement of three Na+ and two K+ ions—that the pump is poised far from its equilibrium and brings about the net active exchange of Na+ for K+ in the desired directions.

Although animal cells may have other pumps in their plasma membranes, the Na-K pump is the only primary active transport process for Na+. The Na-K pump is also the most important primary active transport mechanism for K+. In cells throughout the body, the Na-K pump is responsible for maintaining a low [Na+]i and a high [K+]i relative to ECF. In most epithelial cells, the Na-K pump is restricted to the basolateral side of the cell.

The Na-K pump exists in two major conformational states: E1, in which the binding sites for the ions face the inside of the cell; and E2, in which the binding sites face the outside. The Na-K pump is a member of a large superfamily of pumps known as E1-E2 ATPases or P-type ATPases. It is the ordered cycling between these two states that underlies the action of the pump. Figure 5-8B is a simplified model showing the eight stages of this catalytic cycle of the α subunit:

Stage 1: ATP-bound E1 • ATP state. The cycle starts with the ATP-bound E1 conformation, just after the pump has released its bound K+ to the ICF. The Na+-binding sites face the ICF and have high affinities for Na+.

Stage 2: Na+-bound E1 • ATP • 3Na+ state. Three intracellular Na+ ions bind.

Stage 3: Occluded E1-P • (3Na+) state. The ATP previously bound to the pump phosphorylates the pump at an aspartate residue. Simultaneously, ADP leaves. This phosphorylation triggers a minor conformational change in which the E1 form of the pump now occludes the three bound Na+ ions within the permeation pathway. In this state, the Na+ binding sites are inaccessible to both the ICF and ECF.

Stage 4: Deoccluded E2-P • 3Na+ state. A major conformational change shifts the pump from the E1 to the E2 conformation and has two effects. First, the pump becomes deoccluded, so that the Na+-binding sites now communicate with the extracellular solution. Second, the Na+ affinities of these binding sites decrease.

Stage 5: Empty E2-P state. The three bound Na+ ions dissociate into the external solution, and the protein undergoes a minor conformational change to the empty E2-P form, which has high affinity for binding of extracellular K+. However, the pore still communicates with the extracellular solution.

Stage 6: K+-bound E2-P • 2K+ state. Two K+ ions bind to the pump.

Stage 7: Occluded E2 • (2K+) state. Hydrolysis of the acylphosphate bond, which links the phosphate group to the aspartate residue, releases the inorganic phosphate into the intracellular solution and causes a minor conformational change. In this E2 • (2K+) state, the pump occludes the two bound K+ ions within the permeation pathway so that the K+-binding sites are inaccessible to both the ECF and ICF.

Stage 8: Deoccluded E1 • ATP • 2K+ state. Binding of intracellular ATP causes a major conformational change that shifts the pump from the E2 back to the E1 state. This conformational change has two effects. First, the pump becomes deoccluded, so that the K+-binding sites now communicate with the intracellular solution. Second, the K+ affinities of these binding sites decrease.

Stage 1: ATP-bound E1 • ATP state. Dissociation of the two bound K+ ions into the intracellular solution returns the pump to its original E1 • ATP state, ready to begin another cycle.

Because each cycle of hydrolysis of one ATP molecule is coupled to the extrusion of three Na+ ions from the cell and the uptake of two K+ ions, the stoichiometry of the pump is three Na+ to two K+, and each cycle of the pump is associated with the net extrusion of one positive charge from the cell. Thus, the Na-K pump is electrogenic.

Just as glucose flux through the GLUT1 transporter is a saturable function of [glucose], the rate of active transport by the Na-K pump is a saturable function of [Na+]i and [K+]o. The reason is that the number of pumps is finite and each must bind three Na+ ions and two K+ ions. The transport rate is also a saturable function of [ATP]i and therefore depends on the metabolic state of the cell. In cells with high Na-K pump rates, such as renal proximal tubules, a third or more of cellular energy metabolism is devoted to supplying ATP to the Na-K pump.

A hallmark of the Na-K pump is that it is blocked by a class of compounds known as cardiac glycosides, examples of which are ouabain and digoxin; digoxin is widely used for a variety of cardiac conditions. These compounds have a high affinity for the extracellular side of the E2-P state of the pump, which also has a high affinity for extracellular K+. Thus, the binding of extracellular K+ competitively antagonizes the binding of cardiac glycosides. An important clinical correlate is that hypokalemia (a low [K+] in blood plasma) potentiates digitalis toxicity in patients.


Besides the Na-K pump, other P-type ATPases include the H-K and Ca2+ pumps

The family of P-type ATPases—all of which share significant sequence similarity with the α subunit of the Na-K pump—includes several subfamilies.

The H-K Pump  Other than the Na-K pump, relatively few primary active transporters are located on the plasma membranes of animal cells. In the parietal cells of the gastric gland, an H-K pump (HKA) extrudes H+ across the apical membrane into the gland lumen. Similar pumps are present in the kidney and intestines. The H-K pump mediates the active extrusion of H+ and the uptake of K+, all fueled by ATP hydrolysis, probably in the ratio of two H+ ions, two K+ ions, and one ATP molecule. Like the Na-K pump, the H-K pump is composed of α and β subunits, each with multiple isoforms. The α subunit of the H-K pump also undergoes phosphorylation through E1 and E2 intermediates during its catalytic cycle (Fig. 5-8B) and, like the α subunit of the Na-K pump, is a member of the P2C subfamily of P-type ATPases. The Na-K and H-K pumps are the only two P-type ATPases with known β subunits, all of which share significant sequence similarity.

Ca2+ Pumps  Most if not all cells have a primary active transporter at the plasma membrane that extrudes Ca2+ from the cell. These pumps are abbreviated PMCA (for plasma membrane Ca2+-ATPase), and at least four PMCA isoforms appear in the P2B subfamily of P-type ATPases. These pumps exchange one H+ for one Ca2+ for each molecule of ATP that is hydrolyzed.

Ca2+ pumps (or Ca2+-ATPases) also exist on the membrane surrounding such intracellular organelles as the sarcoplasmic reticulum in muscle cells and the endoplasmic reticulum in other cells, where they play a role in the active sequestration of Ca2+ into intracellular stores. The SERCAs (for sarcoplasmic and endoplasmic reticulum calcium ATPase) appear to transport two H+ and two Ca2+ ions for each molecule of ATP hydrolyzed. The three known SERCAs, which are in the P2A subfamily of P-type ATPases, are expressed in different muscle types (see Table 9-1). (See Note: Crystal Structure of SERCA1)

Other Pumps  Among the other P-type ATPases is the copper pump ATP7B. This member of the P1B subfamily of P-type ATPases is mutated in Wilson disease (see the box on this topic in Chapter 46).

The F-type and the V-type ATPases transport H+


F-type or FoF1 ATPases  The ATP synthase of the inner membrane of mitochondria, also known as an F-type or FoF1 ATPase, catalyzes the final step in the ATP synthesis pathway. (See Note: The ATP Synthase: A Pump in Reverse)

The FoF1 ATPase of mitochondria (Fig. 5-9A) looks a little like a lollipop held in your hand. The hand-like Fo portion is embedded in the membrane and serves as the pathway for H+ transport. The Fo portion has at least three different subunits (a, b, and c), for an overall stoichiometry of ab2c10-12. The lollipop-like F1 portion is outside the plane of the membrane and points into the mitochondrial matrix. The “stick” consists of a γ subunit, with an attached [image: image] subunit. The “candy” portion of F1, which has the ATPase activity, consists of three alternating pairs of α and β subunits as well as an attached δ subunit. Thus, the overall stoichiometry of F1 is α3β3γδ[image: image]. The entire FoF1 complex has a molecular mass of ~500 kDa.

[image: image]

Figure 5-9 The FoF1 ATPase and its role as the ATP synthase in the mitochondrial synthesis of ATP. A, A cartoon of the FoF1 ATPase. The pump has two functional units, Fo (which historically stood for oligomycin-sensitive factor) and Fl (which historically stood for factor 1). Fo is the transmembrane portion that contains the ion channel through which the H+ passes. The F1 is the ATPase. In one complete cycle, the downhill movement of H+ ions causes the c subunits of Fo and the axle formed by the subunits of F1 to rotate 360 degrees in three 120-degree steps, causing the α and β subunits to sequentially synthesize and release 3 ATP molecules, for a synthase stoichiometry of ~3 H+ per ATP. However, the mitochondrion uses ~1 additional H+ to import inorganic phosphate and to exchange cytosolic ADP for mitochondrial ATP. Thus, a total of ~4 H+ would be needed per ATP. B, Complexes I, III, and IV of the respiratory chain use the energy of 1 NADH to pump H+ out of the mitochondrial matrix; the consensus is 10 H+ per NADH. The resulting H+ gradient causes the mitochondrial FoF1 ATPase to run as an ATP synthase. Thus, the mitochondrion synthesizes (10 H+/NADH) × (1 ATP/4 H+) = 2.5 ATP/NADH. Similarly, the consensus is that complexes III and IV use the energy of 1 FADH2 to pump 6 H+ out of the mitochondrial matrix (not shown). Thus, the mitochondrion synthesizes (6 H+/FADH2) × (1 ATP/4 H+) = 1.5 ATP/FADH2.

A fascinating property of the FoF1 ATPase is that parts of it rotate. We can think of the hand, stick, and candy portions of the FoF1 ATPase as having three distinct functions. (1) The hand (the c proteins of Fo) acts as a turbine that rotates in the plane of the membrane, driven by the H+ ions that flow through the turbine—down the H+ electrochemical gradient—into the mitochondrion. (2) The stick is an axle (γ and [image: image] subunits of F1) that rotates with the turbine. (3) The candy (the α and β subunits of F1) is a stationary chemical factory—energized by the rotating axle—that synthesizes one ATP molecule for each 120-degree turn of the turbine/axle complex. In addition, the a and b subunits of Fo, and possibly the δ subunit of F1, form a stator that holds the candy in place while the turbine/axle complex turns. Paul Boyer and John Walker shared part of the 1997 Nobel Prize in Chemistry for elucidating this “rotary catalysis” mechanism. (See Note: Paul D. Boyer and John E. Walker)

Under physiological conditions, the mitochondrial FoF1 ATPase runs as an ATP synthase (i.e., “backward” for an H+ pump)—the final step in oxidative phosphorylation—because of a large, inwardly directed H+ gradient across the inner mitochondrial membrane (Fig. 5-9B). The citric acid cycle captures energy as electrons and transfers these electrons to reduced nicotinamide adenine dinucleotide (NADH) and reduced flavin adenine dinucleotide (FADH2). NADH and FADH2 transfer their high-energy electrons to the electron transport chain, which consists of four major complexes on the inner membrane of the mitochondrion (Fig. 5-9B). As this “respiratory chain” transfers the electrons from one electron carrier to another, the electrons gradually lose energy until they finally combine with 2 H+ and ½ O2 to form H2O. Along the way, three of the four major complexes of the respiratory chain (I, III, IV) pump H+ across the inner membrane into the intermembrane space (i.e., the space between the inner and outer mitochondrial membranes). These “pumps” are not ATPases. The net result is that electron transport has established a large out-to-in H+ gradient across the mitochondrial inner membrane.

The FoF1 ATPase—which is complex V in the respiratory chain—can now use this large electrochemical potential energy difference for H+. The H+ ions then flow backward (i.e., down their electrochemical gradient) into the mitochondrion through the FoF1 ATPase, which generates ATP in the matrix space of the mitochondrion from ADP and inorganic phosphate. The entire process by which electron transport generates an H+ gradient and the FoF1 ATPase harnesses this H+ gradient to synthesize ATP is known as the chemiosmotic hypothesis. Peter Mitchell, who proposed this hypothesis in 1961, received the Nobel Prize in Chemistry for his work in 1978. (See Note: Peter D. Mitchell)

The precise stoichiometry is unknown but may be one ATP molecule synthesized for every three H+ ions flowing downhill into the mitochondrion (one H+ for each pair of αβ subunits of F1). If the H+ gradient across the mitochondrial inner membrane reverses, the FoF1 ATPase will actually function as an ATPase and use the energy of ATP hydrolysis to pump H+ out of the mitochondrion. Similar FoF1 ATPases are also present in bacteria and chloroplasts. (See Note: ATPs Synthesized per NADH)

V-type H+ Pump  The membranes surrounding such intracellular organelles as lysosomes, endosomes, secretory vesicles, storage vesicles, and the Golgi apparatus contain a so-called vacuolar-type (or V-type) H+-ATPase that pumps H+ from the cytoplasm to the interior of the organelles. The low pH generated inside these organelles is important for sorting proteins, dissociating ligands from receptors, optimizing the activity of acid hydrolases, and accumulating neurotransmitters in vesicles. The apical membranes of certain renal tubule cells as well as the plasma membranes of certain other cells also have V-type H+ pumps that extrude H+ from the cell. These V-type H+ pumps, unlike the gastric H-K pump, are independent of K+. Instead, the V-type H+ pump is similar to the hand-held, lollipop-like structure of the F-type ATPase, with which it shares a significant—although low—level of amino acid homology. For example, the hand of the V-type pump has only six subunits, but each is twice as large as a c subunit in the F-type ATPase.

ATP-binding cassette (ABC) transporters can act as pumps, channels, or regulators

The so-called ABC proteins all have a motif in their amino acid sequence that is an ATP-binding cassette (ABC). In humans, this family includes at least 49 members in seven subfamiles named ABCA through ABCG (Table 5-6). Some are pumps that presumably hydrolyze ATP to provide energy for solute transport. Some may hydrolyze ATP, but they do not couple the liberated energy to perform active transport. In other cases, ATP regulates ABC proteins that function as ion channels or regulators of ion channels or transporters.

Table 5-6 ABC Transporters



	Subfamily*

	Alternative Subfamily Name

	Examples




	ABCA (12)

	ABC1

	ABCA1 (cholesterol transporter)




	ABCB (11)

	MDR (multidrug resistance)

	ABCB1 (MDR1 or P-glycoprotein 1)




	 

	 

	ABCB4 (MDR2/3)




	 

	 

	ABCB11 (bile salt export pump, BSEP)




	ABCC (13)

	MRP/CFTR

	ABCC2 (multidrug resistance–associated protein 2, MRP2)




	 

	 

	ABCC7 (cystic fibrosis transmembrane regulator, CFTR)




	 

	 

	ABCC8 (sulfonylurea receptor, SUR1)




	 

	 

	ABCC9 (SUR2)




	ABCD (4)

	ALD

	ABCD1 (ALD, mediates uptake of fatty acids by peroxisomes)




	ABCE (1)

	OABP

	ABCE1 (RNASELI, blocks RNase L)




	ABCF (3)

	GCN20

	ABCF1 (lacks transmembrane domains)




	ABCG (5)

	White

	ABCG2 (transports sulfated steroids)




	 

	 

	ABCG5/ABCG8 (heterodimer of “half” ABCs that transport cholesterol)





*Number of genes in parentheses.

ABC1 Subfamily  ABC1 (ABCA1) is an important transporter for mediating the efflux of phospholipids and cholesterol from macrophages and certain other cells.

MDR Subfamily  The multidrug resistance transporters (MDRs) are ATPases and primary active transporters. The MDR proteins are tandem repeats of two structures, each of which has six membrane-spanning segments and a nucleotide-binding domain that binds ATP. MDR1, also called P-glycoprotein, extrudes cationic metabolites and drugs across the cell membrane. The substrates of MDR1 appear to have little in common structurally, except that they are hydrophobic. A wide variety of cells express MDRs, including those of the liver, kidney, and gastrointestinal tract. MDR1 plays an important and clinically antagonistic role in cancer patients in that it pumps a wide range of anticancer drugs out of cancer cells, thereby rendering cells resistant to these drugs.

MRP/CFTR Subfamily  Another member of the ABC superfamily that is of physiological interest is the cystic fibrosis transmembrane regulator (CFTR), which is mutated in the hereditary disease cystic fibrosis (see the box on this topic in Chapter 43). CFTR is a 170-kDa glycoprotein that is present at the apical membrane of many epithelial cells. CFTR functions as a low-conductance Cl− channel as well as a regulator of other ion channels.

Like MDR1, CFTR has two membrane-spanning domains (MSD1 and MSD2), each composed of six membrane-spanning segments (Fig. 5-10). Also like MDR1, CFTR has two nucleotide-binding domains (NBD1 and NBD2). Unlike MDR1, however, a large cytoplasmic regulatory (R) domain separates the two halves of CFTR. The regulatory domain contains multiple potential protein kinase A and protein kinase C phosphorylation sites. Phosphorylation of these sites, under the influence of neurohumoral agents that control fluid and electrolyte secretion, promotes activation of CFTR. The binding of ATP to the NBDs also controls channel opening and closing. Thus, ATP regulates the CFTR Cl− channel by two types of mechanisms: protein phosphorylation and interaction with the nucleotide-binding domains. (See Note: Regulation of the CFTR Channel by ATP)

[image: image]

Figure 5-10 Cystic fibrosis transmembrane conductance regulator (CFTR). The CFTR Cl− channel has two membrane-spanning domains (MSD1 and MSD2). A large cytoplasmic regulatory (R) domain separates the two halves of the molecule, each of which has an ATP-binding domain (NBD1 and NBD2). The most common mutation in cystic fibrosis is the deletion of the phenylalanine at position 508 (ΔF508) in the NBD1 domain. (Model modified from Riordan JR, Rommens JM, Kerem B, et al: Identification of the cystic fibrosis gene: cloning and complementary DNA. Science 1989; 245: 1066-1073.)

Cotransporters, one class of secondary active transporters, are generally driven by the energy of the inwardly directed Na+ gradient

Like pumps or primary active transporters, secondary active transporters can move a solute uphill (against its electrochemical gradient). However, unlike the pumps, which fuel the process by hydrolyzing ATP, the secondary active transporters fuel it by coupling the uphill movement of one or more solutes to the downhill movement of other solutes. The two major classes of secondary active transporters are cotransporters (or symporters) and exchangers (or antiporters). Cotransporters are intrinsic membrane proteins that move the “driving” solute (the one whose gradient provides the energy) and the “driven” solutes (which move uphill) in the same direction.

Na+/Glucose Cotransporter The Na+/glucose cotransporter (SGLT) is located at the apical membrane of the cells that line the proximal tubule and small intestine (Fig. 5-11A). The SGLTs, which belong to the SLC5 family (Table 5-4), consist of a single subunit, probably with 14 membrane-spanning segments. The SGLT2 and SGLT3 isoforms move one Na+ ion with each glucose molecule (i.e., 1 : 1 stoichiometry of Na+ to glucose), whereas the SGLT1 isoform moves two Na+ ions with each glucose molecule.

[image: image]

Figure 5-11 Representative cotransporters.

For the Na+/glucose cotransporter with 1 : 1 stoichiometry, the overall driving force is the sum of the electrochemical potential energy difference for Na+ and the chemical potential energy difference for glucose. Thus, the highly favorable, inwardly directed Na+ electrochemical gradient can drive the uphill accumulation of glucose from the lumen of the kidney tubule or gut into the cell. Figure 5-12 shows how the Na+ gradient drives glucose accumulation into membrane vesicles derived from the brush border of renal proximal tubules. Equilibrium is achieved when the electrochemical potential energy difference for Na+ in one direction is balanced by the chemical potential energy difference for glucose in the opposite direction:

[image: image]
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Figure 5-12 Na+-driven glucose uptake into brush border membrane vesicles. (See Note: Using Membrane Vesicles to Study Glucose Transport)

We can express [image: image] in terms of the Na+ concentrations and membrane voltage and can express Δμglucose in terms of the glucose concentrations. If we substitute these expressions into Equation 5-17, we derive the following relationship for the maximal glucose concentration gradient that can be generated by a given electrochemical potential energy difference for Na+: (See Note: Maximal Glucose Gradient Achievable by SGLT1 and-2)

[image: image]

In an epithelial cell that has a 10-fold Na+ concentration gradient and a 60-mV inside-negative voltage across the apical membrane, the Na+ electrochemical gradient can generate a 10 × 101, or 100-fold, glucose concentration gradient across the plasma membrane. In other words, the 10 : 1 Na+ concentration gradient buys a 10-fold glucose gradient, and the Vm of −60 mV buys another 10-fold. However, the leakage of glucose out of the cell by other pathways at the basolateral membrane prevents the Na+-glucose cotransporter from coming to equilibrium.

The Na+/glucose cotransporter with 2 : 1 stoichiometry is capable of generating an even larger concentration gradient for glucose across the plasma membrane. Such a cotransporter would be in equilibrium when

[image: image]

The maximal glucose gradient is

[image: image]

In the same epithelial cell with a 10-fold Na+ concentration gradient and a Vm of −60 mV, the Na+ electrochemical gradient can generate a glucose concentration gradient of 102 × 102, or 10,000-fold! In other words, the 10 : 1 Na+ concentration gradient—when squared for two Na+ ions—buys a 100-fold glucose gradient, and the −60 mV membrane voltage—when multiplied by two for the effective charge on two Na+ ions—buys another 100-fold.

Because the cotransporter protein has specific sites for binding Na+ and glucose and because the number of transporters is fixed, the rate of transport by SGLT is a saturable function of the glucose and Na+ concentrations.

Na+-Driven Cotransporters for Organic Solutes  Functionally similar, but structurally distinct from one another, are a variety of Na+ cotransporters in the proximal tubule and small intestine. Na+-driven amino acid transporters (Fig. 5-11B) belong to both the SLC6 and SLC38 families (Table 5-4). SLC13 includes Na+-coupled cotransporters for monocarboxylates, dicarboxylates, and tricarboxylates; SLC5 includes Na+-coupled cotransporters for monocarboxylates.

Na/HCO3 Cotransporters  The NBCs belong to the SLC4 family and are a key group of acid-base transporters. In the basolateral membranes of certain epithelial cells, the electrogenic NBCs (NBCe1/e2, e for electrogenic) operate with the Na+:HCO−3 stoichiometry of 1 : 3 (Fig. 5-11D) and—for typical ion and voltage gradients—mediate electrogenic HCO−3 efflux. Here, these NBCs mediate HCO−3 absorption into the blood. In most other cells, these same two transporters operate with a stoichiometry of 1 : 2—probably because of the absence of a key protein partner—and mediate the electrogenic HCO−3 influx (Fig. 5-11E). Finally, the electroneutral NBCs (NBCn1/n2, n for electroneutral) operate with the Na+:HCO−3 stoichiometry of 1 : 1 (Fig. 5-11F) and also mediate HCO−3 influx. In these last two cases, the Na+ electrochemical gradient drives the uphill accumulation of HCO−3, which is important for epithelial HCO−3 secretion and for the regulation of intracellular pH (pHi) to relatively alkaline values. (See Note: HCO−3 Transporters in the SLC4 Family)

Na+-Driven Cotransporters for Other Inorganic Anions  Important examples include the inorganic phosphate cotransporters (NaPi; Fig. 5-11C)—which are members of the SLC17, SLC20, and SLC34 families—and sulfate cotransporter (SLC13) (Table 5-4).

Na/K/Cl Cotransporter  The three types of cation-coupled Cl− cotransporters all belong to the SLC12 family. The first is the Na/K/Cl cotransporter (NKCC), which harnesses the energy of the inwardly directed Na+ electrochemical gradient to drive the accumulation of Cl− and K+ (Fig. 5-11G). One variant of this cotransporter, NKCC1 (SLC12A2), is present in a wide variety of nonepithelial cells as well as in the basolateral membranes of some epithelial cells. Another variant of the Na/K/Cl cotransporter, NKCC2 (SLC12A1), is present on the apical membrane of cells lining the thick ascending limb of the loop of Henle in the kidney (see Chapter 35). A characteristic of the NKCCs is that they are inhibited by furosemide and bumetanide, which are called loop diuretics because they increase urine flow by inhibiting transport at the loop of Henle. Because of its sensitivity to bumetanide, NKCC is sometimes called the bumetanide-sensitive cotransporter (BSC).

Na/Cl Cotransporter  The second type of cation-coupled Cl− cotransporter is found in the apical membrane of the early distal tubule of the kidney (see Chapter 35). This K+-independent Na/Cl cotransporter (NCC or SLC12A3) is blocked by thiazide diuretics rather than by loop diuretics (Fig. 5-11H). For this reason, NCC has also been called the thiazide-sensitive cotransporter (TSC).

K/Cl Cotransporter  The third type of cation-coupled Cl− cotransporter is Na+-independent K/Cl cotransporter (KCC1 to 4 or SLC12A4 to 7). Because the Na-K pump causes K+ to accumulate inside the cell, the K+ electrochemical gradient is outwardly directed across the plasma membrane (Fig. 5-11I). In addition, pathways such as the NKCC and the Cl-HCO3 anion exchanger (see later) bring Cl− into the cell, so that in most cells the Cl− electrochemical gradient is also outwardly directed. Thus, the net driving force acting on the K/Cl cotransporter favors the exit of K+ and Cl− from the cell.

H+-Driven Cotransporters  Although the majority of known cotransporters in animal cells are driven by the inward movement of Na+, some are instead driven by the downhill, inward movement of H+. The H/oligopeptide cotransporter PepT1 and related proteins are members of the SLC15 family (Table 5-4). PepT1 is electrogenic and responsible for the uptake of small peptides (Fig. 5-11J) from the lumen into the cells of the renal proximal tubule and small intestine (see Chapters 36 and 45). The H+-driven amino acid cotransporters (e.g., PAT1) are members of the SLC36 family. The monocarboxylate cotransporters, such as MCT1, are members of the SLC16 family. They mediate the electroneutral, H+-coupled flux of lactate, pyruvate, or other monocarboxylates across the cell membranes of most tissues in the body (Fig. 5-11K). In the case of lactate, MCT1 can operate in either the net inward or net outward direction, depending on the lactate and H+ gradients across the cell membrane. MCT1 probably moves lactate out of cells that produce lactate by glycolysis but into cells that consume lactate. The divalent metal ion cotransporter (DMT1), a member of the SLC11 family, couples the influx of H+ to the influx of ferrous iron (Fe2+) as well as to a variety of other divalent metals, some of which (Cd2+, Pb2+) are toxic to cells (Fig. 5-11L). DMT1 is expressed at high levels in the kidney and proximal portions of the small intestine.

Exchangers, another class of secondary active transporters, exchange ions for one another

The other major class of secondary active transporters is the exchangers, or antiporters. Exchangers are intrinsic membrane proteins that move one or more “driving” solutes in one direction and one or more “driven” solutes in the opposite direction. In general, these transporters exchange cations for cations or anions for anions.

Na-Ca Exchanger  The nearly ubiquitous Na-Ca exchangers (NCX) belong to the SLC8 family (Table 5-4). They most likely mediate the exchange of three Na+ ions per Ca2+ ion (Fig. 5-13A). NCX is electrogenic and moves net positive charge in the same direction as Na+. Under most circumstances, the inwardly directed Na+ electrochemical gradient across the plasma membrane drives the uphill extrusion of Ca2+ from the cell. Thus, in concert with the plasma membrane Ca2+ pump, this transport system helps maintain the steep, inwardly directed electrochemical potential energy difference for Ca2+ that is normally present across the plasma membrane of all cells.
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Figure 5-13 Representative exchangers.

NCX uses the inwardly directed Na+ electrochemical gradient to drive the secondary active efflux of Ca2+. With a presumed stoichiometry of three Na+ per Ca2+, the effectiveness of the Na+ electrochemical gradient as a driving force is magnified; thus, NCX is at equilibrium when the Ca2+ electrochemical gradient is balanced by three times the Na+ electrochemical gradient:
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Alternatively,

[image: image]

In a cell with a 10-fold Na+ concentration gradient and a Vm of −60 mV, the electrochemical potential energy difference for Na+ can buy a Ca2+ concentration gradient of 103 × 101, or 10,000-fold, which is the Ca2+ gradient across most cell membranes. Thus, the effect of the 10-fold inward Na+ concentration gradient is cubed and can account for a 103-fold Ca2+ concentration gradient across the plasma membrane. In addition, the stoichiometry of three Na+ per Ca2+ produces a net inflow of one positive charge per transport cycle. Thus, the 60-mV inside-negative Vm acts as the equivalent driving force to another 10-fold concentration gradient.

Na-H Exchanger  The Na-H exchangers (NHE), which belong to the SLC9 family (Table 5-4), mediate the 1 : 1 exchange of extracellular Na+ for intracellular H+ across the plasma membrane (Fig. 5-13B). One or more of the nine known NHEs are present on the plasma membrane of almost every cell in the body. Through operation of NHEs, the inwardly directed Na+ electrochemical gradient drives the uphill extrusion of H+ from the cell and raises pHi. The ubiquitous NHE1, which is present in nonepithelial cells as well as on the basolateral membranes of epithelia, plays a major role in pHi regulation and cell volume. NHE3 is present at the apical membranes of several epithelia, where it plays a major role in acid secretion (see Chapter 39) or Na+ absorption. (See Note: The Na-H Exchangers (NHEs))

Another cation exchange process that involves H+ is the organic cation–H+ exchanger that secretes cationic metabolites and drugs across the apical membrane of renal proximal tubule cells and hepatocytes.

Na+-Driven Cl-HCO3 Exchanger  A second Na+-coupled exchanger that is important for pHi regulation is the Na+-driven Cl-HCO3 exchanger (NDCBE), which is a member of the SLC4 family (Table 5-4). This electroneutral transporter couples the movement of one Na+ ion and the equivalent of two HCO−3 ions in one direction to the movement of one Cl− ion in the opposite direction (Fig. 5-13C). NDCBE uses the inwardly directed Na+ electrochemical gradient to drive the uphill entry of HCO−3 into the cell. Thus, like the NHEs, NDCBE helps keep pHi relatively alkaline. (See Note: HCO−3 Transporters in the SLC4 Family)

Cl-HCO3 Exchanger  A third group of exchangers that are involved in acid-base transport are the Cl-HCO3 exchangers (Fig. 5-13D) that function independently of Na+. These may be members of either the SLC4 or the SLC26 families (Table 5-4). Virtually all cells in the body express one of the three electroneutral SLC4 of Cl-HCO3 exchangers, also known as anion exchangers (AE1–AE3). AE1 is important for transporting HCO−3 into the red blood cell in the lung and out of the red blood cell in peripheral tissues (see Chapter 29). In other cells, where the inwardly directed Cl− gradient almost always drives HCO−3 out of the cell, AE2 and AE3 play important roles in pHi regulation by tending to acidify the cell. Moreover, the uptake of Cl− often plays a role in cell volume regulation.

Several members of the SLC26 family can function as Cl-HCO3 exchangers and thereby play important roles in epithelial Cl− and HCO−3 transport. Because the stoichiometry need not be 1 : 1, SLC26 transport can be electrogenic. As described next, even SLC26 proteins that exchange Cl− for HCO−3 also transport a wide variety of other anions.

Other Anion Exchangers  A characteristic of the SLC26 family is their multifunctionality. For example, CFEX—present in the apical membranes of renal proximal tubule cells—can mediate Cl-formate exchange and Cl-oxalate exchange (Fig. 5-13E). These activities appear to be important for the secondary active uptake of Cl−. Pendrin not only mediates Cl-HCO3 exchange but may also transport I−, which may be important in the thyroid gland (see Chapter 49).

Anion exchangers other than those in the SLC4 and SLC26 families also play important roles. The organic anion transporting polypeptides (OATP) are members of the SLC21 family. In the liver, OATPs mediate the uptake of bile acids, bilirubin, and the test substrate bromosulphthalein. Another member of the SLC21 family is the prostaglandin transporter (PGT), which mediates the uptake of prostanoids (e.g., prostaglandins E2 and F2α and thromboxane B2).

The organic anion transporters (OAT) are members of the diverse SLC22 family. The OATs—by exchange or facilitated diffusion—mediate the uptake of endogenous organic anions (Fig. 5-13F) as well as drugs, including penicillin and the test substrate p-aminohippurate. URAT1, another SLC22 member, is an exchanger that mediates urate transport in the renal proximal tubule. Surprisingly, the OCT transporters that mediate the facilitated diffusion of organic cations are also members of SLC22.

REGULATION OF INTRACELLULAR ION CONCENTRATIONS

Figure 5-14 illustrates the tools at the disposal of a prototypic cell for managing its intracellular composition. Cells in different tissues—and even different cell types within the same tissue—have different complements of channels and transporters. Epithelial cells and neurons may segregate specific channels and transporters to different parts of the cell (e.g., apical versus basolateral membrane or axon versus soma/dendrite). Thus, different cells may have somewhat different intracellular ionic compositions.
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Figure 5-14 Ion gradients, channels, and transporters in a typical cell.

The Na-K pump keeps [Na+] inside the cell low and [K+] high

The most striking and important gradients across the cell membrane are those for Na+ and K+. Sodium is the predominant cation in ECF, where it is present at a concentration of ~145 mM (Fig. 5-14). Na+ is relatively excluded from the intracellular space, where it is present at only a fraction of the extracellular concentration. This Na+ gradient is maintained primarily by active extrusion of Na+ from the cell by the Na-K pump (Fig. 5-14, no. 1). In contrast, potassium is present at a concentration of only ~4.5 mM in ECF, but it is the predominant cation in the intracellular space, where it is accumulated ~25- to 30-fold above the outside concentration. Again, this gradient is the direct result of primary active uptake of K+ into the cell by the Na-K pump. When the Na-K pump is inhibited with ouabain, [Na+]i rises and [K+]i falls.

In addition to generating concentration gradients for Na+ and K+, the Na-K pump plays an important role in generating the inside-negative membrane voltage, which is ~60 mV in a typical cell. The Na-K pump accomplishes this task in two ways. First, because the Na-K pump transports three Na+ ions out of the cell for every two K+ ions, the pump itself is electrogenic. This electrogenicity causes a net outward current of positive charge across the plasma membrane and tends to generate an inside-negative Vm. However, the pump current itself usually makes only a small contribution to the negative Vm. Second, and quantitatively much more important, the active K+ accumulation by the Na-K pump creates a concentration gradient that favors the exit of K+ from the cell through K+ channels (Fig. 5-14, no. 2). The tendency of K+ to exit through these channels, with unmatched negative charges left behind, is the main cause of the inside-negative membrane voltage. When K+ channels are blocked with an inhibitor such as Ba2+, Vm becomes considerably less negative (i.e., the cell depolarizes). In most cells, the principal pathway for current flow across the plasma membrane (i.e., the principal ionic conductance) is through K+ channels. We discuss the generation of membrane voltage in Chapter 6.

The inside-negative Vm, together with the large concentration gradient for Na+, summates to create a large, inwardly directed Na+ electrochemical gradient that strongly favors passive Na+ entry. Given the large amount of energy that is devoted to generation of this favorable driving force for Na+ entry, one might expect that the cell would permit Na+ to move into the cell only through pathways serving important physiological purposes. The simple passive entry of Na+ through channels—without harnessing of this Na+ entry for some physiological purpose—would complete a futile cycle that culminates in active Na+ extrusion. It would make little teleologic sense for the cell to use up considerable energy stores to extrude Na+ only to let it passively diffuse back in with no effect. Rather, cells harness the energy of Na+ entry for three major purposes:

1. In certain epithelial cells, amiloride-sensitive Na+ channels (ENaC) are largely restricted to the apical or luminal surface of the cell (Fig. 5-14, no. 3), and the Na-K pumps are restricted to the basolateral surface of the cell. In this way, transepithelial Na+ transport takes place rather than a futile cycling of Na+ back and forth across a single plasma membrane.

2. In excitable cells, passive Na+ entry occurs through voltage-dependent Na+ channels (Fig. 5-14, no. 4) and plays a critical role in generation of the action potential. In such cells, Na+ is cycled at high energy cost across the plasma membrane for the important physiological purpose of information transfer.

3. Virtually every cell in the body uses the electrochemical Na+ gradient across the plasma membrane to drive the secondary active transport of nutrients and ions (Fig. 5-14, no. 5).

The Ca2+ pump and the Na-Ca exchanger keep intracellular [Ca2+] four orders of magnitude lower than extracellular [Ca2+]

Whereas the concentration of Ca2+ in the extracellular space is ~1 mM (10−3 M), that in the ICF is only ~100 nM (10−7 M), a concentration gradient of 104-fold. Because of the inside-negative membrane voltage of a typical cell and the large chemical gradient for Ca2+, the inwardly directed electrochemical gradient for Ca2+ across the plasma membrane is enormous, far larger than that for any other ion. Many cells have a variety of Ca2+ channels through which Ca2+ can enter the cell (Fig. 5-14, no. 6). In general, Ca2+ channels are gated by voltage (see Chapter 7) or by humoral agents (see Chapter 13) so that rapid Ca2+ entry into the cell occurs only in short bursts. However, given the existence of pathways for passive Ca2+ transport into cells, we may ask what transport mechanisms keep [Ca2+]i low and thus maintain the enormous Ca2+ electrochemical gradient across the plasma membrane.

Ca2+ Pumps (SERCA) in Organelle Membranes  Ca2+ pumps (ATPases) are present on the membranes that surround various intracellular organelles, such as the sarcoplasmic reticulum and endoplasmic reticulum (Fig. 5-14, no. 7). These pumps actively sequester cytosolic Ca2+ in intracellular stores. These stores of Ca2+ can later be released into the cytoplasm in bursts as part of a signal transduction process in response to membrane depolarization or humoral agents. Even though Ca2+ sequestration in intracellular stores is an important mechanism for regulating [Ca2+]i in the short term, there is a limit to how much Ca2+ a cell can store. Therefore, in the steady state, Ca2+ extrusion across the cell membrane must balance the passive influx of Ca2+.

Ca2+ Pump (PMCA) on the Plasma Membrane The plasma membranes of most cells contain a Ca2+ pump that plays a major role in extruding Ca2+ from the cell (Fig. 5-14, no. 8). It would seem that rising levels of intracellular Ca2+ would stimulate the Ca2+ pump to extrude Ca2+ and thereby return [Ca2+]i toward normal. Actually, the pump itself is incapable of this type of feedback control; because it has such a high Km for [Ca2+]i, the pump is virtually inactive at physiological [Ca2+]i. However, as [Ca2+]i rises, the Ca2+ binds to a protein known as calmodulin (CaM, see Chapter 3), which has a high affinity for Ca2+. The newly formed Ca2+-CaM binds to the Ca2+ pump, lowers the pump’s Km for [Ca2+]i into the physiological range, and thus stimulates Ca2+ extrusion. As [Ca2+]i falls, Ca2+-CaM levels inside the cell also fall so that Ca2+-CaM dissociates from the Ca2+ pump, thereby returning the pump to its inactive state. At resting [Ca2+]i levels of ~100 nM, the Ca2+ pump is the major route of Ca2+ extrusion.

Na-Ca Exchanger (NCX) on the Plasma Membrane  NCX (Fig. 5-14, no. 9) plays a key role in extruding Ca2+ only when [Ca2+]i rises substantially above normal levels. Thus, NCX is especially important in restoring low [Ca2+]i when large influxes of Ca2+ occur. This property is most notable in excitable cells such as neurons and cardiac muscle, which may be challenged with vast Ca2+ influxes through voltage-gated Ca2+ channels during action potentials.

In most cells, [Cl−] is modestly above equilibrium because Cl− uptake by the Cl-HCO3 exchanger and Na/K/Cl cotransporter balances passive Cl− efflux through channels

The [Cl−] in all cells is below the [Cl−] in the extracellular space. Virtually all cells have anion-selective channels (Fig. 5-14, no. 10) through which Cl− can permeate passively. In a typical cell with a 60-mV inside-negative membrane voltage, [Cl−]i would be a tenth that of [Cl−]o if Cl− were passively distributed across the plasma membrane. Such is the case for skeletal muscle. However, for most cell types, [Cl−]i is approximately twice as high as that predicted for passive distribution alone, which indicates the presence of transport pathways that mediate the active uptake of Cl− into the cell. Probably the most common pathway for Cl− uptake is the Cl-HCO3 exchanger (Fig. 5-14, no. 11). Because [HCO−3]i is several-fold higher than if it were passively distributed across the cell membrane, the outwardly directed electrochemical potential energy difference for HCO−3 can act as a driving force for the uphill entry of Cl− through Cl-HCO3 exchange. Another pathway that can mediate uphill Cl− transport into the cell is the Na/K/Cl cotransporter (Fig. 5-14, no. 12), which is stimulated by low [Cl−]i.

Given the presence of these transport pathways mediating Cl− uptake, why is [Cl−]i only ~2-fold above that predicted for passive distribution? The answer is that the passive Cl− efflux through anion-selective channels in the plasma membrane opposes Cl− uptake mechanisms. Another factor that tends to keep Cl− low in some cells is the K/Cl cotransporter. KCC (Fig. 5-14, no. 13), driven by the outward K+ gradient, tends to move K+ and Cl− out of cells. Thus, the K+ gradient promotes Cl− efflux both by generating the inside-negative Vm that drives Cl− out of the cell through channels and by driving K/Cl cotransport.

The Na-H exchanger and Na+-driven HCO−3 transporters keep the intracellular pH and [HCO−3] above their equilibrium values

H+, HCO−3, and CO2 within a particular compartment are generally in equilibrium with one another. Extracellular pH is normally ~7.4, [HCO−3]o is 24 mM, and PCO2 is ~40 mm Hg. In a typical cell, intracellular pH is ~7.2. Because [CO2] is usually the same on both sides of the cell membrane, [HCO−3]i can be calculated to be ~15 mM. Even though the ICF is slightly more acidic than the ECF, pHi is actually much more alkaline than it would be if H+ and HCO−3 were passively distributed across the cell membrane. H+ can enter the cell passively and HCO−3 can exit the cell passively, although both processes occur at a rather low rate. H+ can permeate certain cation channels and perhaps H+-selective channels (Fig. 5-14, no. 14), and HCO−3 moves fairly easily through most Cl− channels (Fig. 5-14, no. 15). Because a membrane voltage of −60 mV is equivalent as a driving force to a 10-fold concentration gradient of a monovalent ion, one would expect [H+] to be 10-fold higher within the cell than in the ECF, which corresponds to a pHi that is 1 pH unit more acidic than pHo. Similarly, one would expect [HCO−3]i to be only one tenth of [HCO−3]o. The observation that pHi and [HCO−3]i are maintained higher than predicted for passive distribution across the plasma membrane indicates that cells must actively extrude H+ or take up HCO−3.

The transport of acid out of the cell or base into the cell is collectively termed acid extrusion. In most cells, the acid extruders are secondary active transporters that are energized by the electrochemical Na+ gradient across the cell membrane. The most important acid extruders are the Na-H (Fig. 5-14, no. 16) and the Na+-driven Cl-HCO3 exchangers (Fig. 5-14, no. 17), as well as the Na/HCO3 cotransporters with Na+ : HCO−3 stoichiometries of 1 : 2 and 1 : 1. These transport systems are generally sensitive to changes in pHi; they are stimulated when the cell is acidified and inhibited when the cell is alkalinized. Thus, these transporters maintain pHi in a range that is optimal for cell functioning. Less commonly, certain epithelial cells that are specialized for acid secretion use V-type H+ pumps (Fig. 5-14, no. 18) or H-K pumps on their apical membranes to extrude acid. These epithelia include the renal collecting duct and the stomach. As noted earlier, virtually all cells have V-type H+ pumps on the membranes surrounding such intracellular organelles as lysosomes, endosomes, and Golgi.

Because most cells have powerful acid extrusion systems, one might ask why the pHi is not far more alkaline than ~7.2. Part of the answer is that transport processes that act as acid loaders balance acid extrusion. Passive leakage of H+ and HCO−3 through channels, as noted earlier, tends to acidify the cell. Cells also have transporters that generally move HCO−3 out of cells. The most common is the Cl-HCO3 exchanger (Fig. 5-14, no. 11). Another is the electrogenic NBC with the Na+:HCO−3 stoichiometry of 1 : 3 (Fig. 5-14, no. 19), which moves HCO−3 out of the cell across the basolateral membrane of renal proximal tubules.

WATER TRANSPORT AND THE REGULATION OF CELL VOLUME

Water transport is driven by osmotic and hydrostatic pressure differences across membranes

Transport of water across biological membranes is always passive. No water pumps have ever been described. To a certain extent, single water molecules can dissolve in lipid bilayers and thus move across cell membranes at a low but finite rate by simple diffusion. The ease with which H2O diffuses through the lipid bilayer depends on the lipid composition of the bilayer. Membranes with low fluidity (see Chapter 2), that is, those whose phospholipids have long saturated fatty acid chains with few double bonds (i.e., few kinks), exhibit lower H2O permeability. The addition of other lipids that decrease fluidity (e.g., cholesterol) may further reduce H2O permeability. Therefore, it is not surprising that the plasma membranes of many types of cells have specialized water channels—the aquaporins—that serve as passive conduits for water transport. The presence of aquaporins greatly increases membrane water permeability. In some cells, such as erythrocytes or the renal proximal tubule, AQP1 is always present in the membrane. The collecting duct cells of the kidney regulate the H2O permeability of their apical membranes by inserting AQP2 water channels into their apical membranes under the control of arginine vasopressin. (See Note: The Water Pump Controversy)

Water transport across a membrane is always a linear, nonsaturable function of its net driving force. The direction of net passive transport of an uncharged solute is always down its chemical potential energy difference. For water, we must consider two passive driving forces. The first is the familiar chemical potential energy difference (ΔμH2O), which depends on the difference in water concentration on the two sides of the membrane. The second is the energy difference, per mole of water, that results from the difference in hydrostatic pressure (ΔμH2O, pressure) across the membrane. Thus, the relevant energy difference across the membrane is the sum of the chemical and pressure potential energy differences:
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P is the hydrostatic pressure and [image: image] is the partial molar volume of water (i.e., volume occupied by 1 mole of water). Because the product of pressure and volume is work, the second term in Equation 5-23 is work per mole. Dealing with water concentrations is cumbersome and imprecise because [H2O] is very high (i.e., ~56 M) and does not change substantially in the dilute solutions that physiologists are interested in. Therefore, it is more practical to work with the inverse of [H2O], namely, the concentration of osmotically active solutes, or osmolality. The units of osmolality are osmoles per kilogram H2O, or Osm. In dilute solutions, the H2O gradient across the cell membrane is roughly proportional to the difference in osmolalities across the membrane: (See Note: Osmolality vs. Osmolarity)
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Osmolality is the total concentration of all osmotically active solutes in the indicated compartment (e.g., Na+ + Cl− + K+ + …). Substituting Equation 5-24 into Equation 5-23 yields a more useful expression for the total energy difference across the membrane:

[image: image]

In this equation, the terms inside the brackets have the units of pressure (force/area) and thus describe the driving force for water movement from the inside to the outside of the cell. This driving force determines the flux of water across the membrane:
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JV is positive when water flows out of the cell and has the units liters/(cm2 • s). The proportionality constant Lp is the hydraulic conductivity.

Water is in equilibrium across the membrane when the net driving force for water transport is nil. If we set ΔμH2O,total to zero in Equation 5-25:
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The term on the left is referred to as the osmotic pressure difference (Δπ). Thus, at equilibrium, the osmotic pressure difference is equal to the hydrostatic pressure difference (ΔP). An osmotic pressure difference of 1 mosmol/kg H2O (or 1 mOsm) is equivalent to a hydrostatic pressure difference of 19.3 mm Hg at normal body temperature.

The plasma membranes of animal cells are not so rigid (unlike the walls of plant cells) and cannot tolerate any significant hydrostatic pressure difference without deforming. Therefore, the hydrostatic pressure difference across a cell membrane is virtually always near zero and is therefore not a significant driving force for water transport.

Movement of water in and out of cells is driven by osmotic gradients only, that is, by differences in osmolality across the membrane. For example, if the osmolality is greater outside the cell than inside, water will flow out of the cell and the cell will shrink. Such a movement of water driven by osmotic gradients is called osmosis. Water is at equilibrium across cell membranes only when the osmolality inside and outside the cell is the same.

Hydrostatic pressure differences are an important driving force for driving fluid out across the walls of capillaries (see Chapter 20). Small solutes permeate freely across most capillaries. Thus, any difference in osmotic pressure as a result of these small solutes does not exert a driving force for water flow across that capillary. The situation is quite different for plasma proteins, which are too large to penetrate the capillary wall freely. As a result, the presence of a greater concentration of plasma proteins in the intravascular compartment than in interstitial fluid sets up a difference in osmotic pressure that tends to pull fluid back into the capillary. This difference is called the colloid osmotic pressure or oncotic pressure. Water is at equilibrium across the wall of a capillary when the colloid osmotic and hydrostatic pressure differences are equal. When the hydrostatic pressure difference exceeds the colloid osmotic pressure difference, the resulting movement of water out of the capillary is called ultrafiltration.

Because of the presence of impermeant, negatively charged proteins within the cell, Donnan forces will lead to cell swelling

NaCl, the most abundant salt in ECF, is largely excluded from the intracellular compartment by the direct and indirect actions of the Na-K pump. This relative exclusion of NaCl from the intracellular space is vital for maintaining normal cell water content (i.e., cell volume). In the absence of Na-K pumps, cells tend to swell even when both the intracellular and extracellular osmolalities are normal and identical. This statement may appear to contradict the principle that there can be no water flux without a difference in osmolality across the cell membrane (Equation 5-26). To understand this apparent paradox, consider a simplified model that illustrates the key role played by negatively charged, impermeant macromolecules (i.e., proteins) inside the cell (Fig. 5-15).

[image: image]

Figure 5-15 Gibbs-Donnan equilibrium. A semipermeable membrane separates two compartments that have rigid walls and equal volumes. The membrane is permeable to Na+, Cl−, and water but not to the macromolecule Y, which carries 150 negative charges. The calculations of ψi and P assume a temperature of 37°C.

Imagine that a semipermeable membrane separates a left compartment (analogous to the extracellular space) and a right compartment (analogous to the intracellular space). The two compartments are rigid and have equal volumes throughout the experiment. The right compartment is fitted with a pressure gauge. The membrane is nondeformable and permeable to Na+, Cl−, and water, but it is not permeable to a negatively charged macromolecule (Y). For the sake of simplicity, assume that each Y carries 150 negative charges and is restricted to the intracellular solution. Figure 5-15A illustrates the ionic conditions at the beginning of the experiment. At this initial condition, the system is far out of equilibrium; although [Na+] is the same on both sides of the membrane, [Cl−] and [Y−150] have opposing concentration gradients of 150 mM.

What will happen now? The system will tend toward equilibrium. Cl− will move down its concentration gradient into the cell. This entry of negatively charged particles will generate an inside-negative membrane voltage, which in turn will attract Na+ and cause Na+ to move into the cell. In the final equilibrium condition, both Na+ and Cl− will be distributed so that the concentration of each is balanced against the same Vm, which is given by the Nernst equation (Equation 5-8):
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Because Vm must be the same in the two cases, we combine the two equations, obtaining
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where r is the Donnan ratio because this equilibrium state is a Gibbs-Donnan equilibrium (often shortened to Donnan equilibrium). All the values for ionic concentrations in Equation 5-30 are new values. As Na+ entered the cell, not only did [Na+]i rise but [Na+]o also fell, by identical amounts. The same is true for Cl−. How much did the Na+ and Cl− concentrations have to change before the system achieved equilibrium? An important constraint on the system as it approaches equilibrium is that in each compartment, the total number of positive charges must balance the total number of negative charges (bulk electroneutrality) at all times. Imagine an intermediate state, between the initial condition and the final equilibrium state, in which 10 mM of Na+ and 10 mM of Cl− have moved into the cell (Fig. 5-15B). This condition is still far from equilibrium because the Na+ ratio in Equation 5-30 is 0.875, whereas the Cl− ratio is only 0.071; thus, these ratios are not equal. Therefore, Na+ and Cl− continue to move into the cell until the Na+ ratio and the Cl− ratio are both 0.5, the Donnan r ratio (Fig. 5-15C). This ratio corresponds to Nernst potentials of −18.4 mV for both Na+ and Cl−.

However, although the ions are in equilibrium, far more osmotically active particles are now on the inside than on the outside. Ignoring the osmotic effect of Y−150, the sum of [Na+] and [Cl−] on the inside is 250 mM, whereas it is only 200 mM on the outside. Because of this 50-mOsm gradient (ΔOsm) across the membrane, water cannot be at equilibrium and will therefore move into the cell. In our example, the right (inside) compartment is surrounded by a rigid wall so that only a minuscule amount of water needs to enter the cell to generate a hydrostatic pressure of 967 mm Hg to oppose the additional net entry of water. This equilibrium hydrostatic pressure difference (ΔP) opposes the osmotic pressure difference (Δπ):
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Thus, in the rigid “cell” of our example, achieving Gibbs-Donnan equilibrium would require developing within the model cell a hydrostatic pressure that is 1.3 atm greater than the pressure in the left compartment (outside).

The Na-K pump maintains cell volume by doing osmotic work that counteracts the passive Donnan forces

Unlike in the preceding example, the plasma membranes of animal cells are not rigid but deformable, so that transmembrane hydrostatic pressure gradients cannot exist. Thus, in animal cells, the distribution of ions toward the Donnan equilibrium condition would, it appears, inevitably lead to progressive water entry, cell swelling, and ultimately bursting. Although the Donnan equilibrium model is artificial (e.g., ignoring all ions other than Na+, Cl−, and Y−150), it nevertheless illustrates a point that is important for real cells: the negative charge on impermeant intracellular solutes (e.g., proteins and organic phosphates) will lead to bursting unless the cell does “osmotic work” to counteract the passive Donnan-like swelling. The net effect of this osmotic work is to largely exclude NaCl from the cell and thereby make the cell functionally impermeable to NaCl. In a sense, NaCl acts as a functionally impermeant solute in the extracellular space that offsets the osmotic effects of intracellular negative charges. This state of affairs is not an equilibrium but a steady state maintained by active transport.

To illustrate the role of active transport, consider a somewhat more realistic model of a cell (Fig. 5-16). Under “normal” conditions, [Na+]i, [K+]i, and [Cl−]i are constant because (1) the active extrusion of three Na+ ions in exchange for two K+ ions is balanced by the passive influx of three Na+ ions and the passive efflux of two K+ ions and (2) the net flux of Cl− is zero (i.e., we assume that Cl− is in equilibrium). When the Na-K pump is inhibited, the passive entry of three Na+ ions exceeds the net passive efflux of two K+ ions and thereby results in a gain of one intracellular cation and an immediate, small depolarization (i.e., cell becomes less negative inside). In addition, as intracellular [K+] slowly declines after inhibition of the Na-K pump, the cell depolarizes even further because the outward K+ gradient is the predominant determinant of the membrane voltage. The inside-negative Vm is the driving force that is largely responsible for excluding Cl− from the cell, and depolarization of the cell causes Cl− to enter through anion channels. Cl− influx results in the gain of one intracellular anion. The net gain of one intracellular cation and one anion increases the number of osmotically active particles and in so doing creates the inward osmotic gradient that leads to cell swelling. Thus, in the normal environment in which cells are bathed, the action of the Na-K pump is required to prevent the cell swelling that would otherwise occur.
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Figure 5-16 Role of the Na-K pump in maintaining cell volume.

A real cell, of course, is far more complex than the idealized cell in Figure 5-16, having myriad interrelated channels and transporters (Fig. 5-14). These other pathways, together with the Na-K pump, have the net effect of excluding NaCl and other solutes from the cell. Because the solute gradients that drive transport through these other pathways ultimately depend on the Na-K pump, inhibiting the Na-K pump will de-energize these other pathways and lead to cell swelling.

Cell volume changes trigger rapid changes in ion channels or transporters, returning volume toward normal

The joint efforts of the Na-K pump and other transport pathways are necessary for maintaining normal cell volume. What happens if cell volume is acutely challenged? A subset of “other pathways” respond to the cell volume change by transferring solutes across the membrane, thereby returning the volume toward normal.

Response to Cell Shrinkage  If we increase extracellular osmolality by adding an impermeant solute such as mannitol (Fig. 5-17A), the extracellular solution becomes hyperosmolal and exerts an osmotic force that draws water out of the cell. The cell continues to shrink until the osmolality inside and out becomes the same. Many types of cells respond to this shrinkage by activating solute uptake processes to increase cell solute and water content. This response is known as a regulatory volume increase (RVI). Depending on the cell type, cell shrinkage activates different types of solute uptake mechanisms. In many types of cells, shrinkage activates the ubiquitous NHE1 isoform of the Na-H exchanger. In addition to mediating increased uptake of Na+, extrusion of H+ alkalinizes the cell and consequently activates Cl-HCO3 exchange. The net effect is thus the entry of Na+ and Cl−. The resulting increase in intracellular osmoles then draws water into the cell to restore cell volume toward normal. Alternatively, the RVI response may be mediated by activation of the NKCC1 isoform of the Na/K/Cl cotransporter.
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Figure 5-17 Short-term regulation of cell volume.

Response to Cell Swelling  If extracellular osmolality is decreased by the addition of water (Fig. 5-17B), the extracellular solution becomes hypo-osmolal and exerts a lesser osmotic force so that water moves into the cell. The cell continues to swell until the osmolality inside and out becomes the same. Many cell types respond to this swelling by activating solute efflux pathways to decrease cell solute and water content and thereby return cell volume toward normal. This response is known as a regulatory volume decrease (RVD). Depending on the cell type, swelling activates different types of solute efflux mechanisms. In many types of cells, swelling activates Cl− or K+ channels (or both). Because the electrochemical gradients for these two ions are generally directed outward across the plasma membrane, activating these channels causes a net efflux of K+ and Cl−, which lowers the intracellular solute content and causes water to flow out of the cell. The result is restoration of cell volume toward normal. Alternatively, the RVD response may be initiated by activating the K/Cl cotransporter.


Disorders of Extracellular Osmolality

Regulatory adjustments in cell volume can be extremely important clinically. In major disorders of extracellular osmolality, the principal signs and symptoms arise from abnormal brain function, which can be fatal. For example, it is all too common for the elderly or infirm, unable to maintain proper fluid intake because of excessive heat or disability, to be brought to the emergency department in a state of severe dehydration. The hyperosmolality that results from dehydration can lead to brain shrinkage, which in extreme cases can cause intracerebral hemorrhage from tearing of blood vessels. If the brain cells compensate for this hyperosmolality by the long-term mechanisms discussed (e.g., manufacturing of idiogenic osmoles), cell shrinkage may be minimized. However, consider the consequence if an unsuspecting physician, unaware of the nuances of cell volume regulation, rapidly corrects the elevated extracellular hyperosmolality back down to normal. Rapid water entry into the brain cells will cause cerebral edema (i.e., brain swelling) and may result in death from herniation of the brainstem through the tentorium. For this reason, severe disturbances in ECF osmolality must usually be corrected slowly.



In the normal steady state, the transport mechanisms that are responsible for RVI and RVD are usually not fully quiescent. Not only does cell shrinkage activate the transport pathways involved in RVI (i.e., solute loaders), it also appears to inhibit at least some of the transport pathways involved in RVD (i.e., solute extruders). The opposite is true of cell swelling. In all cases, it is the Na-K pump that ultimately generates the ion gradients that drive the movements of NaCl and KCl that regulate cell volume in response to changes in extracellular osmolality.

Cells respond to long-term hyperosmolality by accumulating new intracellular organic solutes

Whereas the acute response (seconds to minutes) to hyperosmolality (i.e., RVI) involves the uptake of salts, chronic adaptation (hours to days) to hyperosmolality involves accumulating organic solutes (osmolytes) within the cell. Examples of such intracellularly accumulated osmolytes include two relatively impermeant alcohol derivatives of common sugars (i.e., sorbitol and inositol) as well as two amines (betaine and taurine). Generation of organic solutes (idiogenic osmoles) within the cell plays a major role in raising intracellular osmolality and restoring cell volume during chronic adaptation to hyperosmolality—a response that is particularly true in brain cells. Sorbitol is produced from glucose by a reaction that is catalyzed by the enzyme aldose reductase. Cell shrinkage is a powerful stimulus for the synthesis of aldose reductase.

In addition to synthesizing organic solutes, cells can also transport them into the cytosol from the outside. For example, cells use distinct Na+-coupled cotransport systems to accumulate inositol, betaine, and taurine. In some types of cells, shrinkage induces greatly enhanced expression of these transporters, thereby leading to the accumulation of these intracellular solutes.

The gradient in tonicity—or effective osmolality—determines the osmotic flow of water across a cell membrane

Total body water is distributed among blood plasma, the interstitial, intracellular, and transcellular fluids. The mechanisms by which water exchanges between interstitial fluid and ICF, and between interstitial fluid and plasma, rely on the principles that we have just discussed.

Water Exchange Across Cell Membranes  Because cell membranes are not rigid, hydrostatic pressure differences never arise between cell water and interstitial fluid. Increasing the hydrostatic pressure in the interstitial space will cause the cell to compress so that the intracellular hydrostatic pressure increases to a similar extent. Thus, water does not enter the cell under these conditions. However, increasing the interstitial osmotic pressure, thus generating a Δπ, is quite a different matter. If we suddenly increase ECF osmolality by adding an impermeant solute such as mannitol, the resulting osmotic gradient across the cell membrane causes water to move out of the cell. If the cell does not have an RVI mechanism or if the RVI mechanism is blocked, cell volume will remain reduced indefinitely.

On the other hand, consider what would happen if we suddenly increase ECF osmolality by adding a permeant solute such as urea. Urea can rapidly penetrate cell membranes by facilitated diffusion through members of the UT family of transporters; however, cells have no mechanism for extruding urea. Because urea penetrates the membrane more slowly than water does, the initial effect of applying urea is to shrink the cell (Fig. 5-18). However, as urea gradually equilibrates across the cell membrane and abolishes the initially imposed osmotic gradient, the cell reswells to its initial volume. Thus, sustained changes in cell volume do not occur with a change in the extracellular concentration of a permeant solute.
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Figure 5-18 Effect of urea on the volume of a single cell bathed in an infinite volume of extracellular fluid. We assume that the cell membrane is permeable only to water during the initial moments in steps 2 and 3. Later, during steps 4 and 5, we assume that the membrane is permeable to both water and urea.

The difference between the effects of mannitol and urea on the final cell volume illustrates the need to distinguish between total osmolality and effective osmolality (also known as tonicity). In terms of clinically measured solutes, total and effective osmolality of the ECF can be approximated as
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BUN stands for blood urea nitrogen, that is, the concentration of the nitrogen that is contained in the plasma as urea. In Equation 5-32, the clinical laboratory reports [Na+] in milliequivalents per liter. Because the laboratory reports the glucose and BUN concentrations in terms of milligrams per deciliter, we divide glucose by one tenth of the molecular weight of glucose and BUN by one tenth of the summed atomic weights of the two nitrogen atoms in urea. The computed tonicity does not include BUN because—as we saw earlier—urea easily equilibrates across most cell membranes. On the other hand, the computed tonicity includes both Na+ and glucose. It includes Na+ because Na+ is functionally impermeant owing to its extrusion by the Na-K pump. Tonicity includes glucose because this solute does not appreciably accumulate in most cells as a result of metabolism. In some clinical situations, the infusion of impermeant solutes, such as radiographic contrast agents or mannitol, can also contribute to tonicity of the ECF.

Osmolality describes the number of osmotically active solutes in a single solution. If we regard a plasma osmolality of 290 mOsm as being normal, solutions having an osmolality of 290 mOsm are isosmolal, solutions with osmolalities above 290 mOsm are hyperosmolal, and those with osmolalities below 290 mOsm are hypo-osmolal. On the other hand, when we use the terms isotonic, hypertonic, and hypotonic, we are comparing one solution with another solution (e.g., ICF) across a well-defined membrane (e.g., a cell membrane). A solution is isotonic when its effective osmolality is the same as that of the reference solution, which for our purposes is the ICF. A hypertonic solution is one that has a higher effective osmolality than the reference solution, and a hypotonic solution has a lower effective osmolality.

Shifts of water between the intracellular and interstitial compartments result from alterations in effective ECF osmolality, or tonicity. Clinically, such changes in tonicity are usually caused by decreases in [Na+] in the plasma and ECF (hyponatremia), increases in [Na+] (hypernatremia), or increases in glucose concentration (hyperglycemia). Changes in the concentration of a highly permeant solute such as urea, which accumulates in patients with kidney failure, have no effect on tonicity.

Water Exchange Across the Capillary Wall  The barrier separating the blood plasma and interstitial compartments, the capillary wall, is—to a first approximation—freely permeable to solutes that are smaller than plasma proteins. Thus, the only net osmotic force that acts across the capillary wall is that caused by the asymmetric distribution of proteins in plasma versus interstitial fluid. Several terms may be used for the osmotic force that is generated by these impermeant plasma proteins, such as protein osmotic pressure, colloid osmotic pressure, and oncotic pressure. These terms are synonymous and can be represented by the symbol πoncotic. The oncotic pressure difference (Δπoncotic), which tends to pull water from the interstitium to the plasma, is opposed by the hydrostatic pressure difference across the capillary wall (ΔP), which drives fluid from plasma into the interstitium. All net movements of water across the capillary wall are accompanied by the small solutes dissolved in this water, at their ECF concentrations; that is, the pathways taken by the water across the capillary wall are so large that small solutes are not sieved out.

To summarize, fluid shifts between plasma and the interstitium respond only to changes in the balance between ΔP and Δπoncotic. Small solutes such as Na+, which freely cross the capillary wall, do not contribute significantly to osmotic driving forces across this barrier and move along with the water in which they are dissolved. We will return to this subject when we discuss the physiology of capillaries in Chapter 20.

Adding isotonic saline, pure water, or pure NaCl to the ECF will increase ECF volume but will have divergent effects on ICF volume and ECF osmolality

Adding various combinations of NaCl and solute-free water to the ECF will alter the volume and composition of the body fluid compartments. Three examples illustrate the effects seen with intravenous therapy. In Figure 5-19A, we start with a total body water of 42 liters (60% of a 70-kg person), subdivided into an ICF volume of 25 liters (60% of total body water) and an ECF volume of 17 liters (40% of total body water). These numerical values are the same as those in Figure 5-1 and Table 5-1.
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Figure 5-19 Effect on body fluid compartments of infusing different solutions.

Infusion of Isotonic Saline  Consider the case in which we infuse or ingest 1.5 liters of isotonic saline, which is a 0.9% solution of NaCl in water (Fig. 5-19B). This solution has an effective osmolality of 290 mOsm in the ECF. This 1.5 liters is initially distributed throughout the ECF and raises ECF volume by 1.5 liters. Because the effective osmolality of the ECF is unaltered, no change occurs in the effective osmotic gradient across the cell membranes, and the added water moves neither into nor out of the ICF. This outcome is, of course, in accord with the definition of an isotonic solution. Thus, we see that adding isotonic saline to the body is an efficient way to expand the ECF without affecting the ICF. Similarly, if it were possible to remove isotonic saline from the body, we would see that this measure would efficiently contract the ECF and again have no effect on the ICF.

Infusion of “Solute-Free” Water  Now consider a case in which we either ingest 1.5 liters of pure water or infuse 1.5 liters of an isotonic (5%) glucose solution (Fig. 5-19C). Infusing the glucose solution intravenously is equivalent, in the long run, to infusing pure water because the glucose is metabolized to CO2 and water, with no solutes left behind in the ECF. Infusing pure water would be unwise inasmuch as it would cause the cells near the point of infusion to burst.

How do the effects of adding 1.5 liters of pure water compare with those of the previous example? At first, the 1.5 liters of pure water will be rapidly distributed throughout the ECF and increase its volume from 17 to 18.5 liters (Fig. 5-19C, Early). This added water will also dilute the preexisting solutes in the ECF, thereby lowering ECF osmolality to 290 mOsm × 17/18.5 = 266 mOsm. Because intracellular osmolality remains at 290 mOsm at this imaginary, intermediate stage, a large osmotic gradient is created that favors the entry of water from the ECF into the ICF. Water will move into the ICF and consequently lower the osmolality of the ICF and simultaneously raise the osmolality of the ECF until osmotic equilibrium is restored (Fig. 5-19C, Final). Because the added water is distributed between the ICF and ECF according to the initial ICF/ECF ratio of 60%/40%, the final ECF volume is 17.6 liters (i.e., 17 liters expanded by 40% of 1.5 liters). Thus, infusion of solute-free water is a relatively ineffective means of expanding the ECF. More of the added water has ended up intracellularly (60% of 1.5 liters = 0.9 L of expansion). The major effect of the water has been to dilute the osmolality of body fluids. The initial total body solute content was 290 mOsm × 42 L = 12,180 milliosmoles. This same solute has now been diluted in 42 + 1.5 or 43.5 liters, so the final osmolality is 12,180/43.5 = 280 mOsm.

Ingestion of Pure NaCl Salt  The preceding two “experiments” illustrate two extremely important principles that govern fluid and electrolyte homeostasis, namely, that adding or removing Na+ will mainly affect ECF volume (Fig. 5-19B), whereas adding or removing solute-free water will mainly affect the osmolality of body fluids (Fig. 5-19C). The first point can be further appreciated by considering a third case, one in which we add the same amount of NaCl that is contained in 1.5 liters of isotonic (i.e., 0.9%) saline: 1.5 L × 290 mOsm = 435 mosmol. However, we will not add any water. At first, these 435 milliosmoles of NaCl will rapidly distribute throughout the 17 liters of ECF and increase the osmolality of the ECF (Fig. 5-19D, Early). The initial, total osmolal content of the ECF was 290 mOsm × 17 L = 4930 mosmol. Because we added 435 milliosmoles, we now have 5365 milliosmoles in the ECF. Thus, the ECF osmolality is 5365/17 = 316 mOsm. The resulting hyperosmolality draws water out of the ICF into the ECF until osmotic equilibrium is re-established. What is the final osmolality? The total number of milliosmoles dissolved in total body water is the original 12,180 milliosmoles plus the added 435 milliosmoles, for a total of 12,615 milliosmoles. Because these milliosmoles are dissolved in 42 liters of total body water, the final osmolality of the ICF and ECF is 12,615/42 = 300 mOsm. In the new equilibrium state, the ECF volume has increased by 0.9 liter even though no water at all was added to the body. Because the added ECF volume has come from the ICF, the ICF shrinks by 0.9 liter. This example further illustrates the principle that the total body content of Na+ is the major determinant of ECF volume.

Whole-body Na+ content determines ECF volume, whereas whole-body water content determines osmolality

Changes in ECF volume are important because they are accompanied by proportional changes in the volume of blood plasma, which in turn affects the adequacy with which the circulatory system can perfuse vital organs with blood. The blood volume that is necessary to achieve adequate perfusion of key organs is sometimes referred to as the effective circulating volume. Because the body generally stabilizes osmolality, an increase in extracellular Na+ content will increase ECF volume:
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Because cells contain very little Na+, extracellular Na+ content is nearly the same as total body Na+ content.

We will see in Chapter 40 how the body regulates effective circulating volume; increases in effective circulating volume, which reflect increases in ECF volume or total body Na+ content, stimulate the renal excretion of Na+. In contrast, the plasma Na+ concentration does not regulate renal excretion of Na+. It makes sense that regulation of Na+ excretion is not sensitive to the plasma Na+ concentration because the concentration is not an indicator of ECF volume.

As discussed, when we hold osmolality constant, Na+ content determines ECF volume. What would happen if we held constant the Na+ content, which is a major part of total body osmoles? An increase in total body water would decrease osmolality.
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Thus, a net gain or loss of solute-free water has a major impact on the osmolality and [Na+] of the ECF. Moreover, because a large part (~60%) of the added solute-free water distributes into the ICF, a gain or loss of solute-free water affects ICF more than ECF. We will see in Chapter 40 how the body regulates osmolality; a small decrease in osmolality triggers osmoreceptors to diminish thirst (resulting in diminished intake of solute-free water) and increase renal water excretion. In emergency states of very low ECF and effective circulating volume, some crosstalk occurs between the volume and osmolality control systems. As a result, the body not only will try to conserve Na+ but will also seek water (by triggering thirst) and conserve water (by concentrating the urine). Although water (in comparison to saline) is not a very good expander of plasma and ECF volume, it is better than nothing.

TRANSPORT OF SOLUTES AND WATER ACROSS EPITHELIA

Thus far we have examined how cells transport solutes and water across their membranes and thereby control their intracellular composition. We now turn our attention to how the body controls the milieu intérieur, namely, the ECF that bathes the cells. Just as the cell membrane is the barrier between the ICF and ECF, epithelia are the barriers that separate the ECF from the outside world. In this subchapter, we examine the fundamental principles of how epithelial cells transport solutes and water across epithelial barriers.

An epithelium is an uninterrupted sheet of cells that are joined together by junctional complexes (see Chapter 2). These junctions serve as a selectively permeable barrier between the solutions on either side of the epithelium and demarcate the boundary between the apical and basolateral regions of the cell membrane. The apical and basolateral membranes are remarkably different in their transport function. This polarization allows the epithelial cell to transport water and selected solutes from one compartment to another. In other words, the epithelium is capable of vectorial transport. In many cases, transport of solutes across an epithelium is an active process.

Membranes may be called by different names in different epithelia. The apical membrane can be known as the brush border, the mucosal membrane, or the luminal membrane. The basolateral membrane is also known as the serosal or peritubular membrane.

The epithelial cell generally has different electrochemical gradients across its apical and basolateral membranes

Imagine an artificial situation in which an epithelium separates two identical solutions. Furthermore, imagine that there is no difference in voltage across the epithelium and no difference in hydrostatic pressure. Under these circumstances, the driving forces for the passive movement of solutes or water across the epithelium would be nil. Because the apical and basolateral membranes of the cell share the same cytosol, the electrochemical gradients across the apical and basolateral membranes would be identical.

However, this example is virtually never realistic for two reasons. First, because the composition of the “outside world” is not the same as that of ECF, transepithelial concentration differences occur. Second, transepithelial voltage is not zero. Thus, the electrochemical gradients across the apical and basolateral membranes of an epithelial cell are generally very different.

Electrophysiological methods provide two major types of information about ion transport by epithelial cells. First, electrophysiological techniques can define the electrical driving forces that act on ions either across the entire epithelium or across the individual apical and basolateral cell membranes. Second, these electrical measurements can define the overall electrical resistance of the epithelium or the electrical resistance of the individual apical and basolateral cell membranes.

The voltage difference between the solutions on either side of the epithelium is the transepithelial voltage (Vte). We can measure Vte by placing one microelectrode in the lumen of the organ or duct of which the epithelium is the wall and a second reference electrode in the blood or interstitial space (Fig. 5-20A). If we instead insert the first microelectrode directly into an epithelial cell (Fig. 5-20A), the voltage difference between this cell and the reference electrode in blood or the interstitial space measures the basolateral cell membrane voltage (Vbl). Finally, if we compare the intracellular electrode with a reference electrode in the lumen (Fig. 5-20A), the voltage difference is the apical cell membrane voltage (Va). Obviously, the sum of Va and Vbl is equal to the transepithelial voltage (Fig. 5-20B). It is also possible to insert ion-sensitive microelectrodes into the lumen or the epithelial cells and thereby determine the local activity of ions such as Na+, K+, H+, Ca2+, and Cl−.
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Figure 5-20 Measurement of voltages in an epithelium. A, The transepithelial voltage difference between electrodes placed in the lumen and interstitial space (or blood) is Vte. The basolateral voltage difference between electrodes placed in the cell and interstitial space is Vbl. The apical voltage difference between electrodes placed in the lumen and cell is Va. B, Relative to the reference voltage of zero in the interstitial space, the voltage inside the cell in this example is −70 mV, and the voltage in the lumen is −3 mV. These values are typical of a cell in the renal proximal tubule or a small intestine.

By using the same voltage electrodes that we introduced in the preceding paragraph, we can pass electrical current across either the whole epithelium or the individual apical and basolateral membranes. From Ohm’s law, it is thus possible to calculate the electrical resistance of the entire wall of the epithelium, or transepithelial resistance (Rte); that of the apical membrane, or apical resistance (Ra); or that of the basolateral membrane, or basolateral resistance (Rbl).


Tight and leaky epithelia differ in the permeabilities of their tight junctions

One measure of how tightly an epithelium separates one compartment from another is its resistance to the flow of electrical current. The range of transepithelial electrical resistance is quite large. For example, 1 cm2 of a rat proximal tubule has a resistance of only 6 Ω, whereas 1 cm2 of a rabbit urinary bladder has a resistance of 70,000 Ω. Why is the range of Rte values so great? The cells of these epithelia do not differ greatly in either their apical or basolateral membrane resistances. Instead, the epithelia with low electrical resistances have a low-resistance pathway located in their tight junctions. Epithelia are thus classified as either “tight” (high electrical resistance) or “leaky,” depending on the relative resistance of their tight junctions. In other words, the tight junctions of leaky epithelia are relatively more permeant to the diffusion of ions than the tight junctions of tight epithelia.

Now that we have introduced the concept that solutes and water can move between epithelial cells through tight junctions, we can define two distinct pathways by which substances can cross epithelia. First, a substance can cross through the cell by sequentially passing across the apical and then the basolateral membranes, or vice versa. This route is called the transcellular pathway. Second, a substance can bypass the cell entirely and cross the epithelium through the tight junctions and lateral intercellular spaces. This route is called the paracellular pathway.

As might be expected, leaky epithelia are not so good at maintaining large transepithelial ion or osmotic gradients. In general, leaky epithelia perform bulk transepithelial transport of solutes and water in a nearly isosmotic fashion (i.e., the transported fluid has about the same osmolality as the fluid from which it came). Examples include the small intestine and the proximal tubule of the kidney. As a general rule, tight epithelia generate or maintain large transepithelial ion concentration or osmotic gradients. Examples include the distal nephron of the kidney, the large intestine, and the tightest of all epithelia, the urinary bladder (whose function is to be an absolutely impermeable storage vessel).

In addition to tight junctions, epithelia share a number of basic properties First, the Na-K pump is located exclusively on the basolateral membrane (Fig. 5-21). The only known exception is the choroid plexus, where the Na-K pump is located on the apical membrane.
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Figure 5-21 Models of epithelial solute transport.

Second, most of the K+ that is taken up by the Na+ pump generally recycles back out across the basolateral membrane through K+ channels (Fig. 5-21). A consequence of the abundance of these K+ channels is that the K+ gradient predominantly determines Vbl, which is usually 50 to 60 mV, inside negative.

Third, as in other cells, [Na+]i, typically 10 to 30 mM, is much lower in an epithelial cell than in the ECF. This low [Na+]i is a consequence of the active extrusion of Na+ by the Na-K pump. The large, inwardly directed Na+ electrochemical gradient serves as a driving force for Na+ entry through apical Na+ channels and for the secondary active transport of other solutes across the apical membrane (e.g., by Na+/glucose cotransport, Na-H exchange, Na/K/Cl cotransport) or basolateral membrane (e.g., by Na-Ca exchange).

Epithelial cells can absorb or secrete different solutes by inserting specific channels or transporters at either the apical or basolateral membrane

By placing different transporters at the apical and basolateral membranes, epithelia can accomplish net transepithelial transport of different solutes in either the absorptive or secretory direction. For example, the renal proximal tubule moves glucose from the tubule lumen to the blood by using the Na+/glucose cotransporter (SGLT) to move glucose into the cell across the apical membrane, but it uses facilitated diffusion of glucose (GLUT) to move glucose out of the cell across the basolateral membrane. Clearly, the proximal tubule cell could not use the same Na+/glucose cotransporter at both the apical and basolateral membranes because the electrochemical Na+ gradient is similar across both membranes.

We will now look at four examples to illustrate how epithelia can absorb or secrete various solutes by using the transporters discussed earlier in this chapter.

Na+ Absorption  Consider the model in Figure 5-21A, which is similar to that first proposed by Hans Ussing and coworkers to explain NaCl absorption across the frog skin. The basolateral Na-K pump pumps Na+ out of the cell, thereby lowering [Na+]i and generating an inward Na+ electrochemical gradient across the apical membrane. This apical Na+ gradient in turn provides the driving force for Na+ to enter the cell passively across the apical membrane through ENaC Na+ channels. The Na+ that enters the cell in this way is pumped out across the basolateral membrane in exchange for K+, which recycles back out across the basolateral membrane. Note that the Na-K pump generates a current of positive charge across the cell from lumen to interstitium. This current, in turn, creates a lumen-negative transepithelial voltage that can then provide a driving force for passive Cl− absorption across the tight junctions—through the so-called paracellular pathway. The net result is NaCl absorption. This process is the mechanism for NaCl reabsorption in the collecting tubule of the kidney.

K+ Secretion  With slight alterations, the same basic cell model can perform K+ secretion as well as Na+ absorption (Fig. 5-21B). Adding K+ channels to the apical membrane allows some of the K+ that is taken up by the Na-K pump across the basolateral membrane to be secreted across the apical membrane. This mechanism is the basis of K+ secretion in the collecting tubule of the kidney. Such a model accurately predicts that drugs such as amiloride, which blocks apical ENaC Na+ channels in these cells, will inhibit K+ secretion as well as Na+ reabsorption.

Glucose Absorption  The small intestine and proximal tubule absorb nutrients that are present in the luminal compartment by secondary active cotransport of Na+ with organic solutes. An example is Na+ cotransport with glucose by SGLT (Fig. 5-21C). The inwardly directed electrochemical Na+ gradient across the apical membrane, generated by the Na-K pump, now drives the entry of both Na+ and glucose. Glucose, which has accumulated in the cell against its concentration gradient, exits passively across the basolateral membrane by a carrier-mediated transporter (GLUT) that is not coupled to Na+. Again, the flow of positive current across the cell generates a lumen-negative transepithelial voltage that can drive passive Cl− absorption across the tight junctions. The net effect is to absorb both NaCl and glucose.

Cl− Secretion  If the cell places the Na+-coupled Cl− entry mechanism on the basolateral membrane, the same basic cell model can mediate NaCl secretion into the lumen (Fig. 5-21D). The inwardly directed Na+ electrochemical gradient now drives secondary active Cl− uptake across the basolateral membrane by the Na/K/Cl cotransporter NKCC1. Cl− accumulated in the cell in this way can then exit across the apical membrane passively through Cl− channels such as CFTR. Notice that negative charges now move across the cell from interstitium to lumen and generate a lumen-negative voltage that can drive passive Na+ secretion across the tight junctions (paracellular pathway). The net process is NaCl secretion, even though the primary active transporter, the Na-K pump, is pumping Na+ from the cell to the interstitium. Secretory cells in the intestine and pulmonary airway epithelium use this mechanism for secreting NaCl.

Water transport across epithelia passively follows solute transport

In general, water moves passively across an epithelium in response to osmotic gradients. An epithelium that secretes salt will secrete fluid, and one that absorbs salt will absorb fluid. The finite permeability of the bare lipid bilayer to water and the presence of aquaporins in most cell membranes ensure that osmotic equilibration for most cells is rapid. In addition, particularly in leaky epithelia, tight junctions provide a pathway for water movement between the epithelial cells. However, epithelial water permeability (hydraulic conductivity) varies widely because of differences in membrane lipid composition and in abundance of aquaporins. The presence of aquaporins in the plasma membrane may be either constitutive or highly regulated.

Absorption of a Hyperosmotic Fluid  If the epithelium absorbs more salt than its isotonic equivalent volume of water, the absorbate is hyperosmotic. An example is the thick ascending limb of the loop of Henle in the kidney, which reabsorbs a large amount of salt but relatively little water. As a result, dilute fluid is left behind in the lumen, and the renal interstitium is rendered hyperosmotic.

Absorption of an Isosmotic Fluid  In certain epithelia, such as the renal proximal tubule and small intestine, net water movement occurs with no detectable osmotic gradients across the epithelium (Fig. 5-22). Moreover, the reabsorbed fluid appears to be isosmotic with respect to luminal fluid. Of course, fluid absorption could not really occur without the requisite solute driving force across the epithelium. Two explanations, which are not exclusive, have been offered.
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Figure 5-22 Model of isotonic water transport in a leaky epithelium. Na-K pumps present on the lateral and basal membrane pump Na+ into two restricted spaces: the lateral intercellular space and restricted spaces formed by infoldings of the basal membrane. The locally high osmolality in the lateral intercellular space pulls water from the lumen and the cell. Similarly, the locally high osmolality in the restricted basal spaces pulls water from the cell. The solution that emerges from these two restricted spaces—and enters the interstitial space—is only slightly hypertonic (virtually isotonic) compared with the luminal solution.

First, the water permeability of epithelia performing isosmotic water reabsorption might be extremely high because of the high constitutive expression of aquaporins in the apical and basolateral membranes. Thus, modest transepithelial osmotic gradients (perhaps only 1 to 2 mOsm), which are the product of solute absorption, are sufficient to drive water transport at the rates observed. Measurements cannot distinguish such small osmotic gradients from no gradient at all.

Second, the lateral intercellular spaces between the epithelial cells (lateral interspaces; see Fig. 5-22, option 1) as well as the spaces between the infoldings of the basal membrane (basal labyrinth; see Fig. 5-22, option 2) might be modestly hyperosmotic as a consequence of the accumulation of absorbed solutes in a localized region. The resulting localized osmotic gradient would pull water into the lateral interspaces from the cell (across the lateral portion of the basolateral membrane) or from the lumen (across the tight junction). Similarly, a localized osmotic gradient would pull water into the basal labyrinth from the cell (across the basal portion of the basolateral membrane). By the time that the fluid emerges from these spaces and reaches the interstitium, it would have become nearly isosmotic.

Absorption of a Hypo-osmotic Fluid  If both sides of an epithelium are bathed by isosmotic solutions, it is not possible to concentrate the fluid in the lumen. You might think that you could accomplish the task by absorbing a hypo-osmotic fluid. However, this would require absorbing more water than solute, which would require water transport to “lead” rather than to follow solute transport. Indeed, active transport of water does not occur, and water cannot move against an osmotic gradient. Hypo-osmotic fluid absorption does indeed occur in the body but requires that the osmolality of the basolateral compartment exceed that of the apical compartment. As we will see in Chapter 38, the medullary collecting duct uses this approach to concentrate the urine. The collecting duct absorbs a hypo-osmotic fluid because (1) the interstitial fluid in the renal medulla is hyperosmotic and (2) the water permeability of the renal collecting duct is high due to the insertion of AQP2—under hormonal control—into the apical membrane. (See Note: The Water Pump Controversy)

Epithelia can regulate transport by controlling transport proteins, tight junctions, and the supply of the transported substances

A large range of physiological stimuli regulate the rates at which specific epithelia transport specific solutes. Virtually all known intracellular signaling cascades (see Chapter 3) have been implicated in mediating these regulatory effects. Ultimately, these cascades must affect the rates at which specific solutes move through transporters or channels.

Increased Synthesis (or Degradation) of Transport Proteins  One approach for modifying transport activity is to change the number of transport molecules in the cell. For example, the hormone aldosterone directly or indirectly increases the transcription rate of genes that encode Na-K pump subunits, thereby increasing Na-K pump synthesis in the distal nephron of the kidney.

Recruitment of Transport Proteins to the Cell Membrane  Cells can also change the functional activity of transporters by storing some of them in an intracellular organelle “pool” and then inserting them into the cell membrane. For example, histamine causes cytoplasmic “tubulovesicles” containing H-K pumps (the pool) to fuse with the apical membrane of gastric parietal cells, thereby initiating gastric acid secretion.

Post-translational Modification of Preexisting Transport Proteins  Another approach for modulating the transporter rate is to change the activity of preexisting transport proteins. For example, increases in the level of intracellular cyclic adenosine monophosphate (cAMP) enhance the phosphorylation of apical membrane Cl− channels that are involved in NaCl secretion by intestinal and airway epithelia. The cystic fibrosis gene product (CFTR) is a Cl− channel whose function is regulated by phosphorylation. A defect in the regulation of apical membrane Cl− channels is the primary physiological abnormality in cystic fibrosis.

Changes in the Paracellular Pathway  The passive movement of solutes across the tight junction can contribute to either “forward” transepithelial movement of the solute or backleak of the solute, depending on the solute gradients. Thus, the epithelium can modulate net transport by changing the permeability of the paracellular pathway. For example, the Na+ permeability of the tight junctions of the proximal tubule increases when ECF volume increases. This increase in the permeability of the paracellular pathway may lower net Na+ reabsorption because of increased backleak of absorbed Na+ from the lateral interspace, across the tight junction, and into the lumen.

Luminal Supply of Transported Species  Changes in the concentration of transported solutes can have profound effects on rates of net solute transport. As fluid moves along the renal proximal tubule, for example, the very process of glucose absorption depletes glucose from the lumen, thereby slowing further glucose absorption. Increasing the rate at which fresh, high-glucose fluid enters the proximal tubule lumen raises the glucose concentration at the site of glucose uptake and thus increases the rate of glucose absorption.
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CHAPTER 6

ELECTROPHYSIOLOGY OF THE CELL MEMBRANE

Edward G. Moczydlowski

Physics is concerned with the fundamental nature of matter and energy, whereas the goal of medical physiology is to understand the workings of living tissue. Despite their different perspectives, physics and physiology share common historical roots in the early investigations of charge and electricity. In the late 1700s, Luigi Galvani, a professor of anatomy in Bologna, Italy, used the leg muscles of a dissected frog to assay the presence of electrical charge stored in various ingenious devices that were the predecessors of modern capacitors and batteries. He observed that frog legs vigorously contracted when electrical stimulation was applied either directly to the leg muscle or to the nerves leading to the muscle (Fig. 6-1). Such early physiological experiments contributed to the development of electromagnetic theory in physics and electrophysiological theory in biology.
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Figure 6-1 Early electrophysiological experiments of Galvani. A, Electrical stimulation of a dissected frog with diverse sources of electricity. On the center of the table is a board with a dissected frog that has been prepared for an experiment (Fig. Ω). A hand with a charged metal rod (G) is about to touch the sacral nerves (D), contracting the limbs (C). A metal wire (F) penetrates the spinal cord; a second metal wire (K) grounds the first wire to the floor. On the left side of the table (Fig. 1) is a large “electrical machine” with a rotating disk (A), a conductor (C), and a hand holding a metal rod (B) that is about to be charged. On the extreme left of the room (Fig. 2), a dissected frog is suspended from an iron wire that penetrates the spinal cord (F); the wire is attached to the wall by a hook. A hand with a charged metal rod (G) is touching the wire, stimulating the sacral nerves (D) and causing the legs (C) to twitch. Outside the room on the extreme right side (Fig. 3) is a frog in a glass jar (A). Emerging from the glass jar is an iron wire (B) that is attached at one end to a hook on the frog and ends in a hook (C) in the air. A silk loop (D) near this hook connects to a long conductor (F) that runs near the ceiling to a hook in the wall at the extreme left of the main room. At the far right/front of the table in the main room (Fig. 4) is a dissected frog with one conductor connected to a nerve (C) and another connected to a muscle (D). Just behind this frog (Fig. 5) is a “Leiden jar” (A) containing small lead shot used by hunters. A hand with a charged metal rod (C) is about to touch a conductor (B) emerging from the jar. To the left of the Leiden jar (Fig. 6) is an inverted jar (A) with lead shot (C). This jar sits on top of a similar jar (B) containing a suspended, dissected frog and is connected by a conductor to the lead shot in the upper jar. The legs of the frog are grounded to lead shot near the bottom of the jar. B, Electrical stimulation of the leg muscles of a dissected frog by “natural electricity” (i.e., lightning). In one experiment (Fig. 7), an iron wire (A) runs from near the roof, through several insulating glass tubes (B), to a flask (C) that contains a freshly dissected frog. A second wire (D) grounds the frog’s legs to the water in the well. In a second experiment (Fig. 8), a noninsulated wire extends from an iron hook fastened to the wall and to the spinal cord of a frog (E), which is on a table coated with oil. (From Galvani L: De viribus electricitatis in motu musculari commentarius Aloysii Galvani, Bononiae. New Haven, CT: Yale University, Harvey Cushing/John Hay Whitney Medical Library, 1791.)

The phenomenon of “animal electricity” is central to the understanding of physiological processes. Throughout this book, we will describe many basic functions of tissues and organs in terms of electrical signals mediated by cell membranes. Whereas electrical currents in a metal wire are conducted by the flow of electrons, electrical currents across cell membranes are carried by the major inorganic ions of physiological fluids: Ca2+, Na+, K+, Cl−, and HCO−3. Many concepts and terms used in cellular electrophysiology are the same as those used to describe electrical circuits. At the molecular level, electrical current across cell membranes flows through three unique classes of integral membrane proteins (see Chapter 2): ion channels, electrogenic ion transporters, and electrogenic ion pumps. The flow of ions through specific types of channels is the basis of electrical signals that underlie neuronal activity and animal behavior. Opening and closing of such channels is the fundamental process behind electrical phenomena such as the nerve impulse, the heartbeat, and sensory perception. Channel proteins are also intimately involved in hormone secretion, ionic homeostasis, osmoregulation, and regulation of muscle contractility.

This chapter begins with a review of basic principles of electricity and introduces the essentials of electrophysiology. We also discuss the molecular biology of ion channels and provide an overview of channel structure and function.

IONIC BASIS OF MEMBRANE POTENTIALS

Principles of electrostatics explain why aqueous pores formed by channel proteins are needed for ion diffusion across cell membranes

The plasma membranes of most living cells are electrically polarized, as indicated by the presence of a transmembrane voltage—or a membrane potential—in the range of 0.1 V. In Chapter 5, we discussed how the energy stored in this miniature battery can drive a variety of transmembrane transport processes. Electrically excitable cells such as brain neurons and heart myocytes also use this energy for signaling purposes. The brief electrical impulses produced by such cells are called action potentials. To explain these electrophysiological phenomena, we begin with a basic review of electrical energy.

Atoms consist of negatively (−) and positively (+) charged elementary particles, such as electrons (e−) and protons (H+), as well as electrically neutral particles (neutrons). Charges of the same sign repel each other, and those of opposite sign attract. Charge is measured in units of coulombs (C). The unitary charge of one electron or proton is denoted by e0 and is equal to 1.6022 × 10−19 C. Ions in solution have a charge valence (z) that is an integral number of elementary charges; for example, z = +2 for Ca2+, z = +1 for K+, and z = −1 for Cl−. The charge of a single ion (q0), measured in coulombs, is the product of its valence and the elementary charge:

[image: image]

In an aqueous solution or a bulk volume of matter, the number of positive and negative charges is always equal. Charge is also conserved in any chemical reaction.

The attractive electrostatic force between two ions that have valences of z1 and z2 can be obtained from Coulomb’s law. This force (F) is proportional to the product of these valences and inversely proportional to the square of the distance (r) between the two. The force is also inversely proportional to a dimensionless term called the dielectric constant ([image: image]): (See Note: Coulomb’s Law)

[image: image]

Because the dielectric constant of water is ~40-fold greater than that of the hydrocarbon interior of the cell membrane, the electrostatic force between ions is reduced by a factor of ~40 in water compared with membrane lipid.

If we were to move the Na+ ion from the extracellular to the intracellular fluid without the aid of any proteins, the Na+ would have to cross the membrane by “dissolving” in the lipids of the bilayer. However, the energy required to transfer the Na+ ion from water (high [image: image]) to the interior of a phospholipid membrane (low [image: image]) is ~36 kcal/mol. This value is 60-fold higher than molecular thermal energy at room temperature. Thus, the probability that an ion would dissolve in the bilayer (i.e., partition from an aqueous solution into the lipid interior of a cell membrane) is essentially zero. This analysis explains why inorganic ions cannot readily cross a phospholipid membrane without the aid of other molecules such as specialized transporters or channel proteins, which provide a favorable polar environment for the ion as it moves across the membrane (Fig. 6-2).

[image: image]

Figure 6-2 Formation of an aqueous pore by an ion channel. The dielectric constant of water ([image: image] = 80) is ~40-fold higher than the dielectric constant of the lipid bilayer ([image: image] = 2).

Membrane potentials can be measured by use of microelectrodes and voltage-sensitive dyes

The voltage difference across the cell membrane, or the membrane potential (Vm), is the difference between the electrical potential in the cytoplasm (γi) and the electrical potential in the extracellular space (Ψo). Figure 6-3A shows how to measure Vm with an intracellular electrode. The sharp tip of a microelectrode is gently inserted into the cell and measures the transmembrane potential with respect to the electrical potential of the extracellular solution, defined as ground (i.e., γo = 0). If the cell membrane is not damaged by electrode impalement and the impaled membrane seals tightly around the glass, this technique provides an accurate measurement of Vm. Such a voltage measurement is called an intracellular recording.

[image: image]

Figure 6-3 Recording of membrane potential. (C and D, Data modified from Grinvald A: Real-time optical mapping of neuronal activity: From single growth cones to the intact mammalian brain. Annu Rev Neurosci 1985; 8:263-305. © Annual Reviews www.annualreviews.org.) (See Note: Methods for Recording Membrane Potential)

For an amphibian or mammalian skeletal muscle cell, resting Vm is typically about –90 mV, meaning that the interior of the resting cell is ~90 mV more negative than the exterior. There is a simple relationship between the electrical potential difference across a membrane and another parameter, the electrical field (E): (See Note: Electrical Fields and Potentials)

[image: image]

Accordingly, for a Vm of –0.1 V and a membrane thickness of a = 4 nm (i.e., 40 × 10−8 cm), the magnitude of the electrical field is ~250,000 V/cm. Thus, despite the small transmembrane voltage, cell membranes actually sustain a very large electrical field. Later, we discuss how this electrical field influences the activity of a particular class of membrane signaling proteins called voltage-sensitive ion channels (see Chapter 7).

Skeletal muscle cells, cardiac cells, and neurons typically have resting membrane potentials of approximately –60 to –90 mV; smooth muscle cells have membrane potentials in the range of –55 mV; and the Vm of the human erythrocyte is only about –9 mV. However, certain bacteria and plant cells have transmembrane voltages as large as –200 mV. For very small cells such as erythrocytes, small intracellular organelles such as mitochondria, and fine processes such as the synaptic endings of neurons, Vm cannot be directly measured with a microelectrode. Instead, spectroscopic techniques allow the membrane potentials of such inaccessible membranes to be measured indirectly (Fig. 6-3B). This technique involves labeling of the cell or membrane with an appropriate organic dye molecule and monitoring of the absorption or fluorescence of the dye. The optical signal of the dye molecule can be independently calibrated as a function of Vm. Whether Vm is measured directly by a microelectrode or indirectly by a spectroscopic technique, virtually all biological membranes have a nonzero membrane potential. This transmembrane voltage is an important determinant of any physiological transport process that involves the movement of charge.

Measurements of Vm have shown that many types of cells are electrically excitable. Examples of excitable cells are neurons, muscle fibers, heart cells, and secretory cells of the pancreas. In such cells, Vm exhibits characteristic time-dependent changes in response to electrical or chemical stimulation. When the cell body, or soma, of a neuron is electrically stimulated, electrical and optical methods for measuring Vm detect an almost identical response at the cell body (Fig. 6-3C). The optical method provides the additional insight that the Vm changes are similar but delayed in the more distant neuronal processes that are inaccessible to a microelectrode (Fig. 6-3D). When the cell is not undergoing such active responses, Vm usually remains at a steady value that is called the resting potential. In the next section, we discuss the origin of the membrane potential and lay the groundwork for understanding its active responses.


Membrane potential is generated by ion gradients

In Chapter 5, we introduced the concept that some integral membrane proteins are electrogenic transporters in that they generate an electrical current that sets up an electrical potential across the membrane. One class of electrogenic transporters includes the adenosine triphosphate (ATP)–dependent ion pumps. These proteins use the energy of ATP hydrolysis to produce and to maintain concentration gradients of ions across cell membranes. In animal cells, the Na-K pump and Ca2+ pump are responsible for maintaining normal gradients of Na+, K+, and Ca2+. The reactions catalyzed by these ion transport enzymes are electrogenic because they lead to separation of charge across the membrane. For example, enzymatic turnover of the Na-K pump results in the translocation of three Na+ ions out of the cell and two K+ ions into the cell, with a net movement of one positive charge out of the cell. In addition to electrogenic pumps, cells may express secondary active transporters that are electrogenic, such as the Na+/glucose cotransporter (see Chapter 5).

It may seem that the inside negative Vm originates from the continuous pumping of positive charges out of the cell by the electrogenic Na-K pump. The resting potential of large cells—whose surface-to-volume ratio is so large that ion gradients run down slowly—is maintained for a long time even when metabolic poisons block ATP-dependent energy metabolism. This finding implies that an ATP-dependent pump is not the immediate energy source underlying the membrane potential. Indeed, the squid giant axon normally has a resting potential of –60 mV. When the Na-K pump in the giant axon membrane is specifically inhibited with a cardiac glycoside (see Chapter 5), the immediate positive shift in Vm is only 1.4 mV. Thus, in most cases, the direct contribution of the Na-K pump to the resting Vm is very small.

In contrast, many experiments have shown that cell membrane potentials depend on ionic concentration gradients. In a classic experiment, Paul Horowicz and Alan Hodgkin measured the Vm of a frog muscle fiber with an intracellular microelectrode. The muscle fiber was bathed in a modified physiological solution in which SO2−4 replaced Cl−, a manipulation that eliminates the contribution of anions to Vm. In the presence of normal extracellular concentrations of K+ and Na+ for amphibians ([K+]o = 2.5 mM and [Na+]o = 120 mM), the frog muscle fiber has a resting Vm of approximately –94 mV. As [K+]o is increased above 2.5 mM by substitution of K+ for Na+, Vm shifts in the positive direction. As [K+]o is decreased below 2.5 mM, Vm becomes more negative (Fig. 6-4). For [K+]o values greater than 10 mM, the Vm measured in Figure 6-4 is approximately a linear function of the logarithm of [K+]o. Numerous experiments of this kind have demonstrated that the immediate energy source of the membrane potential is not the active pumping of ions but rather the potential energy stored in the ion concentration gradients themselves. Of course, it is the ion pumps—and the secondary active transporters that derive their energy from these pumps—that are responsible for generating and maintaining these ion gradients.

[image: image]

Figure 6-4 Dependence of resting potential on extracellular K+ concentration in a frog muscle fiber. The slope of the linear part of the curve is 58 mV for a 10-fold increase in [K+]o. Note that the horizontal axis for [K+]o is plotted using a logarithmic scale. (Data from Hodgkin AL, Horowicz P: The influence of potassium and chloride ions on the membrane potential of single muscle fibers. J Physiol [Lond] 1959; 148:127-160.)

One way to investigate the role of ion gradients in determining Vm is to study this phenomenon in an in vitro (cell-free) system. Many investigators have used an artificial model of a cell membrane called a planar lipid bilayer. This system consists of a partition with a hole ~200 μm in diameter that separates two chambers filled with aqueous solutions (Fig. 6-5). It is possible to paint a planar lipid bilayer having a thickness of only ~4 nm across the hole, thereby sealing the partition. By incorporating membrane proteins and other molecules into planar bilayers, one can study the essential characteristics of their function in isolation from the complex metabolism of living cells. Transmembrane voltage can be measured across a planar bilayer with a voltmeter connected to a pair of Ag/AgCl electrodes that are in electrical contact with the solution on each side of the membrane through salt bridges. This experimental arrangement is much like an intracellular voltage recording, except that both sides of the membrane are completely accessible to manipulation.

[image: image]

Figure 6-5 Diffusion potential across a planar lipid bilayer containing a K+-selective channel. (See Note: Planar Lipid Bilayers)

The ionic composition of the two chambers on opposite sides of the bilayer can be adjusted to simulate cellular concentration gradients. Suppose that we put 4 mM KCl on the left side of the bilayer and 155 mM KCl on the right side to mimic, respectively, the external and internal concentrations of K+ for a mammalian muscle cell. To eliminate the osmotic flow of water between the two compartments (see Chapter 5), we also add a sufficient amount of a nonelectrolyte (e.g., mannitol) to the side with 4 mM KCl. We can make the membrane selectively permeable to K+ by introducing purified K+ channels or K+ ionophores into the membrane. Assuming that the K+ channels are in an open state and are impermeable to Cl−, the right (“internal”) compartment quickly becomes electrically negative with respect to the left (“external”) compartment because positive charge (i.e., K+) diffuses from high to low concentration. However, as the negative voltage develops in the right compartment, the negativity opposes further K+ efflux from the right compartment. Eventually, the voltage difference across the membrane becomes so negative as to halt further net K+ movement. At this point, the system is in equilibrium, and the transmembrane voltage reaches a value of 92.4 mV, right-side negative. In the process of generating the transmembrane voltage, a separation of charge has occurred in such a way that the excess positive charge on the left side (low [K+]) balances the same excess negative charge on the right side (high [K+]). Thus, the stable voltage difference (−92.4 mV) arises from the separation of K+ ions from their counterions (in this case Cl−) across the bilayer membrane. (See Note: An Impermeant Bilayer; Ionophores)

For mammalian cells, nernst potentials for ions typically range from –100 mV for K+ to +100 mV for Ca2+


The model system of a planar bilayer (impermeable membrane), unequal salt solutions (ionic gradient), and an ion-selective channel (conductance pathway) contains the minimal components essential for generating a membrane potential. The hydrophobic membrane bilayer is a formidable barrier to inorganic ions and is also a poor conductor of electricity. Poor conductors are said to have a high resistance to electrical current, in this case, ionic current. On the other hand, ion channels act as molecular conductors of ions. They introduce a conductance pathway into the membrane and lower its resistance.

In the planar bilayer experiment of Figure 6-5, Vm originates from the diffusion of K+ down its concentration gradient. Membrane potentials that arise by this mechanism are called diffusion potentials. At equilibrium, the diffusion potential of an ion is the same as the equilibrium potential (EX) given by the Nernst equation previously introduced as Equation 5-8.
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The Nernst equation predicts the equilibrium membrane potential for any concentration gradient of a particular ion across a membrane. EX is often simply referred to as the Nernst potential. The Nernst potentials for K+, Na+, Ca2+, and Cl−, respectively, are written as EK, ENa, ECa, and ECl.

The linear portion of the plot of Vm versus the logarithm of [K+]o for a frog muscle cell (Fig. 6-4) has a slope that is ~58.1 mV for a 10-fold change in [K+]o, as predicted by the Nernst equation. Indeed, if we insert the appropriate values for R and F into Equation 6-4, select a temperature of 20°C, and convert the logarithm base e (ln) to the logarithm base 10 (log10), we obtain a coefficient of –58.1 mV, and the Nernst equation becomes

[image: image]

For a negative ion such as Cl−, where z = –1, the sign of the slope is positive:

[image: image]

For Ca2+ (z = +2), the slope is half of –58.1 mV, or approximately –30 mV. Note that a Nernst slope of 58.1 mV is the value for a univalent ion at 20°C. For mammalian cells at 37°C, this value is 61.5 mV.

At [K+]o values above ~10 mM, the magnitude of Vm and the slope of the plot in Figure 6-4 are virtually the same as those predicted by the Nernst equation (Equation 6-5), suggesting that the resting Vm of the muscle cell is almost equal to the K+ diffusion potential. When Vm follows the Nernst equation for K+, the membrane is said to behave like a potassium electrode because ion-specific electrodes monitor ion concentrations according to the Nernst equation.

Table 6-1 lists the expected Nernst potentials for K+, Na+, Ca2+, Cl−, and HCO−3 as calculated from the known concentration gradients of these physiologically important inorganic ions for mammalian skeletal muscle and a typical non-muscle cell. For a mammalian muscle cell with a Vm of –80 mV, EK is ~15 mV more negative than Vm, whereas ENa and ECa are about +67 and +123 mV, respectively, far more positive than Vm. ECl is ~9 mV more negative than Vm in muscle cells but slightly more positive than the typical Vm of –60 mV in most other cells.

Table 6-1 Ion Concentration Gradients in Mammalian Cells
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What determines whether the cell membrane potential follows the Nernst equation for K+ or Cl− rather than that for Na+ or Ca2+? As we shall see in the next two sections, the membrane potential is determined by the relative permeabilities of the cell membrane to the various ions.

Currents carried by ions across membranes depend on the concentration of ions on both sides of the membrane, the membrane potential, and the permeability of the membrane to each ion

Years before ion channel proteins were discovered, physiologists devised a simple but powerful way to predict the membrane potential, even if several different kinds of permeable ions are present at the same time. The first step, which we discuss in this section, is to compute an ionic current, that is, the movement of a single ion species through the membrane. The second step, which we describe in the following section, is to obtain Vm by summating the currents carried by each species of ion present, assuming that each species moves independently of the others.

The process of ion permeation through the membrane is called electrodiffusion because both electrical and concentration gradients are responsible for the ionic current. To a first approximation, the permeation of ions through most channel proteins behaves as though the flow of these ions follows a model based on the Nernst-Planck electrodiffusion theory, which was first applied to the diffusion of ions in simple solutions. This theory leads to an important equation in medical physiology called the constant-field equation, which predicts how Vm will respond to changes in ion concentration gradients or membrane permeability. Before introducing this equation, we first consider some important underlying concepts and assumptions.

Without knowing the molecular basis for ion movement through the membrane, we can treat the membrane as a “black box” characterized by a few fundamental parameters (Fig. 6-6). We must assume that the rate of ion movement through the membrane depends on (1) the external and internal concentrations of the ion X ([X]o and [X]i, respectively), (2) the transmembrane voltage (Vm), and (3) a permeability coefficient for the ion X (PX). In addition, we make four major assumptions about how the ion X behaves in the membrane:

The membrane is a homogeneous medium with a thickness a.

The voltage difference varies linearly with distance across the membrane (Fig. 6-6). This assumption is equivalent to stating that the electrical field—that is, the change in voltage with distance—is constant throughout the thickness of the membrane. This requirement is therefore called the constant-field assumption (See Note: Electrical Fields and Potentials)

The movement of an ion through the membrane is independent of the movement of any other ions. This assumption is called the independence principle.

The permeability coefficient PX is a constant (i.e., it does not vary with the chemical or electrical driving forces). PX (units: cm/s) is defined as PX = DXβ/a. DX is the diffusion coefficient for the ion in the membrane, β is the membrane/water partition coefficient for the ion, and a is the thickness of the membrane. Thus, PX describes the ability of an ion to dissolve in the membrane (as described by β) and to diffuse from one side to the other (as described by DX) over the distance a.

[image: image]

Figure 6-6 Electrodiffusion model of the cell membrane.

With these assumptions, we can calculate the current carried by a single ion X (IX) through the membrane by using the basic physical laws that govern (1) the movement of molecules in solution (Fick’s law of diffusion; see Equation 5-13), (2) the movement of charged particles in an electrical field (electrophoresis), and (3) the direct proportionality of current to voltage (Ohm’s law). The result is the Goldman-Hodgkin-Katz (GHK) current equation, named after the pioneering electrophysiologists who applied the constant-field assumption to Nernst-Planck electrodiffusion:

[image: image]

IX, or the rate of ions moving through the membrane, has the same units as electrical current: amperes (coulombs per second). Thus, the GHK current equation relates the current of ion X through the membrane to the internal and external concentrations of X, the transmembrane voltage, and the permeability of the membrane to X. The GHK equation thus allows us to predict how the current carried by X depends on Vm. This current-voltage (I-V) relationship is important for understanding how ionic currents flow into and out of cells. (See Note: Calculating an Ionic Current from an Ionic Flow)

Figure 6-7A shows how the K+ current (IK) depends on Vm, as predicted by Equation 6-7 for the normal internal (155 mM) and external (4.5 mM) concentrations of K+. By convention, a current of ions flowing into the cell (inward current) is defined in electrophysiology as a negative-going current, and a current flowing out of the cell (outward current) is defined as a positive current. (As in physics, the direction of current is always the direction of movement of positive charge. This convention means that an inward flow of Cl− is an outward current.) For the case of 155 mM K+ inside the cell and 4.5 mM K+ outside the cell, an inward current is predicted at voltages that are more negative than –95 mV, and an outward current is predicted at voltages that are more positive than –95 mV (Fig. 6-7A). The value of –95 mV is called the reversal potential (Vrev) because it is precisely at this voltage that the direction of current reverses (i.e., the net current equals zero). If we set IK equal to zero in Equation 6-7 and solve for Vrev, we find that the GHK current equation reduces to the Nernst equation for K+ (Equation 6-5). Thus, the GHK current equation for an ion X predicts a reversal potential (Vrev) equal to the Nernst potential (EX) for that ion; that is, the current is zero when the ion is in electrochemical equilibrium. At Vm values more negative than Vrev, the net driving force on a cation is inward; at voltages that are more positive than Vrev, the net driving force is outward. (See Note: Shape of the I-V Relationship)
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Figure 6-7 Current-voltage relationships predicted by the GHK current equation. A, The curve is the K+ current predicted from the GHK equation (Equation 7)—assuming that the membrane is perfectly selective for K+—for a [K+]i of 155 mM and a [K+]o of 4.5 mM. The dashed line represents the current that can be expected if both [K+]i and [K+]o were 155 mM (Ohm’s law). B, The curve is the Na+ current predicted from the GHK equation—assuming that the membrane is perfectly selective for Na+—for a [Na+]i of 12 mM and a [Na+]o of 145 mM. The dashed line represents the current that can be expected if both [Na+]i and [Na+]o were 145 mM.

Figure 6-7B shows the analogous I-V relationship predicted by Equation 6-7 for physiological concentrations of Na+. In this case, the Na+ current (INa) is inward at Vm values more negative than Vrev (+67 mV) and outward at voltages that are more positive than this reversal potential. Here again, Vrev is the same as the Nernst potential, in this case, ENa.

Membrane potential depends on ionic concentration gradients and permeabilities

In the preceding section, we discussed how to use the GHK current equation to predict the current carried by any single ion, such as K+ or Na+. If the membrane is permeable to the monovalent ions K+, Na+, and Cl−—and only to these ions—the total ionic current carried by these ions across the membrane is the sum of the individual ionic currents:
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The individual ionic currents given by Equation 6-7 can be substituted into the right-hand side of Equation 6-8. Note that for the sake of simplicity, we have not considered currents carried by electrogenic pumps or other ion transporters; we could have added extra “current” terms for such electrogenic transporters. At the resting membrane potential (i.e., Vm is equal to Vrev), the sum of all ion currents is zero (i.e., Itotal = 0). When we set Itotal to zero in the expanded Equation 6-8 and solve for Vrev, we get an expression known as the GHK voltage equation or the constant-field equation:
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Because we derived Equation 6-9 for the case of Itotal = 0, it is valid only when zero net current is flowing across the membrane. This zero net current flow is the steady-state condition that exists for the cellular resting potential, that is, when Vm equals Vrev. The logarithmic term of Equation 6-9 indicates that resting Vm depends on the concentration gradients and the permeabilities of the various ions. However, resting Vm depends primarily on the concentrations of the most permeant ion. (See Note: Contribution of Ions to Membrane Potential)

The principles underlying Equation 6-9 show why the plot of Vm versus [K+]o in Figure 6-4, which summarizes data obtained from a frog muscle cell, bends away from the idealized Nernst slope at very low values of [K+]o. Imagine that we expose a mammalian muscle cell to a range of [K+]o values, always substituting extracellular K+ for Na+, or vice versa, so that the sum of [K+]o and [Na+]o is kept fixed at its physiological value of 4.5 + 145 = 149.5 mM. To simplify matters, we assume that the membrane permeability to Cl− is very small (i.e., PCl ≅ 0). We can also rearrange Equation 6-9 by dividing the numerator and denominator by PK and representing the ratio PNa/PK as α. At 37°C, this simplified equation becomes
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Figure 6-8 shows that when α is zero—that is, when the membrane is impermeable to Na+—Equation 6-10 reduces to the Nernst equation for K+ (Equation 6-4), and the plot of Vm versus the logarithm of [K+]o is linear. If we choose an α of 0.01, however, the plot bends away from the ideal at low [K+]o values. This bend reflects the introduction of a slight permeability to Na+. As we increase this PNa further by increasing α to 0.03 and 0.1, the curvature becomes even more pronounced. Thus, as predicted by Equation 6-10, increasing the permeability of Na+ relative to K+ tends to shift Vm in a positive direction, toward ENa. In some skeletal muscle cells, an α of 0.01 best explains the experimental data.

[image: image]

Figure 6-8 Dependence of the resting membrane potential on [K+]o and on the PNa/PK ratio, α. The blue line describes an instance in which there is no Na+ permeability (i.e., PNa/PK = 0). The three orange curves describe the Vm predicted by Equation 6-10 for three values of α greater than zero and assumed values of [Na+]o, [Na+]i, and [K+]i for skeletal muscles, as listed in Table 6-1. The deviation of these orange curves from linearity is greater at low values of [K+]o, where the [Na+]o is relatively larger.

The constant-field equation (Equation 6-9) and simplified relationships derived from it (e.g., Equation 6-10) show that steady-state Vm depends on the concentrations of all permeant ions, weighted according to their relative permeabilities. Another very useful application of the constant-field equation is determination of the ionic selectivity of channels. If the I-V relationship of a particular channel is determined in the presence of known gradients of two different ions, one can solve Equation 6-10 to obtain the permeability ratio, α, of the two ions from the measured value of the reversal potential, Vrev.

In general, the resting potential of most vertebrate cells is dominated by high permeability to K+, which accounts for the observation that the resting Vm is typically close to EK. The resting permeability to Na+ and Ca2+ is normally very low. Skeletal muscle cells, cardiac cells, and neurons typically have resting membrane potentials ranging from –60 to –90 mV. As discussed in Chapter 7, excitable cells generate action potentials by transiently increasing Na+ or Ca2+ permeability and thus driving Vm in a positive direction toward ENa or ECa. A few cells, such as vertebrate skeletal muscle fibers, have high permeability to Cl−, which therefore contributes to the resting Vm. This high permeability also explains why the Cl− equilibrium potential in skeletal muscle is essentially equivalent to the resting potential (Table 6-1).


ELECTRICAL MODEL OF A CELL MEMBRANE

The cell membrane model includes various ionic conductances and electromotive forces in parallel with a capacitor

The current carried by a particular ion varies with membrane voltage, as described by the I-V relationship for that ion (e.g., Fig. 6-7). This observation suggests that the contribution of each ion to the electrical properties of the cell membrane may be represented by elements of an electrical circuit. The various ionic gradients across the membrane provide a form of stored electrical energy, much like that of a battery. In physics, the voltage source of a battery is known as an emf (electromotive force). The equilibrium potential of a given ion can be considered an emf for that ion. Each of these batteries produces its own ionic current across the membrane, and the sum of these individual ionic currents is the total ionic current (Equation 6-8). According to Ohm’s law, the emf or voltage (V) and current (I) are directly related to each other by the resistance (R)—or inversely to the reciprocal of resistance, conductance (G):
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Thus, the slopes of the lines in Figure 6-7 represent conductances because I = GV. In a membrane, we can represent each ionic permeability pathway with an electrical conductance. Ions with high permeability or conductance move through a low-resistance pathway; ions with low permeability move through a high-resistance pathway. For cell membranes, Vm is measured in millivolts, membrane current (Im) is given in amps per square centimeter of membrane area, and membrane resistance (Rm) has the units of ohms × square centimeter. Membrane conductance (Gm), the reciprocal of membrane resistance, is thus measured in units of ohms−1 per square centimeter, which is equivalent to siemens per square centimeter. (See Note: Electrical Units)

Currents of Na+, K+, Ca2+, and Cl− generally flow across the cell membrane through distinct pathways. At the molecular level, these pathways correspond to specific types of ion channel proteins (Fig. 6-9A). It is helpful to model the electrical behavior of cell membranes by a circuit diagram (Fig. 6-9B). The electrical current carried by each ion flows through a separate parallel branch of the circuit that is under the control of a variable resistor and an emf. For instance, the variable resistor for K+ represents the conductance provided by K+ channels in the membrane (GK). The emf for K+ corresponds to EK. Similar parallel branches of the circuit in Figure 6-9B represent the other physiologically important ions. Each ion provides a component of the total conductance of the membrane, so GK + GNa + GCa + GCl sum to Gm.

[image: image]

Figure 6-9 Electrical properties of model cell membranes. A, Four different ion channels are arranged in parallel in the cell membrane. B, The model represents each channel in A with a variable resistor. The model represents the Nernst potential for each ion as a battery in series with each variable resistor. Also shown is the membrane capacitance, which is parallel with each of the channels. C, On the left is an idealized capacitor, which is formed by two parallel plates, each with an area A and separated by a distance d. On the right is a capacitor that is formed by a piece of lipid membrane. The two plates are, in fact, the electrolyte solutions on either side of the membrane.
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