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Preface





This book is a comprehensive and practical guide tailored for data scientists, engineers, analysts, data professionals and business leaders seeking to harness the full potential of Generative AI on Snowflake Cortex—Snowflake’s powerful native AI engine. This book delves deep into the capabilities of Cortex, equipping readers with the knowledge and tools needed to design, build, and deploy cutting-edge Generative AI and Machine Learning applications.


From foundational concepts to advanced use cases, it provides a structured and hands-on approach to leveraging Snowflake’s unified data cloud platform for modern AI development. Whether you are aiming to enhance productivity through intelligent automation, derive insights from unstructured data, build domain-specific LLMs, implement intelligent document processing, fine-tune models for specific use cases, or orchestrate AI workflows using Snowflake agents, this book serves as your essential companion. It also helps deepen your understanding of real-world industry applications, guiding you on the journey toward AI-driven innovation within the Snowflake ecosystem. This book is organized into 11 comprehensive chapters, listed as follows:


Chapter 1. Introduction to AI/ML in the Snowflake Ecosystem: This foundational chapter introduces readers to the world of Artificial Intelligence and Machine Learning, explaining core concepts such as Deep Learning, Natural Language Processing, and Computer Vision. It also presents the evolution of Generative AI and its growing impact across industries. The chapter concludes by exploring Snowflake's architecture and how it supports scalable AI and ML initiatives through its native tools with a brief overview of Snowpark ML.


Chapter 2. Understanding Snowflake Cortex: This chapter provides a deep dive into Snowflake Cortex, outlining its key features and internal components that make AI/ML development more accessible within the Snowflake ecosystem. It compares Cortex with traditional ML pipelines and emphasizes its advantages in terms of speed, scalability, and simplicity. Readers will gain clarity on how Cortex seamlessly integrates into enterprise data workflows.


Chapter 3. Overview of Machine Learning Functions: This chapter focuses on the core ML functions natively available in Snowflake, including classification, forecasting, anomaly detection, and extracting top insights. It demonstrates how these functions can be used to address real-world business problems and showcases the convenience of operating ML within a single, governed platform using Cortex and the AI & ML Studio.


Chapter 4. Introduction to LLMs, Prompt Engineering, and RAG: This chapter sets the stage for working with Large Language Models (LLMs) by covering their fundamentals, along with techniques such as prompt engineering and Retrieval Augmented Generation (RAG). It explores how embedding-based search and vector databases play a vital role in augmenting LLMs, paving the way for more context-aware and efficient information retrieval.


Chapter 5. LLM Functions in Cortex AI: Dedicated to Snowflake Cortex's LLM capabilities, this chapter highlights how users can seamlessly invoke pre-trained LLMs for summarization, sentiment analysis, translation, and more. It covers usage models, regional availability, and cost considerations, and helps readers understand how LLMs are democratized through Cortex for enterprise-grade use cases.


Chapter 6. Fine-Tuning Large Language Models in Cortex: In this chapter, readers learn why and how to finetune LLMs using Snowflake Cortex. It explores various finetuning strategies, from instruction tuning to domain-specific adjustments, and provides an architectural overview of the finetuning process. The chapter also discusses the benefits of personalized AI models and how organizations can achieve them securely within Cortex.


Chapter 7. Natural Language Queries to Actionable Insights: This chapter explores Snowflake’s capabilities for turning plain-language questions into data-driven insights. It introduces tools such as Cortex Analyst, Cortex Search, and SQL Copilot, which allow users to interact with structured and unstructured data using natural language. It also discusses the concept of AI agents that orchestrate these interactions behind the scenes. We will also look at the Cortex LLM Playground, an interactive environment within Snowflake for quickly testing large language models using natural language, making it easy to test ideas and validate AI-driven insights without extensive coding.


Chapter 8. Unlocking Document Intelligence with Document AI: Here, the book dives into Document AI and the potential it brings for transforming unstructured documents into structured, actionable data. The chapter covers implementation guidance, best practices, and real-world use cases that span industries such as finance, legal, and healthcare.


Chapter 9. Implementing Cortex with Security, Governance, and Cost Discipline: This chapter ensures that readers understand the importance of secure and responsible AI practices. It covers security and governance best practices, strategies for cost optimization, and tools for AI observability in Cortex. It is a must-read for those planning to deploy AI at enterprise scale.


Chapter 10. Industry Use Cases and Case Studies: Bringing everything together, this chapter presents a wide array of industry-specific use cases implemented with Cortex. These examples—ranging from customer sentiment analysis, predictive maintenance, social media analytics, and student performance analysis illustrate the versatility of Cortex. The fictional company Zentime is used throughout the book as a unifying thread to illustrate and contextualize AI applications. We will conclude by summarizing the key generative AI features within Cortex that enable these diverse and impactful solutions.


Chapter 11. Conclusion and Next Steps: The final chapter reflects the journey through Cortex AI, summarizing the key takeaways from each chapter. It also highlights future trends and provides practical next steps for readers to begin or accelerate their AI transformation journey using Snowflake Cortex.
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CHAPTER 1


Introduction to AI/ML in the Snowflake Ecosystem



Introduction

This chapter provides an introduction to Artificial Intelligence (AI) and Machine Learning (ML) within the Snowflake ecosystem. It explores the key AI concepts, the impact of AI and Generative AI, and how the Generative AI works. Additionally, it discusses Snowflake’s role as a cloud data platform, and the benefits of using Snowflake for data science and machine learning.

By the end of this chapter, readers will understand the fundamentals of AI, ML, and Generative AI, and how these technologies are transforming various industries. They will also learn about Snowflake’s architecture and its advantages for data science and machine learning workflows. Furthermore, readers will gain insights into Snowpark ML, a Python library designed to simplify the creation, training, and deployment of ML models within the Snowflake Data Cloud.

Structure

In this chapter, we will cover the following topics:


	The AI Revolution

	The Rise of Generative AI

	Overview of Snowflake as a Cloud Data Platform

	Getting Started with Snowflake

	Snowflake Cortex Overview

	A Brief Overview of Snowpark ML

	Snowpark ML in Action




The AI Revolution


We live in a world increasingly shaped by Artificial Intelligence (AI). From streaming recommendations to navigation systems, AI is woven into the fabric of our daily lives. But what exactly is AI, and why is it considered revolutionary?

At its core, AI involves creating machines capable of tasks that typically require human intelligence. This includes learning, problem-solving, decision-making, and understanding and generating language. Hence, it is less about robots taking over the world (for now), and more about building systems that can analyze massive datasets, identify patterns, and make predictions, far exceeding human capabilities!

This “revolution” stems from AI’s transformative potential. Just as the industrial and digital revolutions reshaped manufacturing and communication, respectively, AI is poised to revolutionize industries from healthcare and finance to transportation and entertainment. It is not just about automating existing processes; AI unlocks entirely new possibilities, opening doors to innovations we could only dream of a few years ago.

While the concept of AI has existed for decades, recent advancements in computing power and data availability have fuelled its rapid progress. Key milestones include the development of machine learning algorithms, the explosion of data generated by the internet and connected devices, the rise of deep learning, and the explosion of Generative AI.

The Impact of AI across Industries

The potential impact of AI is vast across industries. Just to name a few:


	
Healthcare: AI can assist in diagnosis, drug discovery, and personalized medicine.

	
Finance: AI powers fraud detection, algorithmic trading, and risk management.

	
Transportation: Develop self-driving cars that promise to revolutionize travel.

	
Manufacturing: AI-powered robots and automation systems increase efficiency and productivity.

	
Customer Service: Chatbots and virtual assistants provide 24/7 support.

	
Education: AI-enabled personalized learning, grading automation, and enhanced tutoring systems.

	
Retail: Improves customer experience through personalized recommendations, inventory management, and demand forecasting.

	
Agriculture: Supports precision farming, crop health monitoring, and yield prediction.

	
Energy: Enhances energy efficiency, supports predictive maintenance, and enables smart grid management.

	
Cybersecurity: AI helps detect threats in real-time, strengthening defenses, and automates incident responses.



The Rise of Generative AI

Amid the broader wave of AI innovation, Generative AI has emerged as one of the most transformative and disruptive advancements. Unlike traditional AI which primarily focuses on analyzing the data, making predictions, or identifying patterns, Generative AI goes a step further, that is, it creates. This groundbreaking technology can produce entirely new content across multiple formats, including text, images, audio, video, software code, and even 3D models.

At the heart of Generative AI are powerful machine learning models—such as Large Language Models (LLMs) and diffusion models—trained on vast and diverse datasets. These models learn the underlying patterns, grammar, and structure of the data, they are exposed to. Once trained, they can generate original content that closely mirrors the quality and characteristics of the training material, often to a level indistinguishable from human-created work.

Think of it as an artist, who has studied thousands of paintings. After absorbing countless techniques, styles, and colors, the artist can now create their own masterpiece. The new artwork may echo familiar themes, but it also carries a unique, creative expression shaped by the artist’s own interpretation. Similarly, Generative AI blends learned knowledge with computational creativity to produce fresh, compelling, and often, highly personalized outputs.

This ability to generate a novel content at scale is opening up new possibilities across industries — from marketing and entertainment to software development, design, education, healthcare, and beyond. Hence, it is not just a leap in technology — it is reimagining how we create, communicate, and solve problems in the age of AI.

Understanding the Working Principles of the Generative AI

Many Generative AI models are based on deep learning, particularly architectures such as Generative Adversarial Networks (GANs) and transformers. GANs involve two neural networks: a generator that creates new content, and a discriminator that distinguishes between real and generated content. Transformers are particularly adept at handling sequential data such as text and audio, revolutionizing natural language processing.

The Key Building Blocks of Generative AI are as follows:


	
Neural Networks: These are the fundamental building blocks of many AI systems, including Generative AI. They are composed of interconnected layers of nodes (or neurons) that process information.

	
Generative Models: These are designed to generate new data, resembling the training data. 

	
Generative Adversarial Networks (GANs): These use two neural networks (generator and discriminator) in a competitive process.

	
Transformers: These are effective at handling sequential data such as text and audio, using a mechanism called “attention”. Transformers have become a cornerstone of Generative AI, especially for tasks involving text and other sequential data. Their power comes from the attention mechanism which allows the model to weigh the importance of different parts of the input when generating the output.







The Impact and Potential of Generative AI

Generative AI is poised to revolutionize numerous industries in a big way. What makes Generative AI particularly revolutionary is not just its technical sophistication, but its versatility. It can adapt to various domains, learn from specific contexts, and operate across languages, modalities, and industries. We are witnessing a moment similar in magnitude to the arrival of the internet or the mobile revolution—one that will redefine how businesses operate, how professionals make decisions, and how people engage with technology, daily.

Its implications are vast and far-reaching. In healthcare, for instance, Generative AI is already being used to design new drugs faster than ever before, model disease progression, and personalize treatment strategies based on patient data. In manufacturing, it is driving innovation by generating optimal product designs, predicting equipment failures through synthetic data, and creating advanced simulations for operator training. In the financial sector, it is enhancing fraud detection systems, powering high-frequency trading strategies, and delivering hyper-personalized financial guidance to consumers.

The entertainment industry is another major frontier where Generative AI is creating photo-realistic characters, writing dynamic scripts, producing immersive game environments, and even composing music! In retail, it is transforming customer experience through AI-generated product recommendations, virtual try-ons, and intelligent inventory optimization. Education is being reshaped through personalized learning experiences, AI tutoring, and adaptive content generation, while scientific research is being accelerated by hypothesis generation, simulation of complex systems, and autonomous data analysis.

However, this is just the beginning! As Generative AI matures, and becomes more accessible, its ability to extend human intelligence, foster innovation, and automate creativity will continue to grow—ushering in a future where collaboration between humans and intelligent systems becomes not just possible, but essential.

Thus, to fully unlock this potential, enterprises need infrastructure that is secure, scalable, and deeply integrated with their data ecosystem. That’s where Snowflake Cortex comes in. As a native AI and ML platform within the Snowflake Data Cloud, Cortex allows organizations to leverage powerful Generative AI models, without moving their data or compromising security. From summarizing documents and generating insights to building intelligent chat interfaces and predictive applications, Snowflake Cortex empowers teams to operationalize Generative AI directly where the data lives—ensuring governance, performance, and the ease of use at every step. Hence, whether you are experimenting with large language models or deploying production-grade AI solutions, Cortex makes it easier than ever to turn ideas into impact.

Overview of Snowflake as a Cloud Data Platform

Organizations today are inundated by an ever-growing deluge of data in the modern, data-centric world. Traditional data warehouses struggle to keep pace with the volume, velocity, and variety of modern data. This is where cloud data platforms like Snowflake come into play. Snowflake isn’t just another database; it is a fully managed, cloud-native data platform designed to handle the challenges of the modern data analytics. This also offers a unique architecture that separates compute and storage, providing unprecedented scalability, flexibility, and cost-effectiveness.

Think of it like this—traditional data warehouses are like all-in-one kitchens where the oven, stove, and refrigerator are all fixed in one place. Snowflake, on the other hand, is like having a modular kitchen. You can scale up your oven (compute) when you need to bake a lot of cakes (run complex queries), and scale it down when you’re just making a quick sandwich (simple data exploration). Similarly, you can expand your refrigerator (storage) as your data grows without affecting the performance of your oven.

This separation of compute and storage is a game-changer. It allows Snowflake to scale each independently, so that you only pay for the resources, you actually use. Need to run a complex query on a massive dataset? Scale up your compute power temporarily, and then scale it back down when you’re done. Got a sudden influx of data? Expand your storage, without worrying about impacting query performance. This elasticity is crucial for businesses that experience fluctuating workloads and data volumes.

Beyond scalability, Snowflake offers several other key advantages. It is a fully managed service, meaning Snowflake handles all the infrastructure management, including patching, updates, and security. This frees up your IT team to focus on more strategic initiatives. Snowflake also supports a wide range of data types, from structured data in tables to semi-structured data including JSON and XML, and even the unstructured data. This flexibility makes it easy to analyze all your data, regardless of its format.

Another important aspect of Snowflake is its support for data sharing. You can easily and securely share data with other Snowflake accounts, both within your organization and with external partners. This enables new possibilities for collaboration, and data monetization. Imagine sharing real-time data with your suppliers to optimize your supply chain, or providing your customers with access to personalized analytics.

Snowflake’s architecture also promotes concurrency. Multiple users and applications can access the data platform simultaneously, without impacting the performance. This means your data analysts, data scientists, and business users can all work with the same data at the same time, without stepping on each other’s toes.
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Figure 1.1: Snowflake as a Cloud Data Platform

In essence, Snowflake provides a modern, cloud-based solution for all your data needs. It offers the scalability, flexibility, and the ease of use that traditional data warehouses simply cannot match. By decoupling compute and storage, supporting diverse data types, and enabling data sharing, Snowflake empowers organizations to unlock the full potential of their data, and drive better business decisions. It is a platform built for the future of data analytics, and is a key enabler for leveraging the power of AI, especially Generative AI, as we will explore further.

Robust data governance is paramount in today’s regulatory landscape. Snowflake provides a comprehensive set of features to ensure data quality, security, and compliance. Features such as role-based access control, data masking, and row-level security allow you to control who can access what data, and how it can be used. Data lineage tracking helps you understand the origin and transformation of your data which is essential for auditing and compliance. Snowflake also integrates with various data governance tools, allowing you to seamlessly incorporate it into your existing data governance framework.

Data Science in Snowflake

Snowflake is a robust and powerful platform for data science and machine learning, offering end-to-end capabilities for building intelligent applications at scale. Its ability to handle massive datasets, combined with native support for multiple programming languages and tools, makes it an ideal environment for modern data science workflows. With Snowpark for ML, data scientists can build, train, and deploy complex machine learning models directly within Snowflake—without moving data outside the platform. This ensures secure, high-performance model development using familiar Python libraries such as Pandas and Scikit-learn, while leveraging Snowflake’s scalable compute. For Generative AI, Snowflake Cortex offers native large language model (LLM) capabilities, allowing teams to create context-aware assistants, summarization tools, intelligent document processing, and Q&A systems directly on top of their governed enterprise data. Combined with Cortex Search and Cortex Analyst, organizations can build powerful Generative AI driven conversational experiences over both unstructured and structured data. To bring insights to life, Streamlit enables intuitive, interactive visualizations and AI-driven apps—directly connected to Snowflake—helping teams explore results and drive decisions in real time. This tight integration between storage, processing, machine learning, generative AI, and visualization dramatically accelerates the development and deployment of AI-powered applications on a single, unified platform.

In essence, Snowflake provides a modern, cloud-based solution for all your data needs. It offers the scalability, flexibility, and ease of use that traditional data warehouses simply can’t match. By decoupling compute and storage, supporting diverse data types, enabling data sharing, and providing strong data governance and data science capabilities, Snowflake empowers organizations to unlock the full potential of their data and drive better business decisions. It is a platform built for the future of data analytics, and is a key enabler for leveraging the power of AI, especially Generative AI, as we will explore in subsequent chapters.

The AI revolution is still in its early stages. Understanding the fundamentals of AI is becoming increasingly important for everyone. Therefore, this book explores how you can harness the power of AI and Generative AI, specifically within the Snowflake Data Cloud. Snowflake provides a robust and scalable platform for building and deploying AI solutions. Its ability to handle massive datasets and its support for various AI/ML tools are crucial for training and deploying Generative AI models.

In the subsequent chapters, we will be diving into how you can leverage Snowflake to unlock the full potential of your data, and drive innovations in your organization.

Getting Started with Snowflake

To get started with Snowflake, users can sign up for a free trial account which provides access to the platform’s full range of features, including data storage, processing, and ML capabilities. Follow these steps to create an account:


	
Go to the Snowflake Website: Navigate to www.snowflake.com, and click on the Start for Free button.

	
Choose a Cloud Provider: Snowflake operates on AWS, Azure, and Google Cloud. Select the preferred cloud provider. Choose AWS, as new features explored here are mostly available.

	
Choose AWS West : The region for the trial account as most of the LLM features explored here are available in this region.

	
Fill out the Registration Form: Provide the basic details, such as name, email, and company information.

	
Verify Your Email: After submitting the form, check your inbox for a verification email from Snowflake, and follow the instructions to activate your account.

	
Set Up Your Snowflake Environment: Upon logging in, Snowflake provides a guided tour to set up databases, warehouses, and initial configurations.



Understanding the Snowflake Interface

Once logged in, users will have access to the Snowflake web interface (Snowsight) which consists of several components, the key ones being:


	
Databases: Where the structured data is stored and managed.

	
Warehouses: Virtual compute resources used for querying, and processing the data.

	
Worksheets: An SQL editor where users can write and execute queries.

	
Notebooks: Interactive; provides an environment for exploratory data analysis, development, and AI workflows—much like Jupyter Notebooks, but built natively into Snowflake.

	
Streamlit: Allows you to build and deploy interactive data apps directly within Snowflake using Python and Snowpark, without moving the data out of the platform.

	
Dashboards: Allows you visually present the query results, using charts and tables, combining multiple visualizations in a single interactive, shareable interface—directly powered by live Snowflake data.

	
Apps: It refers to Snowflake Native Apps—secure, data-resident applications built and deployed within the Snowflake platform, allowing providers to deliver functionality (like analytics or ML) to consumers, without moving the data.

	
Admin Console: Provides access to security settings, role management, and system usage metrics.

	
Monitoring: Provides real-time insights into query performance, warehouse usage, user activity, and resource consumption—helping you to optimize costs, troubleshoot issues, and ensure platform health.

	
AI/ ML Studio: No-code/low-code interface in Snowsight that allows the users to build, train, and deploy machine learning models—like classification, forecasting, and anomaly detection—and also finetune LLMs, build cortex search and analyst services, all within the Snowflake platform.



Loading Data into Snowflake

Data can be loaded into Snowflake using the following methods:


	
Using Snowsight, the Snowflake Web UI: Browse or Drag, and drop CSV or JSON files into a table using the Load options.

	
Leverage SnowSQL: A command-line interface that allows the bulk data loading from the local storage.

	
Connect with the External Cloud Storage: Load the data from AWS S3, Azure Blob Storage, or Google Cloud Storage, using Stage and Copy commands.



Snowflake Cortex Overview

Now that you have your Snowflake account set up, let us jump into exploring Snowflake Cortex, and see how it can simplify and accelerate your AI/ML initiatives. This topic would serve as a brief overview, and we will be diving into Cortex capabilities in detail in the subsequent chapters. Snowflake Cortex, a fully managed service within the Snowflake Data Cloud, empowers users to perform machine learning and AI, directly on their data, with the integrated support for Large Language Models (LLMs) and Generative AI. It streamlines the entire ML lifecycle, from data preparation and feature engineering to model training, deployment, and monitoring, including the often-intricate processes involved with LLMs and Generative AI. By enabling model building and execution within Snowflake, Cortex eliminates the need to move data to external systems, significantly boosting efficiency, and breaking down data silos. This tight integration with your data within Snowflake is especially advantageous for working with the massive datasets crucial for training and fine-tuning LLMs and Generative AI models.

Cortex offers a comprehensive set of tools and functionalities designed specifically for LLMs and Generative AI. This includes access to pre-trained LLMs readily fine-tuned on your specific data residing within Snowflake, simplifying the adaptation of these powerful models for tasks such as text generation, summarization, document intelligence capabilities, search agents, and question answering. For Generative AI, Cortex provides the necessary infrastructure and tools to train and deploy models for a range of creative applications, such as image generation, text synthesis, and code generation, all while capitalizing on the scalability and security inherent to the Snowflake Data Cloud. Cortex aims to democratize AI, making it accessible to a broader audience, including data scientists, data engineers, and business analysts, by simplifying complex ML processes, especially those related to LLMs and Generative AI, and seamlessly integrating them with the data they require. It is a critical tool for organizations seeking to harness the power of AI, including cutting-edge LLMs and Generative AI, to derive valuable insights from their data, make data-driven decisions, and unlock new avenues for innovation.

The primary purpose of Snowflake Cortex AI is to simplify and accelerate the process of building, deploying, and managing AI/ML models directly within the Snowflake Data Cloud. It aims to democratize AI by making it more accessible to a wider range of users, including data scientists, data engineers, and even business analysts, by abstracting away much of the complexity, typically associated with machine learning workflows. Specifically, Cortex AI serves several key purposes, such as:


	
Eliminating Data Movement: A core purpose is to eliminate the need to move the data out of Snowflake to external systems for AI/ML tasks. This avoids data silos, reduces latency, and improves security. Since the data stays within Snowflake, Cortex can leverage the platform’s scalability and governance features.

	
Simplifying Model Development: Cortex provides tools and functionalities that simplify model development, including pre-built models, support for custom models (including those built with popular ML frameworks), and features for automated model training and deployment. This lowers the barrier of entry for users who may not be AI/ML experts.

	
Accelerating Model Deployment: Cortex streamlines the process of deploying trained models, making it faster and easier to put AI into action. This is especially important for organizations that need to quickly iterate and deploy new models.

	
Improving Model Management: Cortex provides tools for monitoring the performance of the deployed models, and managing their lifecycle. This ensures that models remain accurate and effective over time.

	
Democratizing AI: By simplifying and streamlining the AI/ML process, Cortex makes AI more accessible to a broader range of users within an organization. This empowers more people to leverage the power of AI to gain insights from the data, and make better decisions.

	
Enabling LLM and Generative AI: A key purpose of Cortex is to provide access to and simplify the use of cutting-edge LLMs and Generative AI models. This allows users to leverage these powerful technologies for tasks such as text generation, summarization, image processing, and more, directly within their Snowflake environment. With LLM driven conversational AI and document processing capabilities, Cortex makes interactions with data simpler, more intuitive, and powerful.



In short, Snowflake Cortex is designed to make AI more accessible, efficient, and integrated with the data, allowing organizations to unlock the full potential of their data and drive data-driven innovations.

A Brief Overview of Snowpark ML: Empowering Data-Driven ML in Snowflake

Though the book primarily covers Snowflake Cortex AI capabilities, this topic provides a short overview of Snowpark ML and its continuing relevance within the Snowflake ecosystem. While Cortex offers powerful, pre-built AI/ML, and extensive generative AI capabilities, Snowpark ML serves as a foundational layer, providing flexibility, customization, and deeper integration for specific use cases even in the Cortex world. In this chapter, we will briefly touch upon the basics of Snowpark and Snowpark ML.

Snowpark: Bringing Computation Closer to Your Data

Snowpark is a fundamental shift in how you interact with the data in Snowflake. It enables you to execute the code in familiar programming languages including Python, Java, and Scala directly within the Snowflake environment. Imagine performing complex data transformations, aggregations, and custom logic, without ever extracting or moving your data. That’s the core strength of Snowpark. It brings computation to the data, unlocking new levels of performance, security, and governance.

Exploring Snowpark’s Capabilities


	
Uncompromising Data Security: Snowpark code executes within Snowflake’s secure boundaries. Your data remains protected, adhering to strict security protocols, minimizing the risk of unauthorized access or breaches. This is a crucial advantage, especially for sensitive information.

	
A Wide Range of Languages: Choose the language that best suits your needs. Whether you’re a Python enthusiast, a Java developer, or prefer the elegance of Scala, Snowpark offers language-specific APIs that integrate seamlessly with the Snowflake ecosystem.

	
Extending the Possibilities: Snowpark provides access to a rich ecosystem of libraries and packages. In Python, this means using the power of Pandas for data manipulation, NumPy for numerical computing, and specialized libraries for specific tasks. This extensibility allows you to address complex challenges that might be difficult or impossible with SQL alone.

	
Building Robust Data Pipelines: Construct sophisticated data pipelines and transformations directly within Snowflake using Snowpark. This simplifies your architecture, reduces the complexity of traditional ETL processes, and enables you to build more maintainable and adaptable data workflows.

	
Leveraging Snowflake’s Scalability: Snowpark integrates seamlessly with Snowflake’s elastic compute engine. Your code automatically scales to handle large datasets and computationally intensive tasks, ensuring optimal performance without the need for infrastructure management.

	
A Unified Ecosystem: Snowpark integrates smoothly with existing Snowflake components such as tables, views, and stored procedures. This allows you to work with your data, using familiar programming paradigms within the established Snowflake framework.



How Snowpark Works


	
Establishing a Connection: You initiate a connection to your Snowflake account via a Snowpark session from your client application (for example, your Python script).

	
Submitting the Code: You write your data processing logic in your chosen language, and submit it to Snowflake for execution.

	
Executing within Snowflake: Snowflake’s compute engine receives the code, intelligently translates it into optimized queries, and processes it directly on the data residing within the data cloud.

	
Retrieving Results: The processed results are then returned to your client application.



Snowpark ML’s Python APIs offer flexibility in where you write, and execute your machine learning code. You can work directly within Snowflake using Snowflake Notebooks or Snowsight Worksheets, or if you prefer, you can use your favorite local Python IDE, and connect to Snowflake to leverage the power of Snowpark ML.


Machine Learning in the Data Cloud


Snowpark ML builds upon the foundation of Snowpark by bringing machine learning capabilities directly into the Snowflake environment. It is a Python library designed to simplify the creation, training, and deployment of ML models using data that resides within the data cloud.
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Figure 1.2: Snowpark ML – Key Features

To build machine learning models, Snowpark provides the ML Modeling APIs. These APIs enable efficient data loading, feature engineering, and model training, all with the added benefit of distributed processing using CPUs or GPUs for scalability.

For managing features, Snowflake ML offers the Feature Store. This centralized repository helps you organize, store, and share features, ensuring consistency and reusability across your ML projects.

Snowflake’s ML Modeling API lets you build machine learning models directly inside Snowflake using popular Python frameworks such as scikit-learn, LightGBM, and XGBoost. This means you can handle everything from data preprocessing and feature engineering to model training, without leaving the Snowflake environment.

When it comes to deploying and managing models, Snowflake ML provides the Model Registry. Registry enables you to store, version, and track your models, simplifying the deployment process, and promoting collaboration among your data science teams.

Advantages of Snowpark ML:


	
Eliminating Data Movement Bottlenecks: Snowpark ML operates directly on data within Snowflake, eliminating the need for cumbersome data extraction and transfer. This significantly reduces latency, streamlines the ML process, and strengthens data security.

	
Scalable Model Training Powerhouse: Leverage Snowflake’s elastic compute engine to train models on datasets of any size, quickly and efficiently. So, no more waiting days for model training to complete.

	
A Complete ML Lifecycle in One Place: Snowpark ML simplifies the entire ML journey, encompassing data preparation, feature engineering, model training, deployment, and even monitoring, all within the Snowflake environment.

	
A Familiar Interface for Data Scientists: Snowpark ML’s API mirrors popular ML libraries such as scikit-learn, making it easy for data scientists to get up and run their programs quickly, utilizing their existing expertise.

	
Seamless Model Deployment and Management: Trained models can be saved as Snowflake objects, and seamlessly deployed within Snowflake using UDFs, stored procedures, or Snowpark Container Services for real-time scoring or batch predictions.

	
Uncompromising Data Security: Snowpark ML inherits the robust security features built into Snowflake, ensuring that your sensitive data remains protected throughout the entire ML pipeline.



Snowpark ML in Action

As we have seen, Snowpark ML enables end-to-end machine learning workflows directly within Snowflake, eliminating the need for external environments. By leveraging Snowpark’s powerful data processing capabilities and Snowpark ML’s native model training and deployment features, organizations can seamlessly integrate ML into their data pipelines. This section outlines the key steps involved, from data preparation and model training to deployment, ensuring efficient, scalable, and secure machine learning within Snowflake.


	
Data Preparation: Use Snowpark to load, preprocess, transform, and engineer features from your data directly within Snowflake. This often involves using libraries like Pandas (running within the Snowpark execution environment) for complex data wrangling.

	
Model Training: Leverage Snowpark ML’s estimators to train machine learning models on the prepared data. The training process happens within Snowflake, taking advantage of its distributed computing capabilities.

	
Model Registry: Create a centralized repository within Snowflake for managing and organizing your trained machine learning models.
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Figure 1.3: Snowpark ML in Action

Using Snowflake Notebooks

Snowflake Notebooks provide an interactive and collaborative environment for working with SQL and Python codes directly within Snowflake. They allow users to:


	Write, execute, and visualize SQL and Python scripts within a unified interface.

	Integrate seamlessly with Snowflake’s AI/ML tools, including Snowpark and Snowflake Cortex.

	Enable real-time collaboration, allowing multiple users to work on the same notebook simultaneously.

	Support versioning and reproducibility, making it easy to track changes, and maintain structured workflows.



By using Snowflake Notebooks, users can efficiently prototype, experiment, and deploy AI/ML models within their Snowflake environment, without needing the external Jupyter Notebooks or third-party tools.

Building a Predictive Model with Snowpark ML

To understand how all this works, let us develop a predictive model that assesses the likelihood of loan approval for individuals based on various features. The model will utilize a dataset containing basic information about a bank’s existing customers, and their financial attributes such as income, tenure of account, and more to predict whether their loan application is likely to be approved by the bank or not. So, as we proceed further through the book, we will utilize different capabilities of Snowpark ML framework for the same, including preprocessing, model building, and registering the model.

Prerequisites:


	Before proceeding, create a dedicated database for this exercise.
 CREATE DATABASE SNOWPARK_ML_DEMO;



	From the Dataset folder, import the loan_data.csv file to SNOWPARK_ML_DEMO.PUBLIC.LOAN_DATA (From Snowsight, scroll to this database, and use Create -> Table -> from file option). Ensure that you are using “First Line contains header” in the Header option while loading the table.

	Create a new notebook as follows:
In Snowsight -> from Projects -> Notebooks menu, create a new notebook using the Import.ipynb file option, and import the "Predictive Model with Snowpark ML.ipynb" that is provided in the Scripts folder. Choose SNOWPARK_ML_DEMO as the database and your choice of warehouse. Click "Create".





Now let us proceed with the steps within the notebook.

Step 1. Importing Required Libraries

From the Packages menu at the top right, using the "Find Packages" option, install the following two packages:

 snowflake-ml-python

 snowflake-snowpark-python

In the first cell, we will import the necessary libraries for data processing, machine learning, and Snowpark operations. The warnings module is used to suppress unnecessary warnings for better readability.
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Figure 1.4: Importing Required Libraries

Step 2. Importing the Snowflake ML Registry

Loads the Registry module, which enables storing, managing, and retrieving the trained ML models, in Snowflake.
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Figure 1.5: Importing the Snowflake ML Registry

Step 3. Getting the Active Snowflake Session

Establishes an active Snowflake session, required for executing Snowpark operations.
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Figure 1.6: Getting the Active Snowflake Session

Step 4. Loading Loan Data from Snowflake Table to a Dataframe

Retrieves data from the LOAN_DATA table in Snowflake, and loads it into a Snowpark DataFrame. The show() function displays a sample of the dataset.
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Figure 1.7: Loading the Data

Step 5. Separating Categorical and Continuous Variables

Defines the categorical and continuous feature columns separately to facilitate preprocessing.
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Figure 1.8: Separating Categorical and Continuous Variables

Step 6. Handling Missing Values using Imputation

Uses SimpleImputer to replace the missing values in categorical columns with the most frequently occurring value.
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Figure 1.9: Handling the Missing Values

Step 7. Label the Encoding Categorical Variables

Converts the categorical values into numerical representations using label encoding.
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Figure 1.10: Perform Label Encoding

Step 8. Dropping Unused Columns

Remove the NAME column, as it is irrelevant for the predictive modeling exercise.
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Figure 1.11: Remove Unused Columns

Step 9. Splitting the Data into Training and Testing Sets

Split the dataset into an 80% training set and a 20% test set, using a fixed seed for reproducibility.
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Figure 1.12: Train Test Split

Step 10. Initializing a Random Forest Classifier, and fitting it to the Training Data

Create a Random Forest Classifier model that defines input features, target label, and output column. The model is then fitted against the training dataset.
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Figure 1.13: Fitting a Random Forest Model

Step 11. Setting Up Model Registry

Before a trained machine learning model can be used for predictions in Snowflake, it needs to be registered in the Snowflake Model Registry. This secure repository centralizes model management within Snowflake, handling models of any origin or type and their metadata. Registration simplifies the process of using the model for inference. The following command initializes the registry, preparing it for the trained model to be logged.
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Figure 1.14: Setup the Model Registry

Step 12: Logging the Model into Registry

Stores the trained model in the Snowflake model registry as version V1.
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Figure 1.15: Log the Model

Step 13. Listing Registered Models

Displays all the models stored in the model registry. We have just the one, we have created.
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Figure 1.16: Listing the Registered Model

Step 14. Listing Model Versions

Retrieves and displays the different versions of the LOAN model. We have just one version (V1). In real-world scenarios, multiple versions could be stored historically.
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Figure 1.17: Listing the Model Versions

Step 15. Setting a Default Model Version

Assign V1 as the default model version for deployment and predictions.
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Figure 1.18: Set the default Version

Step 16. Inference: Predictions on Test Data

Uses the registered model to generate predictions for loan approval on the test dataset.


[image: ]


Figure 1.19: Run Predictions on the Test Data

Step 17. Verify Model Accuracy

Let us inspect the accuracy of the model. We can observe that the model is highly accurate.
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Figure 1.20: Verify Model Accuracy

Step 18. Storing the Test Data in a Snowflake Table

The results can be directly stored in a snowflake table for further analysis.
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Figure 1.21: Store Test Prediction Results in a Table

This example provided a clear, step-by-step look at Snowpark ML in action—covering everything from data preparation to model building, evaluation, registration, versioning, and inference, all within the familiar Snowflake environment.


Conclusion


Snowpark ML revolutionizes the way machine learning models are developed and deployed by bringing computation directly to the data within Snowflake. This eliminates the need for data movement, reducing latency, ensuring data security, and simplifying the overall ML workflow. By leveraging Snowpark’s distributed processing and Snowflake’s scalable architecture, organizations can train and deploy models efficiently, regardless of data size or complexity. With its ability to streamline end-to-end ML workflows, Snowpark ML empowers data teams to build, deploy, and operationalize machine learning models with unparalleled efficiency and scalability.

Now that we have established a foundation in Snowpark ML and its role in building custom AI/ML solutions, we are ready to delve deeper into the broader AI ecosystem within Snowflake. As mentioned earlier, Snowflake Cortex offers a range of pre-built AI/ML services that complement Snowpark ML. Starting from the next chapter, we will begin exploring Cortex in detail, discovering how it can further streamline your AI initiatives, and accelerate your data science workflows.







CHAPTER 2


Understanding Snowflake Cortex



Introduction

The rapid growth of Artificial Intelligence (AI) and Machine Learning (ML) has created new opportunities for businesses to leverage data-driven insights. However, integrating AI into the existing enterprise workflows often presents significant challenges, including infrastructure complexities, data security concerns, and the need for specialized expertise. Snowflake Cortex AI is designed to address these challenges by embedding AI and ML capabilities directly within the Snowflake Data Cloud, offering a seamless and efficient approach to AI adoption.
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