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Introduction


My daughter wants a cat named Unicorn for her birthday. I resisted, I tried to debate, but the requests for Unicorn persisted. That is, they did. They did until the day when my four-year-old bounded through the front door with her friend. They spoke loudly about their preferred type of ice lollies; a mutual dislike for hair brushing; and then, ‘Do you know what?’ my daughter questioned, ‘I’m getting a phone for my birthday.’


Somehow, in my daughter’s imagination, the smartphone is a marker of maturity. A different mythical creature to be given when she reached the milestone of ‘big girl’ – the age of five – and in that moment Unicorn the cat melted away.


After that, I began to reflect on my own phone usage, particularly around my children. I wondered if, through the apparent flexibility of the digital workspace, I had begun to respond ‘just quickly’ to a few too many emails in front of my kids. I wondered if I should only work on a laptop in their presence. I considered if my love of capturing their life moments or ‘sharenting’ – a concept I teach to my graduate students – was no longer healthy. Or if in those tired, end-of-the-day moments when I scroll to soothe, my kid had been watching. And, in turn, what had I been watching? An eternal procession of things I should want, should need and should be. What is the sum of all this screen consumption? And how does it impact what I understand, know or even think?


The truth is, though I can make different choices about how I use my phone around my children and this book will cover that very point, and though my daughter won’t get a phone this year, or probably for the better part of another decade, she has already begun to be swept up in the march of ever-changing technologies and I, like so many parents, need to begin to prepare her. I need to sow the seeds of critical screen engagement: what is healthy consumption and what is not? And I will have to begin to make choices about the types of screens she uses. When – if at all – do I get my child a phone? Should it be a smart one or a dumb one? Should I allow any apps? Which apps are good? Which are potentially harmful? Will her offline communication be stunted? How will I speak to her about unrealistic body ideals? Pornography? Predators? And even before she has a smartphone, how will I deal with the impacts of the Internet on the offline world she inhabits? Because, of course, harm doesn’t stay on screens but rather bleeds out into school yards and onto streets.


These are things that wake me in the night. The things I try to solve at 3 am, when I shoot up, messy-haired and groggy, to type out some ideas on my phone – the very device at the root of my concern. Concern not just for my own children. Not just for all children. But for all of us – humans – as we sit in our information silos being served our daily dose of personalized content; one-sided arguments; things that close us down; things that limit us; or simply things that find the chink and pry into our most vulnerable selves making us feel threatened or just a little lesser than. This is the digital diet to which many of us – I would argue most of us – are now addicted.


I’ve written this book not because there isn’t enough resource available on digital literacy, but rather because there is too much.1 As one exasperated teacher expressed at an event I attended recently, people are very worried about this issue, and equally, they are completely overwhelmed. ‘They don’t know where to start.’ Much of the guidance is that we should be talking about these issues, particularly to our kids; which is difficult to do if you don’t have the knowledge or context to actually have the conversation. That is, it’s hard to have open conversations about technology if you don’t understand said technology, or the landscape in which it operates. And so this is an information-building book, so that you can make informed decisions about your own usage, and for those you love. Then this book will give you the tools to upskill yourself to make your own usage safer. You’ll learn how to game your algorithm – or practise ‘algorithmic resistance’;2 how to change your own sharenting practices to safeguard and protect your kids, your finances and your own physical safety; how to catch disinformation; and how to move from being a passive user to being an active participant.


To be clear, I am not a psychiatrist. I am not a behaviour scientist. Or a neurologist. I am the Programme Director of Digital Humanities at University College London – a university often ranked among the ten best universities in the world. My colleagues are information scientists and statisticians. I look at social media’s algorithmic processes and their cultural impacts – particularly on young people.3 I follow the tech. My research has fed into legislation and policy reform. I’ve consulted on the Online Safety Act here in the UK – although admittedly, I think it needs more work. I’ve worked with the Metropolitan Police about the online indoctrination of young people into extremism. I was on the research team4 that informed the new digital flashing legislation, which means it’s now illegal for an adult to send a picture of their genitals to a child – shockingly, it wasn’t before.5 Internationally, I’ve mapped the impact of digital abuse on public health professionals during the pandemic.6 In Canada, I’ve examined the impacts of viewing video evidence on criminal justice professions;7 in Scotland, I’ve created peer-to-peer mentorship resources around online hate and misogyny with the Scottish Government.8 I’ve launched materials for schools in England on algorithmic harm with the Association of School and College Leaders;9 I’ve researched social media usage with hundreds of teens;10 and I’m also a mum who wants to fix a problem. A big generation-defining problem.


If you’re reading this book because you’re worried about your own device usage, the questions I asked above are also relevant. How do you carve out healthy digital engagement? How do you take control so that you control your algorithms instead of – the default setting – them controlling you? And how can it be more straightforward like eating healthily? Though we might not always choose to, we generally know how to do it. Green = good; beige = less good; old Halloween candy sitting at the back of your desk drawer because you didn’t have time for lunch = decidedly bad. Generally, with food, we know the basics, or we know what we should be doing. And, when we don’t, we know where to go for guidance. A quick Google search gives ‘five a day’, or food guides and pyramids outlining portions of dairy and protein.


But when I was concerned about my family’s digital diet (that is, what we were consuming online), I struggled to know what guidance to use about how to feed my kids – and also me, an adult – by way of screens. Historically, most of the guidance available focused on controlling the dose of digital engagement, or ‘screen time’ (a concept now often seen to be outdated – I’ll get to this later). Similarly, for adults, most of the guidance on digital diets has, like in old-fashioned food diets, been about restriction. And just like contemporary discussions around the quality of food we consume, it is helpful to think about our digital consumption along these same terms. That is, although some screen usage is good (take FaceTiming your grandmother), it is the way that content is served and suggested to us, by way of algorithms, that can render digital consumption unhealthy and potentially harmful. So I began pulling together my own work and compiling the research and insights of colleagues, professionals, scholars and scientists, and I created something to help myself and my family navigate the digital terrain. I thought of myself as a digital nutritionist.


Digital Nutrition


Not long after this, I was in the Houses of Parliament. I was sharing my work on the way TikTok algorithms prioritize harm for young people and normalize disinformation. And then I paused. I looked at the lawmakers around the table and I explained, ‘You know, this is simply a symptom of a much bigger issue. If you really want to keep young people healthy, if you want to be proactive rather than reactive, you need to be concerned about their digital health. They need digital nutrition.’ And at that, one lawmaker spoke very steadily, very seriously and responded, ‘We want this. We need this. Everyone does.’ And, with this statement, I realized maybe it was time to share my personal family recipe for digital nutrition.


Historically, when educators talked about the online sphere, they used the term digital literacy or before that, media literacy. ‘Digital literacy education’ refers to teaching both technical and critical-thinking skills by which people can evaluate their engagement with the digital space and the content they consume within it. But there is a gap in this education – a lot of us ‘old people’ didn’t grow up with smartphones, tablets or Internet connected screens, or consequently with any digital literacy education at all. And in the family context, for almost everything else that we parent around, we grew up with it and we draw on this knowledge. The activities in this book are designed to help you deeply understand how these processes are working for you and on you, so that you can start to build an innate understanding; and if you are a parent, you can then draw on that information so that you can parent more effectively. Many of the case studies in this book are about young people, who as the evidence suggests are feeling the impact of this screen-based lifestyle acutely. Take, for example, the 2023 report from the Children’s Commissioner, which found that one in four young people consume pornography before the age of eleven;11 or that Ofsted has suggested that young people are using pornography as an educational tool, which can shape norms and create unhealthy attitudes around sexual aggression.12 Consensus within research regarding the links between mental health and social media remains mixed, but as Lord Darzi’s report into the NHS states, it is ‘highly unlikely that the dramatic rise in mental health needs is wholly unconnected from social media’.13


However, though a lot of the examples I use in this book are about kids and teens, the concepts are universal and can, and should, be applied to us all at any age. For we adults need boundaries too. We need to face our own addictions. And in doing so, venture to learn the underlying technicalities of these devices that we touch, that we stroke, and through these actions possibly even develop feelings of love. To break those addictions, we must understand how these devices are built to lock us in and hook us even if that might mean feeding us things that make us feel bad or make us sick or teach us mistruths.


Take for example, January 6th, 2021, when a mob of an estimated ten thousand people stormed Capitol Hill in Washington.14 They were not the under-sixteen-year-olds we talk about when restricting social media usage. The vast majority were adults. Consenting. Voting. Adults. The events in Washington were widely reported as having been instigated on and by social media – not just because of President Trump’s use of (then) Twitter, but also because of the way in which platforms allowed for the targeted circulation of material that whipped people into a state of rage – enough to want to topple their national structures.15


And yet this remains an almost unregulated space. And though there are some new regulations coming into effect,16 they are limp and weak compared to regulations for almost everything else we consume. Almost everything else we consume is regulated. The food we eat, the medication we take, the cars we drive all need to be proven safe before they are allowed on the market. For the tech industry, this is much less true. Or rather, it doesn’t exist to nearly the same degree as in other industries. One of the reasons for a lack of consumer protection in this area is that we aren’t actually the consumers of social media. We are the product.17 Rather, our minds and our attention are the product, which is sold to advertisers. It is they who are the consumers. Keeping our attention, feeding us whatever is the most attention-grabbing – even if this means allowing harm, hate or disinformation to thrive.18 This is the business model. I’ll discuss this, the ‘attention economy’19 that underpins this whole system in detail, in Chapter 1.


For now, though admittedly this all sounds a little dystopic, I want to make one thing clear. I am neither an anti-tech nor a pro-tech person. I’m a pro-information person. So we as users – or we as the product – can equip ourselves with the information we need to keep ourselves healthy online.


I am heartened to see grassroots movements in my own community and in those around the world which are questioning the power of technology companies and which, through local initiatives, are spurring on a cultural shift. Groups like Smartphone Free Childhood, or Wait Until the 8th in the US, Unplugged in Canada, No Es Momento in Mexico, or the Heads Up Alliance in Australia. These groups have run information-building webinars and encouraged lecture evenings where communities crowd into school gymnasiums to ‘tech up’. They have instigated phone-free Fridays for families and encouraged us to think critically about the corporate structures behind digital media.20 Children, teens, adults, all of us should think more carefully about algorithmic processes and the need to be critical of our screen consumption. We all need to mitigate, moderate and indeed ‘ban’ some forms of harmful usage. Personal moderation is an important first step (all to come later). These movements have marked a watershed moment of public awareness-building.21 And now, there is more work to do.


On a macro level, moderation of use alone can get tech companies and legislators off the hook, which as the writer Nicole Aschoff has argued, can pull our attention away from the root of the issue: the unethical practices of big tech.22 Moderation of use alone can also become a shortcut that requires minimal commitment or investment from either corporations or government. Similar to debates on ultra-processed foods, it’s easier for companies to frame the problem as ours – that is, our relationship to food rather than the content of the food. And then sell us further products that help us with ‘our problem’. Tech companies are happy to sell us products to help supposedly ‘moderate’ our use of an addiction they created for us. For example schools buying Apple software to lock down Apple iPads, because children are now so addicted they simply can’t disconnect.23


On a more micro level the moderation of phone use doesn’t account for usage on other Internet connected devices, such as tablets and laptops. Research by Ofcom (the UK’s Office of Communication) has shown that 67% of three- to four-year-olds use a tablet to go online.24 A Pew Research Centre study found that 89% of parents of a child aged five to eleven say their child watches videos on YouTube25 – a platform that parents might not often constitute as social media but can share much of the same content. And so, moderation of use needs to be paired with incremental education26 to prepare you and your kids for differing stages of digital usage when they inevitably come. Even if a young person doesn’t use social media up until the age of fifteen, they will turn sixteen.27 And so we as a society have a responsibility to pair moderation with information-building to equip young – and older – people to navigate this terrain.


We might wish for a different world. We as Gen X-ers or geriatric millennials nostalgically reminiscing about our Nokias and their supposed innocence. As parents, we worry about our own children. We long to replicate the weekends and summertimes of childhoods past. Summertimes where kids went rogue on BMX bikes and weren’t allowed home until the streetlamps came on. An article in London’s Sunday Times from the summer of 2024 about smartphones references wanting to create a childhood summer like the one depicted in Stand By Me,28 a film about summertime boyhood released forty years ago (1986), which in turn, depicts a childhood thirty years earlier (1959). We absolutely need more boundaries around tech. We do absolutely need more time off screens and more independent play for kids, as Jonathan Haidt has importantly advocated.29 At the same time, we have a collective responsibility to inform ourselves about the digital world, so that we understand what not only our kids but also we as adults are currently living through. So before we get lost harkening back to an idyllic time, in a different country, as depicted by a Hollywood movie, we need to get to grips with the structures built to addict us and the rules of the attention economy under which we now live. We also need to acknowledge our responsibility as adults. That we ourselves are a part of the attention economy. And that, in turn, we often enter our children into this economy long before they have a device of their own. And if we are going to prepare ourselves and our kids to live healthier lives, we need to understand this.



Beyond Moderation



If previous conversations and advocacy have been about step 1, moderation or phone bans,30 this book is focused on the next steps – steps 2 and 3. Step 2 is information. When the Internet first switched over to commercial providers in the mid-1990s and families began to purchase their first shared family PC, the concept of ‘shoulder surfing’ was introduced. The suggested approach was a way for parents to gently monitor their children’s Internet usage; over their kids’ shoulders. That is, while parents sat on the sofa and read the paper, they could glance at the large screen prominently atop a table in the living room. This guidance evolved with the technology – though only slightly. The concept of shoulder surfing was replaced by screen time to limit the time spent on TVs, computers, tablets, and phones to a set amount of daily usage.


But screen time guidance accounts only for the quantity of content consumed, not the quality. And it has done very little to account for adult usage.31


There are different types of screens and different types of screen times, and this needs to be acknowledged before you can make appropriate decisions about screen usage. Many now break down time on screens into two categories: Active Screen Time, which involves cognitively engaging in screen-based activities; and Passive Screen Time, which includes scrolling and passive gazing.32 These categories should, like a food guide,33 be given different weightings across overall usage. I call this the Digital Diet Pyramid. In Chapter 5, I’ll talk about the Digital Diet Pyramid, which outlines different types of digital engagement, and how different proportions of each type might support healthy digital consumption.


And with this guide in mind, we can make conscious choices of what we want to consume and make a change. We can enjoy the brilliance of the Internet, the information and connection-building, the opportunity to create something of our own: a business or an education; and also the just plain old fun or the outright hilarious, while also rejecting that which is untrue, harmful or that which impacts our well-being. And if you are a parent, this book will build your understanding, so that you can begin to seed these ideas with your family from an early age.


Step 3 is regulation and the defunding of harm, hate and disinformation. This is about pulling the financial cord on online harm and regulating the corporate structure on which social media is built. It’s a broader conversation about challenging the current structure where tech companies are rewarded for keeping us ‘hooked’, that is, holding our attention for as long as possible. Holding that attention – or the ‘attention economy’34 – and getting those views or ‘impressions’ (the industry term) is crucial to the whole business model of social media.35 These algorithmic models can allow harmful content to flourish. Sadly, disinformation can be more interesting or ‘impressionable’ than the truth, and harm and hate can hook into our emotions and fears. And so these algorithmic models create the fertile conditions to allow this content to thrive, to get us to stay just a little bit longer or better yet, react.


To many this will seem obvious. A given. I articulate this not because I’m the first one to say it.36 But because I think it’s important that we redirect some of the energy which has focused on asking tech to make their platforms safer – something they still should do – to follow a much more simplistic thread – the money. Or rather, the financial underpinnings that fuel this system.


We can take a stand. We can demand bold policies that attack these financial structures. We can move away from seeing this as a siloed, individualistic problem, but rather, as a collective problem that we can solve together. We can also have a greater awareness of how these processes work and step away from the trees – or in this case, the phone – to see the forest – a big attention-grabbing, seductive, addictive forest personalized just for you in a palm-sized glowing rectangle.37 The hope is that with this collective knowledge we – a big societal we – can use it much more critically and in turn, advocate for change.


Many of the concepts in this book are unlikely to be relevant to my four-year-old daughter right now, but I can make more informed decisions about the screens and platforms she inhabits; and I can begin to introduce concepts about good-quality, active screen usage to help her to develop safe habits for the future. Screen consumption, just like food consumption, can be good or bad. Sometimes my daughter eats ice cream, and that’s OK, but it would be a problem if that was all that I fed her. She also likes doughnuts, but I know she should really eat some vegetables. Just like in her offline world, in her online world, I make choices about appropriate content, games and activities and then the right dosages of each.


I can also make choices about my own screen usage around her, and carve out time to disconnect, in order to connect in the offline space. These moments, of course, remain very important for both of us. In these moments, I might decide the ice cream is OK – but maybe not the doughnut. In these moments I might try, yet again, to brush her hair, unsuccessfully. In these moments, we might talk through something she saw on a screen. And in a moment just like one of these, I ended up agreeing. I caved. And I now have a cat named Unicorn.










Chapter 1



The Digital Supermarket


September. Master’s students crowd into a wood-panelled lecture theatre. It has hard-backed benches designed likely over a century before anyone owned a computer, let alone brought one to class. And it is here, as students precariously balance their MacBooks atop the ripped knees of light washed jeans, that I tell them about the Internet’s techno-enthusiast beginnings. To start, I often show them an American infomercial from the early 1990s called ‘The Kids’ Guide to the Internet’, which encouraged families to install the Internet on their home computer. The ad opens with a jingle, ‘Take a spin. Now you’re in with the Techno Set. We’re going surfing on the Internet!’1 and then cuts to a family in their living room. They sit on a sofa with geometric patterned throw cushions. Beside them is a Microsoft desktop computer. ‘The Internet gave us a new world of exciting possibilities,’ exclaims Peter, a boy with a blond mushroom cut and an ill-fitting polo shirt. ‘Now that I’ve gotten on the Internet, I’d rather be on my computer than doing just about anything.’ His parents smile proudly, as his mother beams, ‘I haven’t been able to get the kids off it ever since.’ The family goes on to speak about how the children have a new global understanding, because they can ‘talk to people all over the world on chatlines’. The pre-teens are shown slowly clicking one key at a time to write out an email to President Clinton. And visiting the Smithsonian ‘without ever leaving home’, as pixelated images of the museum’s archive load jerkily across the desktop screen. But ultimately, the parents are thrilled that their children’s grades and communication skills have apparently improved, offering them a shimmering hope of a college education.


This infomercial acts as a time capsule showcasing the early promise of the Internet. And, in many ways, these promises were fulfilled. We are now much more connected to politicians. We can access information and the materials of great institutions remotely. Kids can (for better or for worse) chat to almost anyone anywhere in the world. But the question of whether the Internet has enlightened us is up for debate. That is, whether we are all benefitting from the sum value of global knowledge, or whether we are, as the media theorist Neil Postman argues, amusing ourselves to death – is complex.2


Regardless of whether it is primarily a tool or a toy, it, the Internet, is largely unregulated relative to any of our other tools or toys. Most of what we consume as citizens is heavily safeguarded by our government and regulatory structures, and though there are new legislations emerging to protect some aspects of use (which I’ll get to) much of the regulation around our digital consumption falls short of measures routinely taken for other services and products.3 One of the arguments for this is that these technologies are still new and emerging. But the World Wide Web, born in 1989, has for more than half of the world’s population4 been a constant since birth. For more than half of us, not only is it not ‘new’, they’ve never known life without it. And yet consumer protection in this space is still not fit for purpose.


This is different from most other products (food, medication, terrestrial TV) that we use or ingest as consumers. But perhaps that makes sense, for we are not the consumers here – advertisers are. We are not the consumers. We are the product. Our attention – our minds – are the product, which is being sold to these advertisers. This chapter does two things: it maps the evolution of the Web from a space driven by information-sharing to a space driven by advertising, and it outlines the lack of consumer protection and regulation overseeing this space.


That doesn’t mean that you can’t use these technologies. But if you want to play in this space, if you want to navigate this terrain, if you want to climb this mountain, you’re essentially doing so without a harness. This doesn’t mean that you can’t take the risk, but there is a greater duty of responsibility and care for yourself and for any dependants that you have when using these services. You are not looked after, so you’re going to have to look after yourself and those you love. And this book gives you the tools to do just that.


Consumer Protection


‘Consumer protection’ refers to the act of protecting consumers from unfair commercial practices. As Priya Ramda from the UK Department of Trade explained to me, it ‘prohibits misleading actions, misleading omissions and bans a number of practices’ – for example, faulty products, products or services which aren’t as advertised or aren’t sufficiently transparent or exhorting children by way of certain products like tobacco or alcohol. Regulations govern much of what we use or put into our bodies. Globally, regulations around medication and healthcare products are overseen by regulators, with an alphabet spaghetti of acronyms; from the MHRA in the UK,5 the PDD in Canada,6 the TGA in Australia,7 the CDSCO in India8 and the FDA in the US.9 They are responsible for securing a safe supply chain for medicines and medical devices. Most importantly, with all of these organizations it can take years for new medicines to go through the research, clinical trials and licensing process to ensure they are safe and up to standard.10 And though it is by no means perfect, the MHRA pledges that medication will not be accessible to us as consumers until it is deemed safe.11


The acronyms don’t just end with health regulators. Internationally there are agencies which ensure that vehicles and their safety equipment are indeed safe. From the RVS in Australia,12 the MoRT&H in India,13 the NRCS in South Africa,14 to the DVSA in the UK15 it’s standard to regulate the things we use in everyday life. We could look to products for children, which come with age recommendations and guidelines on small oesophagus-sized parts.16 Or pre-digital, or ‘traditional’ media (television, radio and film), which has a much more structured regulation by way of Ofcom, which ensures standards on primetime viewing slots and a duty of care across broadcast media. This will be discussed in more detail later in this book.


For food safety, globally there are regulators which protect public health in relation to food.17 There are checks and balances in place at a national level to ensure the government has the power to act in the consumers’ interests at any stage in the food production and supply chain.18 This means that food can’t be labelled, advertised or presented in a way that is false or misleading. And so, though we could get into a more nuanced discussion about preservatives or ultra-processed food, you are unlikely to find arsenic in your orange juice or a razorblade in your bread roll in your weekly shop.


For digital technology, instead of testing to prove something is safe prior to hitting the market, the tech industry has not been called into question until its products are deemed to be unsafe. And that is different from almost everything else that we buy or put into our bodies. The Internet, and social media which followed it, were not tested – or rather, they were not tested by government agencies. And they are (for the most part) unregulated – in fact, this was the virtue of the Internet from its inception – a free speech utopia – unlike the terrestrial media that came before it.


What is important for us to all collectively understand is that regulations19 that have been thought through and considered – regulations about what is healthy for us to watch – have effectively been thrown out of the window. For many of us now no longer watch terrestrial TV. Children for the most part are more likely to be found on YouTube or YouTube Kids.20 And because kids are now less likely to be on children’s viewing hours but rather on unregulated platforms on tablets (or phones), as former Google employee Tristan Harris21 has argued, most of the quite-well-thought-through regulation around children’s viewing no longer protects kids.22 And this is the same for all of us with our online usage. This is not a space that was regulated for our best interests, but rather, it was manipulated by tech companies in order to hold our time and attention as long as possible for their financial gain.




Consumer Rights and Online Safety 


There is however legislation over the digital space. The Consumer Rights Act of 2015 introduced the concept of ‘digital content’ and set out consumers’ rights (for example when paying to download an app or TV series).23 And there are, currently, further changes afoot. I myself contributed to elements of the Online Harms Bill, which became the Online Safety Act in 2023.24 The Act has put in place a series of new legislations across a variety of areas of Internet safety. For example, it says that social media platforms will be expected to ‘remove illegal content quickly.’25 However, the Act does not currently include comprehensive measures to remove material which is categorized as ‘legal but harmful’.26 This includes content that does not meet a criminal threshold but may encourage, promote or provide instructions for suicide, self-harm or eating disorders.27 Both the ways in which something is classified as harm and the speed at which it is removed – if at all – are points of contention making actually implementing the Act difficult. It also does not directly address the role of platforms in amplifying hate, harm and disinformation (an issue discussed in the next chapter).28


Legal expert Professor Claire McGlynn has argued that the Online Safety Act doesn’t have the legal backing to actually make it work functionally29 and others suggest that in its current form, the Act places emphasis on the users themselves to be responsible for flagging harmful content. It says that companies must ‘provide parents and children with clear and accessible ways to report problems online when they do arise.’30 The issue here is that it’s a reactive rather than proactive approach. It assumes that there is harm and people – including children – will encounter it. It also assumes that social media companies are actually reactive to such reporting. In 2024 Dr Caitlin Shaughnessy, Dr Katharine Smales and I conducted the ‘Digital Nutrition’ research project about the smartphone experiences of teens across the UK. Time and time again, they told us that even when reporting harm, responses from social media platforms were shockingly inattentive.31





Perhaps to understand this lack of regulation fully, we need to return to the ideological origins of the World Wide Web: open access and freedom of speech. Many have asked if we even want full regulation of the Internet. For the Internet is of course many things. It’s a space of connectivity and collectivity and at the very same time one of isolation and fragmentation. We’ve been given unprecedented access to the sum of human knowledge – as Wikipedia puts it32 – and have platforms to speak from like never before. And perhaps this open access and lack of regulation are the very things that made it so beautiful in the first place.


The Web 


Tim was eccentric. He didn’t always wear shoes. And he used large hand gestures when talking – which he did very, very quickly. In fact, when he spoke at work, his team would hold up bits of paper reading ‘Slow down, Tim’. His colleague Jenny Tennyson said they actually had a unit of measurement to gauge how fast somebody talked called the TimBL. One TimBL is the same rapidity of thought and speech as Tim. And ‘nobody else ever reaches one TimBL’.


Tim was a contemplative type. At one of his first jobs developing software in Dorset, he would sit on the riverbank with a pint and a ploughman’s lunch letting his feet dangle into the cool water while he thought about code. To work out a problem, he could be found lying on the grass looking up at the sky. Literally, blue sky thinking, a trait that some colleagues found somewhat frustrating – particularly when they had a joint task to do.33 But Tim was working on his own personal project. The aim of this project was to find a way to be connected so that he – everyone – could share content across a new network of different computer systems. Tim was trying to make it easier for people who were separated geographically to share research, to share the information. He envisaged an elaborate information management system. Tim’s project would be called the World Wide Web. And it ended up being quite a success.


Initially meant as a space for academics or ‘geeks’, Tim, now Sir Tim Berners-Lee, would develop what we all now experience as a world of content – images, information, culture, and life – all connected together. For Jenny Tennyson, now CEO of Sir Tim Berners-Lee’s Open Data Institute, one of the things that made the Web work was the fact that he gave it away. He didn’t keep it for himself: a precious gem to be gazed upon only by a tight knit club of coders. Rather, as Jenny explains, he ‘brought in everybody else to be part of that story.’ If he had structured it differently, it wouldn’t have spread in the same way and ‘we wouldn’t have what we have . . . he wants the Web to make the world a better place’.34


In 1995 the network or the ‘Net’ – the Internet being the global network of computers on which the Web runs – was turned over to commercial providers. That year an online bookstore launched. The idea was to algorithmically offer book suggestions to consumers to bring them back to the days of a local bookseller, who got to know consumers and knew their interests. It was named Amazon.35 1995 also saw the launch of a website devoted to antiques and finding old collectables, including the first item to be sold on the site: a broken laser pointer. This site would be named eBay.36 And with these developments, the cultural landscape of the Internet began to take shape.


But the early Web was messy. A messy, creative, scrap book for the world: the digital equivalent of a community centre cork-board with posters for the church bazaar peeking out from underneath flyers trimmed with tear-off phone numbers in an endless cycle of new information and constant sharing. And there was something glorious in this hodgepodge, where no one and nothing was prioritized. We just all had access to the same community board and the same push pins to tack up and promote our own page. But back then the Web was small. And as it grew, there were more and more posters for ever more weird and wonderful versions of church bazaars, making the one you wanted – or needed – harder and harder to find.


Targeted


It was 1996. Larry Paige, a goofy guy from Michigan who smiled a lot, and Sergey Brin, who loved a good debate – both the sons of academics – started a joint thesis project. Inspired by the processes of academic peer-reviewing of research papers – something they were aware of from their parents – they set out to improve the way Web pages were found on the Internet.37 The idea was that if you were searching for something on the Web it would be helpful to know if other people, your ‘peers’, had found it useful. If you are looking for a recipe on how to make a Chicken Kiev, you don’t just want mentions of ‘Chicken Kiev’ – you want the page that other people have agreed ‘this is the best Chicken Kiev recipe’. Exploiting the existing structures of the Web, they developed the process of page ranking: the more people pointed to a page the more central or highly indexed it would be.


Larry and Sergey wanted to build upon Tim’s idea of connection. Their mission was to ‘organise the world’s information and make it universally accessible’.38 They said they wanted to make the world better. Their motto was ‘Don’t be evil’.39 And they eventually called their project Google – which may or may not have been a misspelling of the mathematical term Googol, meaning ten to the power of a hundred.40


Spelling errors aside, Google quickly embedded itself within the makeup of the Web, so much so that it became hard to understand where one began and the other ended. What is the Web without Google? Google became a noun and a verb, and it was entered into the Oxford English Dictionary in 2006. In 2002, the American Dialect Society chose it as the ‘most useful word of the year’.41 Google is now integrated into our lives, behaviours and cultural lexicon. And scholars have argued that it has changed the way we think about, access and process information.42


This ubiquity of Google, the everydayness of it, can sometimes give a sense that this technology is a neutral truth-giver. That through its page-ranking system we are being given unbiased, even scientific, information. But technology is biased. Because people are biased. And people build technology. This is known as Algorithmic Bias. The UK’s Children’s Commissioner defines ‘algorithmic bias’ as a process where algorithms are created in such a way that their results reinforce human or societal biases.43 For example, in 2015 Amazon noticed that one of its mechanisms for recruitment seemed to be disproportionately rejecting female applicants, regardless of their qualifications.44 Upon closer examination, they found that the machine-learning tool they were using was trained by observing patterns in applications received by the company over a ten-year period. Most applications had historically come from men, reflecting the male dominance within the industry, and so Amazon’s system assumed this was the company’s preference and that ideal candidates must be male. This is an example of the way in which machine-learning algorithms can reinforce and actually entrench historic or outdated prejudices. In fact, the UK government has come out to say that ‘Algorithms make use of data about past behaviour, which means biases embedded in the data can be reinforced and strengthened over time.’45


Professor of Gender Studies, African American Studies, and Information Studies at UCLA, Safiya Noble has looked at the ways in which Google’s search recommendations can reinforce prejudices.46 She gives the example of how a search for the word ‘Professor’ pulled up very specific images of tweed-jacket-wearing old men that don’t look anything like Professor Noble – or me for that matter. Similarly, a recent study that found that facial recognition systems are 32% more likely to mistake recognizing a black woman over a white male47 (simply because data sets that train the technology have been ‘pale and male’)48 or take issues of class and credit rating, which have also had concerns raised regarding algorithmic bias.49 And the reason this all matters is because we often assume that technology is neutral. And because of that assumed neutrality, the ‘facts’ that arise from our quick searches for information are often unreflectively accepted as ‘truths’ and, over time, such repeated ‘truths’ become our reality.


And so the power that Google now has in shaping our collective thinking and understanding of information makes it far more complex than that community centre cork-board. I’m not saying that every time you do a Google search you need to go beyond the first page or that you need to fact-check everything you read. That would be exhausting. But it is important to understand that the idea that technology neutrally provides us with facts is false. And often, we are over-reliant on Google as the truth-giver.


There is a parallel history to Google’s rise as ultimate truth-giver, a much more hidden one. If webpages are the store-front windows of the Web, its financial structures sit in the furnace room deep in the basement. In October of 2000, Google launched its first self-serve online advertising platform: AdWords – and Internet marketing, as we now know it, slid onto our screens.50 Buyers could set how much they were willing to pay per thousand impressions, or rather the times that the ad was shown. And the highest bidder would appear higher on the page. In 2002, Google added a scoring system based on a combination of the price the advertiser was willing to pay and the ad’s relevance.51 And through this process, adverts in prominent spots became trusted by Google users. Google was the only platform using this scoring system to grant coveted spots of prominence and trust. And so its real estate became preferred amongst advertisers and its price per square centimetre skyrocketed.


But for most users, this gradual increase in adverts and the increased efficiency at targeting us were almost imperceptible. Advertising became intrinsically linked to Web searches and increasingly personalized approaches were barely noticeable. And how it was done was relatively opaque. Professor Shoshana Zuboff, in her seminal work, argues that Google pioneered the mining of ‘human experience’ by way of collecting data for economic gain.52 That is, the profiling of us, everything about us, so that it can predict what you want to buy before you want to buy it.53 Because you don’t pay for Google’s services and yet you are a central part of its revenue generation. Keep in mind that without user-generated content – that is, the content that you post, upload and update online, generally for no pay – Google could not perform its searches. Media scholar Professor Christian Fuchs sets out how Google relies on us to produce content and engage with others’ content in two key ways:




•  First, we create content. Google stores and sorts this user-generated content that is uploaded to the Web.


•  Next, we search for and engage with content. Google uses our searches to generate and store data. This data is used to create a model that can be used to personally target advertising back to us.





So, through this engagement we use Google’s services. We use Google Maps and then write a restaurant review and upload an image of our meal; we translate something on Google Translate; we watch YouTube,54 all of which creates data about us.55 So, through our online behaviours, all our online behaviours, Google generates and stores data about its users. It then uses this information to target adverts to users’ interests. The result is targeted advertising. That means that for Google – and social media more generally – the advertisers are actually the clients, and we, the users, are the product. Our attention – or rather, our mind – is the product. But are we fully the product? Can we be both the product and at the same time the consumer? In many ways we are. We are products to be mined, so that we can, in turn, be persuaded to consume more and more and more. Which is perhaps why in the tech industry a different term is used altogether. A term which as computer scientist Edward Tufte has pointed out is only found in two industries, tech and the illegal drugs trade: ‘user’.56


And as users, all platforms are competing for our minds and to keep our minds on their platforms as long as possible.57 How much time can they get us to spend on their platform? How much time can they get us to give? Because in that time, they can collect a lot of data – historically unprecedented amounts of data, as Zuboff tells us – and this allows them to make better and better predictions about who we are. And this very tailored and accurate view of their ‘users’ is incredibly valuable to advertisers.58


But is this all a problem? Is it really a big deal that brands want to sell us a new pair of trainers? Maybe it’s actually quite helpful. You might indeed feel this way. Context is important here: it’s been estimated that Internet users are now bombarded with thousands of ads – some have put this as high as 10,000 every day.59 They might be harmless. But they can also be financially or emotionally exploitative. My team and I heard from participants who are constantly bombarded by ads for weight-loss products, and even if they reported the content, they told us, the ads were still pushed at them through these targeting mechanisms.


Even if you are painfully aware of the corporate constructs of digital platforms, the bottom line is that most people wouldn’t give up free services to mitigate targeted advertising. And if you do want to minimize your exposure to ads, as one student in my master’s class once said to me, ‘We can’t opt out’ and be able to still function in our society. But there are some ways that you can search and share more safely and with greater consumer protections.




How to Avoid Targeted Advertising


1. Use Different Browsers. Just like a healthy balanced diet, it’s good to use a variety of browsers for different activities. For example, if you use one browser for shopping and another for socializing and social media, cookies – the way that websites track you – will be stored differently.


2. Do Not Track. This is a feature that lets websites know that you don’t want your behaviours to be tracked. They don’t have to abide by it. But many will. You can find it in most browsers’ settings. You can also turn on incognito browsing, which stops cookie tracking. You can find instructions about how to do this in the Google Help Centre. iCloud have a feature called ‘private relay’ which you can turn on in iCloud settings on iPhone. It lets you hide your IP address and browsing activity in Safari so nobody – including Apple – can see who or what sites you are visiting. 


3. Limit Your Google Use. There are some Google alternatives. You might want to look at DuckDuckGo or Firefox Focus.60 These search engines do not track you to serve targeted ads. You could also look at Startpage.com which allows you to use Google without tracking your digital footprint.61


4. Digital Spring Cleaning. The new spring cleaning is uninspiring cleaning. If it no longer inspires or educates you: unfollow it. This includes exes, TV personalities or brands. You don’t need to keep seeing bathing suits if you already bought one and you are back from holiday. Unfollow accounts regularly to clean up your feed and narrow in on what you do want to see.


Terms of Service: Didn’t Read


Digital Forensics expert David Benford suggests looking at ‘Terms of Service: Didn’t Read’: TOSDR.org. This site aims to address the issue that almost no one reads the terms of service that we agree to all the time with the click of a button. You can search the site for a company and it will give you the key points about the terms of service ranked red, orange and green. This means you can see clearly which sites have asked you to agree to clauses which might be problematic. For example, ‘content you post may be edited by the service for any reason’; that ‘the service can read your private messages’ or that ‘deleted content is not really deleted’. You can find details for all big platforms on this site and it will help you to understand what you are agreeing to.





The Digital Supermarket – Conclusion


The 90s infomercial finishes with the mother explaining, ‘As a parent, I’ve never been happier that my children ask their friends over for an Internet computer party.’62 But then she gives a stern mom stare down the camera lens. ‘I’d like to add a word about safety, though,’ understanding that this is a tool to be used with caution. To close, she warns, ‘You have to remember the Internet is not a regulated environment, so the quality and accuracy of various information can differ quite a bit. It may even be a concern if your children should access some of them.’


I always find this line one of the most important of them all. Here, the ad gives prospective users a caution – a warning label if you will: this is not regulated. This is not tested or vetted, ‘quality and accuracy’ are variable, and essentially, it might not be safe for children. I’m not sure we do this enough now. It is as if that ‘unregulated’ warning label has faded and peeled off after decades of use and we’ve never thought to reapply it.


But perhaps such warnings were never meant for us in the first place. We of course aren’t the consumers, advertisers are. We – our minds – are what is for sale through these corporate models pioneered by Google.


We are not sufficiently protected, and these processes of product testing are not as simple as milk pasteurization. Because, here, we are not the milk drinkers, but rather, we are the milk. Our time and attention are something that can be commodified, bottled up and sold at any old corner shop – or at least the virtual equivalent. We can advocate for a social media that is based on more ethical finance models. Ones that don’t treat human beings and their attention as a commodity that can be harvested.


Though the altruistic origins of sharing global knowledge are still somewhat present on the Internet, the messy, unpolished, un-monetized cork-board of ideas no longer exists. But let’s think about us, ‘the product’ or ‘the user’, and what we can do to take a much more active role. First, let’s talk about how we can choose healthier modes of consumption. How can we be honest with ourselves about our current digital diet? This is not to mitigate the need to responsibilize tech companies and regulators (I will get to this later in the book). But we can inform ourselves in order to understand these algorithmic processes so that we can move away from being passive products and into being active participants. This is something worth striving for. And this is something much closer to the participatory ideal dreamt up while looking at a blue sky.
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