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Introduction


Just over a decade ago, as I was starting out in journalism, I became curious about a harmless-sounding digital object known as a ‘cookie’.


I thought I knew what it was. A piece of code on my device that worked as a tagging mechanism for internet companies to identify me and learn more about my online behaviour. These cookies kept popping up every time I visited any website on my phone or computer, asking for my permission to start a digital trail of crumbs. So I decided to find out where they led.


Reporting that story for Wired magazine1 took me down a dizzying series of rabbit holes that I am yet to emerge from fully. It revealed the murky world of ‘data brokers’ – shadowy companies that collect data about our online lives and turn them into saleable profiles of who we are today, and who we will one day become. And eventually, it took me beyond the brokers, deep into the business models of the world’s most valuable companies, grouped loosely together as Big Tech, who made their money in the same way: by converting our lives into swarming clouds of data for sale.


But before I followed that trail, I wasn’t convinced I wanted to spend several months writing about a bunch of statistics. I needed to make the story feel tangible to me. What did all that data actually look like? So I tracked down the profile of someone I was intimately familiar with. Myself.


To do this, I found a small adtech start-up called Eyeota, which walked me step-by-step through how I could pull the information being collected about me from my own web browser and then decoded it for me.


The afternoon that Eyeota sent me the full report of an ‘anonymized’ version of me, I was on a train to Brighton. It included a report that ran to more than a dozen pages compiled by Experian, a credit-rating agency that doubled as a data broker.


Experian had categorized me as a ‘Bright Young Thing’, one of sixty-four profiles that it had available at the time – a category of young professionals living in urban flats.


The profile described a twenty-six-year-old British Asian woman working in media and living in a north-west neighbourhood in London. It detailed her TV-watching habits (on-demand rather than cable), food preferences (Thai and Mexican), her evening and weekend plans. It even broke down her spending in detail – on restaurants and travel, rather than on furniture or cars.


The data Eyeota sent listed the number of holidays this woman had taken in the past year and indicated an imminent flight purchase. It suggested that she didn’t have any children or a mortgage, and that she usually buys her groceries at Sainsbury’s, but only because it’s on her way home. It predicted she had a cleaner who let herself in while she was at work.


Beyond her day-to-day activities, a little section at the end outlined her ‘liberal opinions’ – including her level of ambition, political leanings and personality traits (optimistic, ambitious, not easily swayed by others’ views).


I remember the feeling of shock and I spent an hour mulling over this set of characteristics that came pretty close to defining me as a person. Of course, that data cloud wasn’t a true representation of reality – it had missed out much of the nuance that made me, me – but through a pattern picked out of my online data, the cookies had created an approximation, a shadow of me that was somehow recognizable.


The story, which was published in Wired in 2014, revealed a multi-billion-pound industry of companies that collect, package, and sell detailed profiles like the one I had found, based on our online and offline behaviours. The discovery revealed to me a lucrative business model that profited off all our digital behaviours.


I started to unpick the structure of this flourishing data economy. Every time I interacted with an online product – say Google Maps, Uber, Instagram, or contactless credit cards – with a single click, my behaviour was logged by these little cookies. Combined with public information such as my council tax or voter records, along with my online shopping habits and real-time location information, these benign datasets could reveal a lot about me, from my gender and age, down to nuances about my personality and my future decision-making.


My life – and yours – is being converted into such a data package that is then sold on. Ultimately, we are the products.


This glimpse, ten years ago, into the nascent world of data scraping sowed in me a seed of fascination about all the data we were generating by simply living in the modern world – and what was being done with it.


I’ve spent the rest of my career chronicling the fortunes, both financial and otherwise, of the companies built on top of these data dumps: corporate giants like Google, Meta and Amazon, who have refined the gushing data reserves pouring into their platforms, generated by billions of people around the world. To make their money, these companies had learned to mine the data, and use it to sell personalized and targeted recommendations, content, and products.


The heir to the big data business is a single technology that I first learned about in 2014: artificial intelligence. The term has morphed and mutated over recent years, but essentially AI is a complex statistical software applied to finding patterns in large sets of real-world data.


The technology’s dramatic progress over the last few years has been contingent on three things: the explosion of available data on human behaviour and creativity, the increasingly powerful chips needed to crunch this data, and the consolidated power of a few large technology companies that could dedicate the considerable resources required to supercharge its development.


Tech giants like Google and Meta have applied machine learning to target advertising as narrowly as possible and grow their worth up to $1tn. This lucrative business model that monetizes personal data is what American social psychologist and philosopher Shoshana Zuboff has called ‘surveillance capitalism’.


As the artist James Bridle wrote in an essay last year, ‘These companies made their money by inserting themselves into every aspect of everyday life, including the most personal and creative areas of our lives: our secret passions, our private conversations, our likenesses and our dreams.’2


*


Nowadays, we live daily alongside automated systems built on data, their inner workings dictating our personal bonds, power dynamics at work, and our relationship with the state. We lean on algorithmic technology just as we once did on each other, and our ways of life – globally – are shifting to accommodate them.


When you open Google Maps to plot a route for your holiday run, call out to Alexa, book an Uber or a self-driving Waymo, you are dealing with a form of AI. The content on your social feeds and the ads you are served for golfing holidays or children’s clothing are targeted at you using AI. When you try to get a loan from a bank, you are screened by AI. What price you pay for your home, or your car insurance, are decided by AI. When you are interviewing for a job, your face and responses may be analysed by AI. Maybe you even used AI to write your job application. And if you ever end up in the criminal justice system, your fate – bail or jail – could be determined by AI.


The outputs of AI software today can help human experts make consequential decisions in areas such as medical diagnoses, public welfare, mortgage and loan requests, hiring and firing, among others. Cutting-edge AI software is even used by researchers, such as chemists, biologists, geneticists and others, to speed up the scientific discovery process.3


Over the past year, we have seen the rise of a new subset of AI technology: generative AI, or software that can write, create images, audio or video in a way that is largely indistinguishable from human output. Generative AI is built on the bedrock of human creativity, trained on digitized books, newspapers, blogs, photographs, artworks, music, YouTube videos, Reddit posts, Flickr images and the entire swell of the English-speaking internet. It ingests this knowledge and is able to generate its own bastardized versions of creative products, delighting us with this humanlike ability to remix and regurgitate.


For many of us today, this is embodied in ChatGPT, a website that can respond with detailed answers to conversational queries – our first direct interaction with an AI system, made more magical by the fact that it can ‘talk’ back to us using our own method of communication: written language.


This has marked a profound shift in our relationship with machines. As the new generation of AI can articulate using words and visuals and is trained on our own academic and creative outputs, it can easily manipulate our moods and our emotions, and persuade us what to think and how to behave, in a more powerful way than ever before.


I had already seen AI insidiously enter our lives over the past decade, and when I set out to write this book, I wanted to find real-world encounters with AI that clearly showed the consequences of our dependence on automated systems. Now, the rise of generative AI systems has made this need obvious and urgent. Over the past year, we have begun to see, already, the early human impact of technologies like ChatGPT: on our work, on children’s education and on creativity. But AI is simultaneously affecting other, significant areas of our society: healthcare, policing, public welfare and military warfare, creating rippling consequences and lasting social change. It is altering the very experience of being human. That’s what this book is about.


*


My job at Wired magazine served to turn me into an inveterate techno-optimist. When writing daily about DNA editing, flying cars, 3D-printed Moon bases and brain–machine interfaces, it is impossible not to be amazed by the ingenuity of humanity and our high-tech creations. I was also captivated by the innovators themselves: mad-cap inventors, brash entrepreneurs and irrational dreamers.


So, when I began researching this book, I expected to uncover stories of how artificial intelligence had solved gnarly problems, taken on insurmountable challenges and dramatically improved people’s lives. This was the promise of all new technologies, something I learned to believe in many years ago.


Each of these stories could be yours. AI systems will impact your health, your work, your finances, your kids, your parents, your public services and your human rights, if they haven’t already.


I wanted to ask the small, human questions. What does it feel like to ‘talk’ to a black-box system? Do you get a choice between human or machine? How do you appeal a life-altering decision made by an app? What would you need to know to be able to trust it? How would you know when not to trust it?


To find answers, I went on a journey around the world, observing how ubiquitous automated systems are shaping the ways of life for different communities. Each of the lives you will encounter charts the unintended consequences of AI on an individual’s self-worth, on families, communities, and our wider cultures. Through their experiences, I hope to answer the question I started out with: how is artificial intelligence changing what it means to be human?


*


Despite my innate optimism about technology, the mosaic of stories I had found told a different, darker tale.


I had made a deliberate choice to focus on people living outside of Silicon Valley, far from the nexus of technological power, yet subject to the consequences of this new group of technologies. But as I uncovered them one by one, it became impossible to avoid the elephant in the room: that the power is concentrated in the hands of a few companies, who hold all the cards.4


Exploring this imbalance led me to sociologists Nick Couldry and Ulises Mejias via their book The Costs of Connection and their big idea: data colonialism. The land grab they refer to is human lives converted into continuous streams of data. And through this never-ending stream, they see historical continuities with colonialism, where the inequalities of the past keep growing and, ultimately, the datafication of society is nothing but a new form of plunder and oppression.


Couldry points at gig work – app workers for places like Uber, Deliveroo or DoorDash – whose livelihoods and lives are governed by algorithms that determine job allocation, wages and firing, among other things. ‘It’s a tyranny,’ he told me. ‘There are moral questions here about what limits we must have to make lives liveable. This is where solidarity between people around the world is important. There are common struggles between workers in Brazil, in India, in China, in the US – it might not seem urgent in San Francisco right now, but it soon will be.’


For me, this framing was a revelation. Slowly, the connections between the individuals in this book began to crystallize, like a Polaroid photo appearing in bright contrast from a swirl of hazy shapes. It dawned on me that the framework linking the algorithmic encounters I had gathered, spanning seemingly disconnected people, times and places, was actually predictable, and had been conceptualized by a small but growing community of academics around the world. Some names proposing the early roots of these ideas I recognized – Timnit Gebru, Joy Buolamwini, Kate Crawford, Cathy O’Neill, Meredith Whittaker, Virginia Eubanks5 and Safiya Umoja Noble.6 They were all, I noted, women, and their areas of expertise were in studying the disproportionate harms of AI experienced by marginalized communities.


As I read their work and followed the trail of academic papers they cited, I discovered a wider pool of authors that were lesser known to the mainstream. These researchers were mostly women of colour from outside the English-speaking West, ranging from Mexico’s Paola Ricaurte,7 to Ethiopian researcher Abeba Birhane, India’s Urvashi Aneja, and Latin American researchers Milagros Miceli and Paz Pena. These women had witnessed first-hand what discrimination and social inequity in their communities looked like, and many were inhabitants of the very places highlighted in this book.


Time and again, their work drew the same conclusions that Couldry and Mejias’s data colonialism theory had. Scalable systems like machine learning are built to benefit large groups, but tend to work well at the expense of some. The ‘some’ are usually individuals and communities that are already othered, floating in society’s blurry edges, fighting to be seen and heard. In the lives of the people in this book alone, I could see how AI systems had harmful effects on women, black and brown people, migrants and refugees, religious minorities, the poor and the disabled, to name a few.


Human beings, and the endless lines of code we live by, are co-dependent. Our blindness to how AI systems work means we can’t properly comprehend when they go wrong or inflict harm – particularly on vulnerable people. And conversely, without knowledge of our nature, ethical preferences, history and humanity, AI systems cannot truly help us all.


*


The power of machine-learning models is that they make statistical connections that are often invisible to humans. Their decisions and methods are not determined by the people who build them, which is why they are described as black boxes. This makes them supposedly far more objective than their human counterparts, but their reasoning can be opaque and non-intuitive – even to their creators.


For instance, researchers developing Covid-19 diagnostic algorithms used a corpus of pneumonia chest X-rays as a control group, which happened to belong to children aged one to five. This resulted in their models erroneously learning to distinguish children from adults, rather than Covid from pneumonia patients.8 These systems are mysterious entities with unknowable cognitive patterns.


Aside from being technically opaque, people whose lives are impacted by automated systems are rarely aware of it. The way in which algorithms have been introduced into society has caused an erosion of our individual feelings of autonomy, but also a diminishing of the power and agency of those we trust as experts – transfiguring our society.


If individuals are aware of an algorithm making decisions that affect them, they are usually locked out of the system’s workings, by institutions and companies. We’re all stuck in an endless loop of ‘computer says no’.


Losing our sense of autonomy and control means it is harder to take responsibility for our own actions. It becomes harder to legally assign blame or judgement to individuals or corporations, who can place responsibility on AI software. After all, a machine can’t yet be put on trial.


In the 1980s, Stanford psychologist Albert Bandura described agency – that feeling of control over our actions and their consequences – as intrinsic to human nature and, ultimately, to our evolution as a species. Humans, he said, were contributors to their life circumstances and society, not just a product of them.9


Bandura outlined how people exercised their influence in three distinct ways: as individuals, through proxies and as a collective. Proxy agents are generally people with expertise or resources – like doctors, law enforcement officers or elected representatives – that we choose to speak for us, and collectives pool their knowledge and power to shape a better future for everyone.


Philosophers believe that ultimately a person’s freedom is threaded inextricably with the quality of their agency – their ability to perceive their actions and desires as their own, and to feel able to create change. In small and large ways, AI systems are impinging on this, creating a feeling of individual disempowerment – even a sense of loss of our free will.


This is our predicament as a society: the ways in which AI, and other statistical algorithms, are governed over the coming years will profoundly impact us all. Yet we lack the tools to interrogate that change. We don’t fully comprehend their impacts. We cannot decide what morals we want to encode in these systems. We disagree on the controls we may want to impose on AI software. We are collectively relinquishing our moral authority to machines.


But while people are feeling robbed of their individual ability to direct their own actions and attention, AI systems have led, unexpectedly, to a strengthening of collective agency. Ironically, the intrinsic qualities of automated systems – their opaqueness, inflexibility, constantly changing and unregulated nature – are galvanising people to band together and fight back, to reclaim their humanity.


By reflecting on the march of AI, we can start to address the imbalances in power, and move toward redress. My hope is that the experiences of the people in this book will rouse us from our fears, to take back our agency and self-respect. My chosen subjects, on the surface, had nothing in common: a doctor in rural India, a food delivery worker in Pittsburgh, an African American engineer, an Iraqi refugee in Sofia, a British poet, an Argentinian bureaucrat, a single mother in Amsterdam, a Chinese activist in exile and a priest in Rome. But as I tugged on those individual threads, they formed a coherent design. And you are in the centre of it.










CHAPTER 1


Your Livelihood


Going Places


On a September morning, the kind of equatorial summer day where the air is thick with the threat of rain and your clothes stick to your skin by nine o’clock, Ian Koli is waiting for me outside Connie’s Coffee Corner, a busy cafe in the Kibera neighbourhood of Nairobi, Kenya. As I introduce myself, we are joined by Ian’s friend and former co-worker Benjamin Ngito, who is loping towards us with an arm outstretched in greeting.


Ian and Benja know each other from their time working together at Sama, a US non-profit that outsources digital work to East Africa. Benja, who wears a two-day-old beard and a faded Superdry T-shirt, tells me he started his journey with Sama right here where we are standing, by Connie’s. Back in 2008, Sama’s local recruitment team promised him a fee if he could sign up twenty young locals for IT training at an internet cafe next to Connie’s. He only managed to find nineteen volunteers. ‘So I signed up. I had no choice,’ he said. ‘I needed that cash.’ He ended up working at the company for five years.


Ten years later, when Ian heard about a potential job, he thought it might involve admin or cleaning, and was surprised when his friend said it was artificial intelligence. ‘I had no idea what AI meant,’ he says. He’d never had an office job, let alone one in technology, having spent his teenage years working a series of informal jobs – cleaner, bricklayer, grassroots political organizer. When he couldn’t find work, he took small change from local politicians to instigate neighbourhood ‘chaos’ around election time, things like barricading roads, burning tyres or throwing stones at police. ‘In the ghetto here, it’s hand-to-mouth, you get paid cash and put it in food,’ he says.


Ian knew, from talking to Benja, and other friends, that working for Sama had changed their lives. Maybe, he thought, it could change his too and he would be able to move out of the place he was sharing with six other young men, and perhaps even save for the future. So he signed up to work for Sama and has worked there ever since.


When we’d met virtually during the coronavirus lockdown two years ago to talk about Sama and his work, Ian had been a skinny kid with a shy smile and a scraggly moustache. Today, he is walking us to his new home which he shares with his wife and four-month-old baby in the heart of Kibera. ‘Things are different,’ he says.


The neighbourhood of Kibera in central Nairobi is an informal settlement, or a slum, one of the largest in Africa that houses some of the country’s poorest families. This undercity of a million people is constantly moving, a flowing stream of camaraderie, haggling and humanity. We bob along like paper boats on its currents. Ruts and ditches are paths to be used, not dodged. On these narrow paths, pedestrians must defer to boda-bodas, or motorcycle taxis, imperiously honking vans, and kids kicking footballs. Butcheries and barbershops vie for space with women’s hair salons and chicken shops. They all advertise M-PESA services, the African digital wallet that is ubiquitous here. A pungent scent of slick garbage, heat and humans sits heavily in the still air.


Kibera is a complex, amorphous organism with its own villages, tribes and social classes. There’s an unspoken hierarchy here. Up the hill from where we are, in Laini Saba, crime is rife and houses are made of mud or canvas sheets, six or seven people to a single dwelling. But down here in the mini-village of Gatwikira, you can have your own shack that you share with maybe one or two others, made of sheet iron or eventually brick walls, and you can walk the streets in daylight without fear.


Kiberans live to survive, Ian tells me, fighting over the meagre amounts of water, electricity and jobs they are forced to share. But what unites them is a fierce loyalty to their neighbours and a collective mistrust of the state. Disputes are settled by local leaders, known as elders. They call the politician who’s been in charge here for twenty years ‘Baba’, Father.


I’ve never been to Nairobi before, but I grew up in Mumbai. And somehow this place – its entrepreneurialism, its everyday sorrows and big-hearted joys – reminds me of the home I’ve left behind.


As we arrive at Ian’s place, he jerks his thumb upwards at some wooden stairs. ‘First floor,’ he smiles. The elevation, a rarity in these parts, is a matter of pride. We ascend and duck through a narrow makeshift tunnel flanked by shacks, a boulevard of broken roofs. It smells of fresh soap. The residents outside, all women, are focused on the task of hanging up piles of dripping, clean washing. Some have infants tied to their backs. They nod in greeting.


Ian leads me to the last home on the left. A single naked bulb lights the neat space. Kibera’s soundtrack of hip-hop is muffled and faraway in here. A whirring desk fan roars in the sudden quiet. ‘My home,’ Ian says. ‘Karibu sana.’ You’re very welcome.


Every square inch of Ian’s home is perfectly utilized. The room comfortably fits a couch, two chairs, an upturned wooden crate that acts as a desk, and a large bed in the corner, curtained in patterned paisley for privacy. Along one wall, a dozen pairs of Ian’s trainers are displayed in pigeon-hole shelving, with baseball caps hung neatly underneath. At the foot of the bed, hidden from view, is a stove where the family cooks their meals.


The laptop sits on an elevated shelf next to the large TV, a deity of sorts. Netflix is loaded up, mutely cycling through ads for a series of Hollywood and Bollywood films and series. In late 2020, Sama teamed up with local telecoms providers to lay fibre broadband in large swathes of Kibera and elsewhere in the city to allow its agents to work from their homes during the pandemic. Ian was one of the workers whose homes went online, so he suddenly became popular amongst his neighbours.


‘This is my mobile office,’ he says. ‘I wake up here, work through the day, finish up, then I have time to go to school. I want to learn to code.’ Last year, Ian won a scholarship from Sama to attend college, where he is now studying for a bachelor’s degree in IT.


Ian’s job at Sama is to perform data annotation: he helps to train artificial intelligence software made by global corporations, by creating detailed labels for the datasets used to train them.


Ian works primarily on image-tagging for driverless cars. The computers inside these cars, developed by the likes of Volkswagen, BMW, Tesla, Google, Uber and others, need to know how to read a road – street signs, pedestrians, trees, road markings and traffic lights – so they can control the car’s driving functions. Ian usually receives driver’s-view clips of cars driving down anonymous roads, a bit like a hazard perception test for learners. The accompanying instructions ask him to tag every single object he can see by drawing bounding boxes around them; he draws little rectangles around all visible objects in the footage – vehicles, people, animals, trees, street lights, zebra crossings, bins, houses, even the sky and clouds.


The tasks remind me of the endless hours of ‘I Spy’ I play with my toddlers while on the move, with their little voices calling out triumphantly, ‘fence’, ‘gate’, ‘girl’, ‘puppy’, ‘truck’, as we drive or walk or ride. An hour of video might take Ian eight solid hours to annotate with labels.


While the work can seem repetitive, mindless even, Ian doesn’t mind it. ‘I found it interesting because I learned a lot about traffic rules and signs,’ he told me, knowledge he tucked away for the day he could drive a car. He’d also labelled the inside of homes, and various joints of the human skeleton. He didn’t need to know the names of the joints, he explained – just to mark them visually on an image.


As a kid, Ian loved playing with wires and electronics and had dreamt of being an electrical engineer. When he left high school, he’d had to support his mother and sisters and hadn’t had the money to go to college. ‘Now I wanna be a developer. When I joined Sama, I was imagining that these things that we are doing here, it is a stepping stone to Tesla, the company, or the Tesla technology itself.’


The mention of Tesla tickles Benja. ‘I saw that guy, Elon Musk, on TV. I said hey, that guy, I’m building his car!’


Ian wants to eventually start his own business, a dream of many Nairobi locals I meet both within and outside Kibera. ‘You know, causing chaos on the streets, that was the order of the day,’ he says. ‘You pick it up from your brothers and sisters. But after you have something that keeps you busy, your mindset changes, you cease to think like an ordinary ghetto boy, like an ordinary Kiberan, you think outside the box.’


Benja, too, was a rabble-rouser for hire, paid by local politicians to throw stones at the police. Now, he has just started his own walking tour company. But he also runs a chicken shop, leads a youth political activist organization and is opening a bar. He’s dabbled in selling water and electricity, lucrative businesses controlled by powerful cartels in Kibera. In his spare time, he’s a youth leader in Lindi, one of Kibera’s villages, where he helps prepare kids for formal office-based jobs. ‘I have been able to instil the Sama spirit and the culture into people that I meet in my area. And it goes on and on.’


Ian says he’s brought friends into formal employment too. ‘One guy, my school friend, was into pickpocketing, each and every day he was involved in these crimes,’ he says. ‘When he got the link from me, he joined Sama, he reformed drastically. If I tell you this was the guy, you won’t imagine it, you’ll say I’m lying.’


The mention of crime chastens Benja. He looks at Ian. ‘I wanna move out of Kibera by next year. And I want you to move too.’


‘It is in my plan, in three years coming, I should be out of Kibera,’ Ian says.


‘But then you have to speed it up.’ Benja cautions him. ‘You have a responsibility to leave. I always told you, hey, you don’t even need to be a team leader at Sama. You can be anything you want in this world. Man, I know you’re going places.’


*


As you drive down Mombasa Road, you trace the curves of Nairobi National Park, a wild oasis which makes Nairobi one of the only urban centres where you can spot giraffes alongside tall buildings while speeding down the expressway. Sama’s primary facility is on this road, four floors of a building in a large commercial business park, housing more than 2,800 people. Outside, a towering sign announces Sama, with its tagline ‘The Soul of AI’.


This building is all polished concrete floors and walls accented with corrugated iron. It is furnished in reclaimed wood and tin, with colourful hanging works of local art and potted plants. I’m told it’s supposed to be reminiscent of the workers’ homes in the informal settlements they come from. The designer, who consulted with early employees, wanted to use these familiar materials so that employees would think of the space as beautiful, and also as theirs.


Sama’s building is aesthetic, but it is ultimately an office. Banks of agents, the name Sama gives to its workers, sit at computers, clicking and tracing shapes around images of all kinds. Room after room is filled with twenty-somethings, young women and men, clicking, drawing, tapping. It requires precision and focus, but is repetitive, a game of shape-sorting, word-labelling and button-clicking. For human beings, these tasks are largely easy, obvious even, although for AI systems they are novel and complex. The agents confer sometimes, but mostly focus on their own screens, a few seconds per image and onto the next. Hip-hop streams out of one corner. The mouse-clicks drum along with the beats. A team of agents is tagging cars driving on streets in China and Japan; others are tagging close-ups of maize plants, satellite imagery of European towns, logging trucks lifting wood, and women’s clothing. Click, draw, tap.


An average work shift here starts around seven o’clock in the morning, lasting eight hours. Workers join Sama mostly from informal jobs like domestic cleaning, or selling chapatis on the street. Because of how the AI supply chain is broken down into bite-sized chunks, many of these workers have little, if any, visibility of the shape or commercial value of the final product they are helping to build. But they do know they are helping train software for some of the most advanced technological applications in navigation, social media, e-commerce and augmented reality.


For OpenAI, the creator of ChatGPT, Sama’s workers were hired to categorize and label tens of thousands of toxic and graphic text snippets – including descriptions of child sexual abuse, murder, suicide and incest. Their work helped ChatGPT to recognize, block and filter questions of this nature.


The agents work in teams of around twenty, annotating data almost continuously through the day, bar two scheduled breaks for food and drink. Outside of these, they are allowed toilet breaks but are otherwise expected to be at their desks. Team leaders are more mobile, milling about between rows, and looking over shoulders. At the end of each line, quality-control analysts spot-check the agents’ annotation work.


When it’s time for their scheduled lunch break, the agents troop noisily downstairs to the cafeteria hall, past signs saying ‘Silence please!’ and join a snaking line for their food. Today, there’s beef stew, with coriander rice, shredded cabbage in soy sauce, and mukimo, a Kenyan dish of mashed potato studded with greens. Slices of watermelon sweat in paper bowls. Everyone eats together.


I sit down to eat at a long table filled with chattering employees, including agents, team leaders and operations managers. Liliosa, a manager in her late thirties who assesses the company’s impact on its agents’ lives, is chatting about colonialism, the British royal family and Kenyan elections. She’s writing a hip-hop musical about a Kenyan freedom fighter who rebelled against the British. ‘Politics is our culture. And it’s tribal, each tribe wants their own to lead,’ she tells me. ‘But the youth don’t care anymore, they just want internet and jobs and money.’


After lunch, the cafeteria empties out rapidly, and I head back to the labelling floor. A young man is tapping through dozens of images of buildings around the world, Chinese pagodas and French apartments, marking whether they are historical or modern. For each image, he has to also click a series of boxes to describe the picture: moody, saturated, sharp or sepia. Click, click, click. He’s currently hovering over an image of an ancient Japanese Buddhist temple in Tokyo, standing behind a telegraph tower. It’s both, he decides, clicking on the option, a blend of history and modernity.


Each tap and click, I later discover, helps train algorithms that classify images for Material Bank, a platform for searching and ordering samples of architectural and design materials. The goal is to create an objective tool to pull out the most relevant information. It means when you search for a specific construction material or architectural style, the algorithm can serve you the perfect selection of examples you’ll need.


How does he know if he’s done it right? ‘Sometimes, it’s not clear,’ he tells me. ‘Then you just have to go with how you feel.’


The Ghost in the Machine


The pursuit of building intelligent, superhuman machines is nothing new. One Jewish folktale from the early 1900s describes the creation of a golem, an inanimate humanoid, imbued with life by Rabbi Loew in Prague, to protect the local Jews from anti-Semitic attacks.


The story’s consequences are predictable: the golem runs amok and is ultimately undone by its creator. This tale is resonant of Mary Shelley’s Frankenstein, the modern-day tale that helped birth the science-fiction genre, and of the AI discourse in recent news cycles, which is growing ever more preoccupied with the dangers of rogue AI.


Today, real-world AI is less autonomous and more an assistive technology. Since about 2009, a boom in technical advancements has been fuelled by the voluminous data generated from our intensive use of connected devices and the internet, as well as the growing power of silicon chips. In particular, this has led to the rise of a subtype of AI known as machine learning, and its descendent deep learning, methods of teaching computer software to spot statistical correlations in enormous pools of data – be they words, images, code or numbers.


One way to spot patterns is to show AI models millions of labelled examples. This method requires humans to painstakingly label all this data so they can be analysed by computers. Without them, the algorithms that underpin self-driving cars or facial recognition remain blind. They cannot learn patterns.


The algorithms built in this way now augment or stand in for human judgement in areas as varied as medicine, criminal justice, social welfare and mortgage and loan decisions. Generative AI, the latest iteration of AI software, can create words, code and images. This has transformed them into creative assistants, helping teachers, financial advisers, lawyers, artists and programmers to co-create original works.


To build AI, Silicon Valley’s most illustrious companies are fighting over the limited talent of computer scientists in their backyard, paying hundreds of thousands of dollars to a newly minted Ph.D. But to train and deploy them using real-world data, these same companies have turned to the likes of Sama, and their veritable armies of low-wage workers with basic digital literacy, but no stable employment.


Sama isn’t the only service of its kind globally. Start-ups such as Scale AI, Appen, Hive Micro, iMerit and Mighty AI (now owned by Uber), and more traditional IT companies such as Accenture and Wipro are all part of this growing industry estimated to be worth $17bn by 2030.1


Because of the sheer volume of data that AI companies need to be labelled, most start-ups outsource their services to lower-income countries where hundreds of workers like Ian and Benja are paid to sift and interpret data that trains AI systems.


Displaced Syrian doctors train medical software that helps diagnose prostate cancer in Britain. Out-of-work college graduates in recession-hit Venezuela categorize fashion products for e-commerce sites.2 Impoverished women in Kolkata’s Metiabruz, a poor Muslim neighbourhood, have labelled voice clips for Amazon’s Echo speaker.3 Their work couches a badly kept secret about so-called artificial intelligence systems – that the technology does not ‘learn’ independently, and it needs humans, millions of them, to power it. Data workers are the invaluable human links in the global AI supply chain.


This workforce is largely fragmented, and made up of the most precarious workers in society: disadvantaged youth, women with dependents, minorities, migrants and refugees. The stated goal of AI companies and the outsourcers they work with is to include these communities in the digital revolution, giving them stable and ethical employment despite their precarity. Yet, as I came to discover, data workers are as precarious as factory workers, their labour is largely ghost work and they remain an undervalued bedrock of the AI industry.4


As this community emerges from the shadows, journalists and academics are beginning to understand how these globally dispersed workers impact our daily lives: the wildly popular content generated by AI chatbots like ChatGPT, the content we scroll through on TikTok, Instagram and YouTube, the items we browse when shopping online, the vehicles we drive, even the food we eat, it’s all sorted, labelled and categorized with the help of data workers.


Milagros Miceli, an Argentinian researcher based in Berlin, studies the ethnography of data work in the developing world. When she started out, she couldn’t find anything about the lived experience of AI labourers, nothing about who these people actually were and what their work was like. ‘As a sociologist, I felt it was a big gap,’ she says. ‘There are few who are putting a face to those people: who are they and how do they do their jobs, what do their work practices involve? And what are the labour conditions that they are subject to?’


Miceli was right – it was hard to find a company that would allow me access to its data labourers with minimal interference. Secrecy is often written into their contracts in the form of non-disclosure agreements that forbid direct contact with clients and public disclosure of clients’ names. This is usually imposed by clients rather than the outsourcing companies. For instance, Facebook-owner Meta, who is a client of Sama, asks workers to sign a non-disclosure agreement. Often, workers may not even know who their client is, what type of algorithmic system they are working on, or what their counterparts in other parts of the world are paid for the same job.


The arrangements of a company like Sama – low wages, secrecy, extraction of labour from vulnerable communities – is veered towards inequality. After all, this is ultimately affordable labour. Providing employment to minorities and slum youth may be empowering and uplifting to a point, but these workers are also comparatively inexpensive, with almost no relative bargaining power, leverage or resources to rebel.


Even the objective of data-labelling work felt extractive: it trains AI systems, which will eventually replace the very humans doing the training. But of the dozens of workers I spoke to over the course of two years, not one was aware of the implications of training their replacements, that they were being paid to hasten their own obsolescence.


‘These people are so dependent on these jobs, that they become obedient to whatever the client says. They are prepared not to think about whether what they’re doing makes sense, or is ethically questionable, but trained to think simply of what the client may want,’ Miceli told me. AI development is a booming business, and companies in the data-labelling industry are competing to be as inexpensive as possible, providing labour to massive corporations and flush start-ups for a few pennies per task.


‘It needs to be said – the technology industry is growing and benefiting from this cheap labour.’


Work Not Aid


I decided to put these concerns to Leila Janah, a woman who spent her career nurturing the data-labelling industry from its infancy. In 2018, Leila founded Sama as a non-profit whose goal was to give digital work to vulnerable people. ‘The great false hope of Silicon Valley is automation. But we’re only pretending – it’s actually humans behind it,’ she told me back in 2019. She had recently been diagnosed with a rare form of cancer known as an epithelioid sarcoma, and she was putting all her entrepreneurial skills to work to fight it off.


Leila grew up in suburban Los Angeles, the daughter of Indian immigrants. The summer before her seventeenth birthday, she received a scholarship to teach English in Ghana, and she fell in love with the country, sparking a lifelong passion for the African continent. In 2019 she converted Sama into a for-profit social enterprise, or a B-corp, for which she raised nearly $15m of private funding, including from Meta, formerly known as Facebook. The relationship would later prove to be a complicated one.


Most of Sama’s employees – roughly 3,000 of them – are youths from Kenya. It also operates in Uganda and India, where its workers are more educated, but equally impoverished, part of a global precariat. The company serves a who’s who of corporate America – from Google, Facebook, Apple and Tesla, to Walmart, Nvidia, Ford and Microsoft. Benja, Ian and their colleagues have worked on Tesla’s self-driving cars, Walmart’s online product search, Apple’s Face ID and Instagram’s content filters. They even helped train AI chatbot ChatGPT, launched by OpenAI just over a year ago.


In 2022, the company said it had lifted more than 50,000 people in East Africa out of poverty through digital work – this number includes dependents of their employees and those they trained but didn’t employ.5 It has an office in Uganda’s capital Kampala, but its second office in the country is in Gulu, a small town in the north of the country, ravaged for decades by the Lord’s Resistance Army – a violent guerrilla group that recruited child soldiers. Sama is the town’s largest employer of under-twenty-fives.


When she started her company in San Francisco in 2008, investors were critical of Leila’s plans to outsource jobs cheaply in a recession-hit America. But Leila claimed her goal was not just to provide affordable services to clients – she wanted to make the population of ambitious, hungry youth in East Africa digitally literate and economically self-sufficient.


‘We have a labour model that employs people as full-time workers with benefits, paid at a living wage,’ said Janah, ‘which I found equates to a monthly take-home wage of about $300, plus medical insurance. On average, we almost quadruple our workers’ incomes when we hire them. We work with a population usually coming from informal settlements, rural villages, so the chance to have a job that pays well, gives you computer skills and exposes you to AI, it means people treat this very seriously.’


Sama says it also funds four scholarships every year for workers who want to continue their studies, and provides some seed funding for those who want to set up their own businesses.6 The motto Janah constantly espoused was ‘give work, not aid’. In Sama’s Nairobi offices, employees wear ‘Give Work’ hoodies and T-shirts and everyone is encouraged to have a ‘side hustle’, a business idea that could, in turn, create new jobs. In a makeshift factory built in the middle of a field of rubble, a dozen women and girls sew footballs by hand – a business funded with a Sama grant. Employees have launched herbal beauty products, opened M-PESA or digital wallet shops, raised chickens for slaughter and founded girls’ football clubs in the settlements they come from.


In early 2020, just before the coronavirus pandemic swept in, Leila died of epithelioid sarcoma, aged thirty-six. Her mission and the visible passion for the community of East African youth she had built up made me curious. Was Leila’s idealized view of things close to reality? Did Sama workers like Ian and Benja feel truly empowered by the work? Were they able to demand change? The answers lay in Nairobi.


Flashy Cars and Tuk-Tuks


A few minutes from its data-labelling facility, Sama had a second building on Mombasa Road until 2023 – a squat, unassuming concrete block, purely devoted to its client Meta. The social media giant had contracted Sama to employ a few hundred content moderators to tag, categorize and remove illicit and distressing content from its platforms Facebook and Instagram, and simultaneously train the company’s AI systems to do the same. Although I was given a whistle-stop tour of this space, I was not allowed onto the actual working floor due to Meta-mandated non-disclosure agreements that covered the toxic content these employees have to handle.


On the other side of the doors that I was not permitted to enter, young men and women watched bodies dismembered from drone attacks, child pornography, bestiality, necrophilia and suicides, filtering them out so that we don’t have to. I later discovered that many of them had nightmares for months and years, some were on antidepressants, others had drifted away from their families, unable to bear being near their own children any longer.


A few months after my visit, a group of nearly 200 petitioners sued both Sama and its client Meta for alleged human rights violations and wrongful termination of their contracts.7


The case is one of the largest of its kind anywhere in the world, and one of three being pursued against Meta in Kenya. Together, they have potentially global implications for the employment conditions of a hidden army of tens of thousands of workers employed to perform outsourced digital work for large technology companies.


The content-moderation work was distinct from the labelling tasks that Ian, Benja and their colleagues had been doing. Sama’s chief executive, Wendy Gonzalez, told me she believed content moderation was ‘important work’, but ‘quite, quite challenging’, adding that that type of work had only ever been 2 per cent of Sama’s business.8 Sama was, at its heart, a data-labelling outfit, she said. In early 2023, as it faced multiple lawsuits, Sama exited the content-moderation business and this entire office was shut down.


The closure of the Meta content hub was sparked by Daniel Motaung, a twenty-seven-year-old employee of Sama who had worked in this very building. In early 2022, Daniel sued the company, as well as Meta, for wrongful dismissal and exploitation. The South African migrant’s job was to manually screen Facebook content from across Sub-Saharan Africa, violence and hateful acts that scarred him for years to come.


When he arrived in Kenya from his hometown in the countryside outside Johannesburg, Daniel was optimistic about the new job. He thought it had something to do with marketing content, based on the vague job description. He’d been hired for his Zulu skills. But after working at Sama for a year, he was broken. For work that dealt with imagery of human sacrifice, beheadings, hate speech and child abuse, Daniel and his colleagues at Sama were reportedly paid about $2.20 (£1.80) per hour.9 ‘Public companies going to poor countries, or employing poor people anywhere, under the guise of upliftment and economic empowerment, can still be exploitation,’ he said, in a phone conversation from his home. ‘These companies are only interested in profit and not in the lives of the people whom they destroy.’


Although his job was to make judgements on graphic or illegal material, rather than label data like Ian and Benja, his work was also used to train algorithms – every decision he made was teaching Facebook’s content-moderation AI systems how to distinguish between good and bad content on the platform.


According to Daniel, Facebook had designed its moderation system to time workers per task. All workers and their supervisors at Sama had quotas per day, and were not allowed breaks, except the timed lunch break and bathroom time. Employees would make up excuses to use the toilets just to stretch their legs. Meta and Sama have strenuously denied these claims, and they are currently being challenged by Daniel in Kenyan courts. He is suing them for being fired, allegedly for trying to unionize. Sama says it pays workers on par with teachers and nurses in Kenya, and that it supports unionization.


‘When you are poor and hungry,’ Daniel told me, ‘you basically don’t have a choice, and you don’t have a voice if you are exploited. The only thing they did was to give people something to eat. That’s it.’


The woman representing Daniel in court is Kenyan lawyer Mercy Mutemi, who is also representing the petitioners suing Meta and Sama for alleged workplace violations. Giving people work is not charity, she tells me. It’s not enough to simply pay people. You may be lifting them out of poverty, while still disenfranchising them and treating them as ‘pawns with no agency’.


‘AI jobs, they are flashy cars, and everyone wants them,’ she says. ‘Replace that car with a tuk-tuk, because at the end of the day, a job is a job,’ she tells me, over Nigerian beef stew, fried plantains and strong coffee. ‘I see a lot of people willing to close their eyes to a lot of human rights violations and to demeaning people, because they’re getting a skill in “AI”.’


Mercy has an uncanny ability to peel away extraneous layers and grasp the heart of a matter. In her view, Sama’s clients – Meta in particular – are simply going down the path of standard outsourcers. The data-labour industry is reproducing the same yawning chasms, the same inequalities that we have seen play out in traditional outsourcing businesses like fashion and IT. Yet, people see this work as unique, because of what she calls the ‘illusion of AI’.


In particular, she points out, algorithm-training work, like teaching software to filter extreme social media content, was nothing new when you looked at the evolution of global capitalism. It was simply the next step along from Bangladeshi clothing factories, or flower farms in the Kenyan town of Naivasha, or even the cotton-picking estates in the United States. It’s just that the consequences of AI on people’s lives were being obscured by its shiny newness.


‘It’s the story of Gucci,’ she says. ‘And it’s the story of Louis Vuitton. The factory worker just thinks, all I’m making is a shoe. They don’t know their shoe is being sold for $3,000 in some store. This is the exact same thing.’


AI looks like a purely high-tech endeavour on the front-end, but she challenges the assertion that technical talent is sufficient for its development. If you look at the pipeline of AI development, ‘you find factories, with people who 90 per cent of the time have no idea that the job they’re doing has something to do with AI,’ she tells me. ‘You know why? Because AI is so disjointed. People can’t see what they are building. And as long as you keep it disjointed like that, then these workers don’t have a leg to stand on to advocate for themselves.’


The only way to fix the pay structure and to know whether data workers are being fairly remunerated at a global scale is to start to view them as part of the process, as part of the AI industry, she says. To benchmark their pay against workers doing similar jobs inside Western companies. To allow them to profit fairly from the sale of the final product. ‘All revolutions are built on the backs of slaves. So if AI is the next industrial revolution, then those who are working in AI training and moderation, they are the slaves for this revolution.’


Hiba


In search of more perspectives from workers, I discovered a small Bulgarian start-up that also offered AI data-labelling services to multinationals, known as Humans in the Loop. Its workers were primarily refugees and migrants from the Middle East who had been displaced by political conflict and war.


Hiba Hatem Daoud lives in the thirteenth-floor tenement of a Brutalist apartment block in Sofia, which she shares with her three teenage children and husband Ghazwan. She’s waiting for me downstairs, to welcome me to her home. Ghazwan, almost two decades older than Hiba, speaks a smattering of English and smiles a lot. He used to be an English teacher back in their hometown of Fallujah in Iraq, but he has forgotten it all since they left, he tells me apologetically in broken Bulgarian.


Laid out on their coffee table is a small feast that Hiba has spent the morning preparing: plates piled with flaky pistachio-filled baklava and neat rows of homemade kaak, a type of Middle Eastern pastry smothered in sesame seeds. To wash it down, there is black chai, with a generous spoon of full-cream Iraqi milk powder, to be drunk in colourful Turkish tumblers. A television blares an Arabic soap opera that no one is paying attention to. ‘Sit down,’ Hiba says. ‘Make yourself at home.’


Hiba’s day usually starts out this way, cooking for the family – ‘Arabs eat a lot!’ she says – getting her three kids prepped for the day, and doing household chores, until she receives a notification from work on her phone, as she does now. ‘Yes’, she taps, clicking through to a special website where the task awaits. The accompanying instructions are in English, as they usually are, which Hiba often uses Google to translate. Like always, the client has sent through some images of simple objects that she has to label. It takes her a few minutes to do and she shuts it down, satisfied.


Sitting in this very room, she has labelled satellite images of fields and oceans and towns, annotated road scenes, tagging pedestrians, traffic lights, zebra crossings and pavements; she’s marked up the insides of homes and buildings, drawing polygons around rooms, kitchen, living room, bathroom, labelling each one by its name. She’s never quite figured out why the clients need these seemingly simple things done, like captioning a toddler’s picture book, but she is loath to question it. The work is straightforward and flexible – and it sustains her family.


Hiba labels datasets to train AI software, like Ian and his friends in Nairobi. Like them, she is far removed from the final products being developed for billions of dollars by companies in the US and Western Europe, unable even to speak the language that clients send her tasks in. I ask if Hiba has views on artificial intelligence, or the impact of what she’s helping to build. ‘No, no, no,’ she says, laughing at the idea. She just wants steady work, and beyond that, she isn’t particularly interested in what it’s for.


She has a vague notion that this all has something to do with ‘almawarid albasharia’, an Arabic term. Pulling out her trusty Google Translate app, she tells me this means ‘human resources’. Yes, she and Ghazwan nod. That’s what they do. They work as human resources.


‘There, There Was War; Here, There Was No Work’


Hiba came to Bulgaria about a decade ago, after fleeing her home in Fallujah, a city in central Iraq, with her family. Ghazwan had been a well-paid schoolteacher, while Hiba raised the children in a spacious two-floor villa with a small yard. ‘Look,’ Hiba says, pulling out her phone. This was the kitchen, the guest room, the prayer room. ‘So much space.’ Their extended families had moved into their home when they left, but the house had been bombed several times since then. They had pictures of that too. Pockmarked walls and cratered ceilings.


Fallujah had always been a locus of resistance against the US-led forces that invaded Iraq in 2003. Over the next decade, it was torn apart by resistance fighters and local militia battling a parade of extremist and terrorist insurgents, who eventually took control of the city in 2014. ‘Our life died,’ Hiba tells me. ‘We took what we could on our backs and left.’ Their journey began on a bus to Turkey, and continued on foot for several hours, their children in their arms, until they finally crossed into Bulgaria on a warm morning in 2015.


Their first home in the new country was in Ovcha Kupel, a refugee camp on the fringes of Sofia. The Daouds spent eleven months there before being allowed to officially enter Europe, sharing a room in the low concrete block housing hundreds like them, drying their clothes like all their neighbours on hanging lines around the camp. Months after fruitlessly searching for employment in the city, Ghazwan entered into early retirement, and Hiba had to become the family’s primary breadwinner for the first time in her life. ‘There, there was war. But here, there was no work,’ Hiba tells me. She began looking desperately for a job.


After two years of doing odd jobs, Hiba was referred by the Red Cross to an English language and IT course run by Humans in the Loop. The start-up’s office was a converted two-room apartment in central Sofia, sparsely furnished with a few desks, and enlivened by hanging plants and printed photos of former students. Here, Hiba met others like herself, refugees from Iraq, Iran and Syria, who had ended up in Bulgaria, all trying to find jobs and learn English in these new strange surroundings. It was the first time Hiba had ever used a computer independently, or spent time in an office.


In this office, I met with Iva Gumnishka, the founder of Humans in the Loop. In 2017, she moved back home to Sofia as a twenty-one-year-old, freshly graduated from Columbia University in New York. At the time, Europe was in the throes of a refugee crisis and it was while volunteering at Ovcha Kupel that Iva realized that the best way to help the migrant and refugee families was to train them for digital work that they could do flexibly.


Iva set up Humans in the Loop as a dual entity – a foundation and for-profit company – much like what Leila Janah had done with Sama. The foundation would provide English language and IT classes to displaced families while the company would then employ them as freelance AI data workers. The workers at Iva’s start-up are all displaced migrants, but the clients it serves are sophisticated Western technology companies, who usually choose data annotation services on the basis of most favourable costs. ‘It’s a race to the bottom,’ she tells me, referring to the pressure to provide data annotation services as cheaply as possible. ‘So it’s a struggle to explain why our impact is an important part of the business.’


Since HITL’s inception, Iva has built out an expanded network of partner organizations around the world to help match clients who need their algorithm data-labelled, with migrants, refugees and victims of war in need of work. Her company takes on annotators from unlikely hubs ranging from Kabul, Kyiv, and Damascus to Aleppo and Beirut, many of whom perform these jobs in the midst of live war zones. The workers she recruits in Sofia are mostly refugees and displaced people from the Middle East, all fleeing war. Her goal is to provide them steady work and skills they can ultimately put to use elsewhere.


At the end of the twelve-week course, Iva offered Hiba a job. She would require another week of training, but once she had got the hang of the tasks, she could work from home at times that fit her schedule as a working mother. She would be paid per task, and she didn’t need fluent English to do it.


Hiba knew from her job search that most employers in Bulgaria required language skills, and that hers weren’t good enough. They wanted her to work eight-hour days, but she couldn’t leave her home and her children for that long. Ghazwan was supportive, but Hiba still had to cook and keep house and look after the family. This job would allow her to be with her family and to earn a living. It sounded too good to be true.


That was when she was introduced to the term ‘artificial intelligence’. Her job would be to train it. Almawarid albasharia, she had thought.


I’ve Got the Power


Hiba is sitting next to me on her couch, in her black leather jacket with bright lipstick and a matching headscarf, still sipping chai, when she hears the familiar chirp of Slack on her phone. She beckons me over to the corner desk and opens up her laptop. Ghazwan pulls up a chair for me next to her. Iva has joined us, acting as my translator.


For the past three years, Hiba has mainly worked for one client – a Canadian petroleum company designing algorithms that can estimate the purity of a crude oil sample. She loves the work, she tells me, in fact she can’t live without it. It isn’t so much the content, she says, but the fact that it is predictable, repetitive, brings in a monthly income and that the client is nice and easy to communicate with over Slack.


Intermittently throughout the day, the client sends her photos of test tubes filled with oil, and if she is free, she claims the image as hers. The image clicks open, and with a slender pianist’s finger, she traces the meniscus – or surface level – of the petroleum in the test tube, later tagging any visible impurities or sediments in it. If she can’t see it clearly enough in the photo, she toggles to look at the ultraviolet version which can be clearer. These labelled images are then used to teach the client’s algorithms to do what Hiba is doing by eye: evaluate the quality of a sample of oil.


For each image she tags, Hiba is paid the equivalent of sixty cents. Depending on how much work is sent her way, she might get through thirty to fifty of these images in a day, but she makes a minimum of four euros per hour of work.


The structure and flexibility of the job appealed so much that Hiba brought Ghazwan into Humans in the Loop to work evenings, so they could double their income.


Their oldest son Abdullah picked up a few odd projects too. They use a shared laptop, and Hiba trained her family herself, at home. She says she has encouraged her youngest to train on the AI platform so she too can earn some pocket money for her own expenses – make-up, clothes, trips to the cinema. It has turned into a family enterprise, she says, and between them in total they earn anywhere from $600 to $1,200 a month.


They supplement their earnings from a nearby beauty salon that her son Abdullah helps to run. Hiba looks down at my unvarnished nails and invites me to have them done at the salon, for free, while I am in town. Their outgoings are roughly $1,600 a month so they just about make it work with the salon income. Every year, around the time of Eid, Hiba donates part of the income from her job to their local mosque, as a way to acknowledge the blessing and pay it forward.


But no job is perfect. I ask Hiba what she would want to change about this one. Iva wants to leave so she can speak freely, but Hiba asks her to stay. ‘Anything I say, I can say in front of you,’ she says, looking right at her. Hiba and Ghazwan acted as official witnesses when Iva married her husband, a Moroccan Muslim, in an Islamic ceremony. Iva is like family to them, Hiba tells me.


Overall, Hiba says she prefers the flexibility she has now, compared to a 9–5 job with predictable income. However, the question of power asymmetry had come up in recent months. While Hiba had been hired as a daytime worker, the company had previously never prescribed what hours people could work, so often she would clock on after dinner, when the kids were in bed, and label images late into the night when she had more free time.


However, as the start-up grew and took on more workers, the leadership team began to enforce a shift system. As a day-shift worker, Hiba therefore wasn’t allowed to take on tasks at night, which were the responsibility of the newly recruited night-shift data labourers who were paid higher wages. The shift system was implemented by Tess Valbuena, the start-up’s newly hired chief operations officer, to ensure there was enough work to go around.


Some of the workers were unhappy with these new rules, and two of them, including Hiba, contacted the Canadian petroleum company directly to complain. Hiba says she had brought it up with an employee on HITL’s leadership team, but wasn’t satisfied by their response. She hadn’t wanted to bother Iva, and didn’t know that she wasn’t supposed to approach the client. Humans in the Loop claimed all their workers had been warned not to take internal matters to clients. As a result of Hiba’s actions, the leadership team, with Iva’s blessing, made an example out of her, punishing her by suspending her access to the platform for thirty days. I look across at Iva, who looks uncomfortable but acknowledges Hiba’s story with an apologetic shrug.


Iva and her team banned Hiba from working for the whole of December, a busy and expensive time of year for the family. Meanwhile, Hiba still received notifications for new tasks on Slack, and she would watch them coming in, one by one, ping ping ping, unable to claim them. She felt powerless, frustrated and angry. She knew the money was there for the taking, but she wasn’t allowed to touch it. The incident was a symbol of Hiba’s vulnerability, the fragility of data workers like her, and their ultimate powerlessness in an industry driven by the world’s richest and most ambitious companies. For Hiba’s family, the loss of income turned into a big problem and she had to take out a loan from a friend to pay Abdullah’s university fees. ‘I really suffered through it,’ she tells me.


I ask Iva whether she regrets what she did, and the impact it had on Hiba’s family. This is part of the growing pains of a small company, she says, and she struggled with making the decisions to implement shifts and to punish her employees. She admits she hadn’t considered the fact that it was December and concluded afterwards that a one-month ban had probably been too harsh in Hiba’s case. I look to Hiba and Ghazwan for any rankling unease, but Ghazwan is chiding Hiba in Arabic, reminding her that Iva has already apologized to them. Hiba is unrepentant for bringing it up, but she does tell me the incident is water under the bridge. She has moved on.


So what, then, will Hiba do the next time she has a grievance? I ask.


‘I just won’t say anything,’ she says, shrugging. ‘I can’t afford it.’


Ala


The next day, I am back at the Humans in the Loop office, and this time I recognize Hiba in a photo on the wall, her smiling face wrapped in a turquoise headscarf, standing with her graduating class. I am here to observe the workers’ training session. I sit down next to forty-four-year-old worker Ala Shaker Mahmoud. Today’s module includes a section on AI ethics – a new addition to the curriculum. The class is being introduced to concepts such as algorithm bias and transparency around informing end users of the use of AI systems.


Afterwards, as the watery winter sun struggles valiantly to push through a high window, I speak with Ala. Up until 2007, he had been a travelling beekeeper in Mosul, the ancient Assyrian city of northern Iraq, flanked by desert and mountains. In Ala’s apiary of 150 beehives, he nurtured millions of bees who feasted on pale cotton blossoms, purple liquorice, thorns and heather that grew wild in the fields fed by the Dijla, the Tigris river, that flowed near his home. ‘I had a caravan and I would drive around, delivering honey, and sleeping under the stars,’ he said. ‘When I returned from a trip, even if it was three o’clock in the morning, I would take out my little boat and go fishing.’


Ala brushes off his nostalgia impatiently. It was a good life, to be sure, but it had to end, he says. One night he fled Mosul, leaving his parents behind, as bombs rained down on his home. He ended up in Istanbul, where he paid a man to show him the way to the Bulgarian border, a nearly nine-hour overnight journey on foot. When he arrived at dawn, he was sent to Banya, a Bulgarian refugee camp, for just over four months, while he waited for his papers to come through. Eleven years later, he tells me he will never go home.


‘Without peace, no human can live,’ he says. ‘I know I have lost many things in my country – my home, my job, my family, but here in Bulgaria I am safe. Here, I have found peace.’


Ala was one of the first employees at Humans in the Loop. The data labour he has done has been varied and he seems to find the tasks mildly amusing, rather than laborious or repetitive. He has labelled road scenes for self-driving car systems – a few minutes of video used to take him a whole day to label at first, he tells me – and different types of garbage on a conveyor belt for a waste-sorting algorithmic system. This involved drawing polygons around each object and labelling it – plastic, cardboard, paper, glass, metal.


He has worked on projects for car insurers, sugarcane producers and architects, all looking to use machine-learning algorithms to improve and augment their work. The sugarcane project involved tagging individual fibres of raw sugarcane fibre, or bagasse, as healthy or diseased, based on colour. During the Covid-19 pandemic, Ala labelled masks across a series of videos, to indicate who was wearing them correctly and who wasn’t. He didn’t know who the customer was, but ‘that was an easy one’, he said about the task, with a grin.


Ala is more aware of his part in the AI supply chain than Hiba was. Since he started working as a data labourer, Ala has been reading about artificial intelligence, and the role that data-labelling plays in its development. ‘I see this technology as the foundation, the future for all the world,’ he tells me. ‘And . . . we need to be a part of this future.’


I ask if he has plans to move onto other jobs. No, he shakes his head vehemently, he will continue to work for Iva, and for Humans in the Loop, as long as they need him. He lives on his own and makes enough money from the work to get by. Plus he likes the flexibility; it allows him to pursue other hobbies.


Recently, he has returned to bee-rearing, buying a few hives from a farmer in the Vitosha mountains which gird the city of Sofia. He scrolls through his phone, through dozens of photos of bees, in search of something specific to show me. Finally, he holds the screen up to me. He has found what he was looking for, a picture of his queen with her delicate, elongated abdomen. ‘Look,’ he says. ‘She is beautiful.’


I have never seen a queen bee up close before. Will he be able to get honey from these bees soon? He laughs, as if I have made a joke. Then, realising I am serious, he shakes his head. ‘No, the bees here, they are not honeybees,’ he says. ‘They cannot make honey, because there are no trees, no flowers. Here, they can live, but they cannot make anything.’


‘Just Close Enough, But Not Too Much’


Milagros Miceli, the Berlin-based researcher whom I’d been speaking to, had been studying the empowerment of workers and its impact on the products they trained. In 2021, she published a study alongside a collaborator, Julian Posada, analysing 200 different AI data-related tasks, such as image-labelling and facial recognition, performed by Venezuelan and Argentinian freelance workers for a range of Western companies.10 They were curious about how working conditions impacted the quality of the algorithms themselves. Their hypothesis was that curtailing the agency of workers was not purely a human rights issue – it could also hamper the accuracy of the technology they were helping to build.


‘For instance, all the instructions are given in English, even in Latin America where people rarely speak it,’ Miceli told me. Like Hiba, most workers used Google Translate to approximate instructions in Spanish, their mother tongue. They used this method to describe and tag images. ‘You can imagine the impact on a dataset labelled like that,’ Miceli said.


She also found that workers were not empowered to speak up if instructions didn’t make sense in their geographic context, or if they had ideas to improve an annotation task. ‘You need to give them room to think. They are being threatened or removed from the task or banned from the platform if they don’t obey, or dare to question. They have no direct channel to communicate with the task master if there is a problem . . . or [if] something doesn’t make sense for Latinos, for example,’ she said.


She was right – many workers I met were unaware of the industry they were a part of, and rarely had contact with the client whose algorithms they were training. The stark difference was brought home to me when I met a team of four data workers at Arbusta, an Argentinian company, who work primarily with Latin American clients such as e-commerce giant Mercado Libre. These workers, whom I met in their warehouse-turned-office in Buenos Aires on a sunny October afternoon, communicated directly with their client and shared a common language. They were invited to sit in on client meetings. They told me they felt valued and in control, which spurred them to participate actively in shaping Mercado Libre’s AI systems. They experienced the AI supply chain much more personally compared to their peers at Sama or HITL.


But for most of the workers I met, cracks began to appear in the facade of their jobs over time. They all certainly felt a sense of independence and control in being able to choose how they worked, but they simultaneously admitted that freedom came at a financial cost. In Sofia and in Buenos Aires, the labourers I interviewed concurred that their income was not sufficient to support a family or household of more than one person. At least four workers I spoke to said they had to supplement their income through additional jobs or borrow money from family members just to keep up with their regular expenses, month after month.


I asked Iva Gumnishka how she had calculated wages and she told me that indexing payments for a global workforce in very different markets turned out to be one of her most challenging tasks as a young founder. She had started off planning to pay workers in Sofia higher wages than her freelancers in Syria or Afghanistan due to different local standards of living in those markets. But then she read some of the works of Eduardo Galeano, a Uruguayan poet and journalist who argued that wage differentials were at the core of global inequality. His writings chimed with her, and she felt it was unfair that data workers in poorer countries should receive less compensation for doing the same jobs. ‘After all, the goal of digital work is to gain access to higher-paying markets and to be able to earn more money than what you would be able to earn locally,’ she said. So, she pivoted to offering all her global workers the same rate of €4/hour, which is half of what her company charges the client, in an effort to be equitable. ‘We decided that would be the fair thing to do, but what is fairness? It’s all relative,’ she said.


Meanwhile in Nairobi, the wages did go a lot further toward supporting individuals’ basic needs, and also their wider family networks, such as parents and siblings. It helped alleviate daily pressures and provide financial stability. Many Sama data workers I spoke to said they were able to build up savings and pay for their child or siblings’ schooling or their parents’ healthcare. But despite working office jobs for clients as well-resourced as OpenAI, Tesla and Meta, the labourers remained precarious, merely one unlucky relationship or bout of illness away from being homeless again, or from being unable to pay for basic needs. One worker I spoke to, Susan, had earned enough to rent a house and support her child, but her ex-husband paid the school fees. When he suddenly stopped, Susan had to give up her house and move back into her parents’ home, where we met.


Sama’s late founder Leila told the BBC that she did not pay the same wages to her Kenyan employees as their US-based equivalents, because it could distort the local labour market in East Africa. Higher wages in Nairobi ‘would throw everything off’ with a potentially negative impact on the ‘cost of housing, the cost of food in the communities in which our workers thrive.’11


Some sociologists and economists contradict this perspective, adding that a moderate rise in wages can change workers’ lives but is unlikely to significantly distort local economies. ‘The reason these workers in the global South are being paid so little is because of the legacies of violent imperialism that have structured the last two centuries,’ said Callum Cant, a researcher of AI in the workplace at the Oxford Internet Institute. ‘So now we have a duty as citizens of the global North to undo that relationship . . . we need to supersede what we’ve been able to achieve in the twentieth century, in terms of the fair distribution of the fruits of this technology.’
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