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PREFACIO










Este libro es el resultado de una gozosa colaboración entre una lingüista (Emily) y una socióloga (Alex), fruto de nuestro común deseo de desinflar, mediante un análisis basado en nuestros campos académicos y un humor mordaz, el bombo que se le está dando a la IA.


Nos conocimos en 2020, cuando participábamos en debates en línea sobre el impacto de las tecnologías que se venden como «IA». En 2020 y 2021, colaboramos con otros tres académicos, liderados por la inimitable Deb Raji, en la creación de algunos artículos académicos que criticaban las pésimas prácticas de evaluación y procesamiento de datos en este campo.1


Desde entonces, hemos seguido utilizando las redes sociales para desmentir tanto las afirmaciones ridículas de los entusiastas (o boosters) de la tecnología como el mal periodismo que las pregona. Es una tarea que puede ser complicada, ya que pronunciarse en contra de los juguetes favoritos de la gente, de los líderes tecnológicos que apelan a un tipo particular de masculinidad nerd y de las prácticas explotadoras asociadas provoca todo tipo de reacciones negativas. Mucha gente, sobre todo en Silicon Valley y en los departamentos de ingeniería informática, está dispuesta a ser especialmente benevolente con las grandes compañías, aunque las tecnologías que desarrollan no cumplan con las expectativas que generan. Además, este trabajo a menudo implica enfrentarse al racismo, al sexismo y a la supremacía blanca, así como a la violencia que conllevan. Lo que siempre nos animó a seguir adelante fue la gente con la que hablábamos, en su mayoría a través de chats grupales, donde nos reíamos de todo ese bombo y analizábamos y procesábamos todas las respuestas desagradables que recibíamos.


En abril de 2022, en uno de esos chats y junto con nuestras compañeras Timnit Gebru y Margaret «Meg» Mitchell, debatimos sobre cuál era la forma más efectiva de responder, sobre todo cuando ese revuelo da lugar a infinidad de artículos científicos, entrevistas en pódcast y crónicas en la prensa escrita. Meg sugirió algo que encajaría a la perfección con el estilo del programa de televisión Mystery Science Theater3000 (MST3K), en el que los personajes ven películas de ciencia ficción terribles y las hacen amenas con sus continuos comentarios.


Unos meses más tarde, Emily se topó con una entrada de blog demasiado larga para ser desmantelada en un hilo de tuits (era una entrada en Medium de Blaise Agüera y Arcas, de Google, titulada «¿Pueden las máquinas aprender a comportarse?»). Se tardaba en leerla entera unos sesenta minutos, y todos y cada uno de sus párrafos eran una pura exaltación de las capacidades de la IA. La sola idea de escribir un hilo de tuits o una entrada de blog para rebatir cada una de sus afirmaciones resultaba agotadora. Así que Emily preguntó en el chat grupal si alguien estaba dispuesto a tratar el tema como se suele hacer en Mystery Science Theater.


Alex, una gran fan de MST3K, se unió al proyecto, y así, de forma bastante accidental, nació nuestro pódcast: desmontamos en directo la entrada del blog en una retransmisión en la plataforma Twitch, que calculamos que duraría una hora más o menos. Pero no fue suficiente, así que programamos una segunda hora y luego una tercera, una cuarta.... Después de unas cuantas retransmisiones más, hicimos caso a muchas peticiones para que convirtiéramos esa serie en un pódcast e incorporamos a Christie Taylor como productora.


Nuestro programa, Mystery AI Hype Theater 3000, es un espacio en el que buscar la catarsis en esta era del hype por la IA: ¡descubrimos la burbuja que esconde lo peor de la IA y la explotamos con las agujas más afiladas que encontramos! Esas agujas son sólidas porque están hechas de análisis lingüísticos y sociológicos, pero también puntiagudas porque el humor las termina de afilar.


Uno de los lemas de nuestro pódcast es «Por el camino, aprendemos a leer siempre las notas a pie de página». Y es que comprobar las fuentes de todas las afirmaciones que refuerzan la coba que se le da a la IA nos permite ver cómo se ha construido el castillo de naipes que sostiene su lustrosa fachada (cuyos componentes son unos métodos de investigación poco sólidos, la argumentación chapucera y prácticas de citación cuestionables). Por ese motivo, para nosotras resulta de especial importancia citar nuestras fuentes, señalando la procedencia de la información que compartimos y dando crédito a quien corresponde. En las notas finales encontrarás esas fuentes, junto con otros detalles y análisis que consideramos que son demasiado extensos o pormenorizados para el texto principal.


Nuestro objetivo es ayudar al público en general y a los responsables de tomar decisiones en todos los niveles a resistirse a esta avalancha de entusiasmo desmedido. Puedes imaginar que somos tus guías a la hora de visitar una ostentosa feria de tecnología, llena de vendedores que intentan que compres un nuevo producto o les cedas tus datos. Nosotras no necesitamos algo así, ni tú tampoco.


En el momento en que escribimos esto (finales de 2024) nos encontramos en pleno apogeo de la burbuja de la IA. Pero, como decimos en nuestro pódcast: cada vez que creemos que el bombo de la IA ha llegado a su máximo esplendor, descubrimos que lo peor está por llegar. Así que hemos decidido utilizar todo lo que forma parte de esta burbuja para documentar el fenómeno de la IA, sus causas y sus efectos a corto y largo plazo. Nuestro principal objetivo es impedir que se forme la próxima burbuja tecnológica. Esperamos que descorriendo el telón te ayudemos a detectar el humo que se vende en torno a tecnologías como la IA (o las que estén por venir) al tiempo que afilas tus propias agujas con las que pinchar todas esas burbujas.









CAPÍTULO


                    1


Una introducción al fenómeno de la inteligencia artificial


A finales de 2023, en los grandes salones de la capital de Estados Unidos, Washington D. C., Charles «Chuck» Schumer, líder de la mayoría en el Senado, dirigió el octavo de una serie de debates dedicado a la inteligencia artificial, o IA. El objetivo de estos insight forums, o foros de reflexión, era informar al augusto órgano del Senado estadounidense sobre cómo manejar esta novedosa tecnología. A esta octava reunión asistieron varias personalidades muy conocidas: el investigador Yoshua Bengio, que recibió uno de los más altos honores de la ingeniería informática por su trabajo en IA; Jared Kaplan, cofundador de la influyente start-up de IA Anthropic; Aleksander Mądry, director del equipo de «preparación» de OpenAI; y Stuart Russell, influyente profesor de ingeniería informática. También acudieron algunos miembros de la sociedad civil (incluidos miembros de grupos de derechos civiles y de grupos de investigación sin ánimo de lucro), think tanks sin ánimo de lucro y empresas de capital riesgo.


Schumer abrió el debate con una pregunta inusual: ¿cuáles creían los presentes que eran la probabilidad de que se produjera una catástrofe provocada por la IA, p(doom), y la probabilidad de que no se produjera, p(hope)?1Así es como se expresa, de forma estadística, la creencia popular según la cual es posible que las máquinas con mente propia nos maten a todos, intencionadamente o no. Según los informes del evento, las estimaciones de los presentes en la sala oscilaban entre el 0 y el 90 %. Poco después, Schumer tuiteó lo siguiente: «Si se gestiona adecuadamente, la IA tiene un potencial inimaginable. Pero, si no se controla, plantea riesgos tanto inmediatos como a largo plazo».2Aquellos que creen que la p(doom) es muy alta están convencidos de que estos riesgos amenazan nuestra existencia. Para esas personas, si no se controlan estos riesgos, la humanidad está en peligro.


Si expresamos la probabilidad de que ocurra un desastre con esa notación estadística, nos quedamos con la impresión de que dicho término es muy importante y sofisticado. O al menos la parte que se refiere concretamente a la probabilidad, o p(). Pero estos crudos términos están pensados para acaparar titulares e hinchar un poco el ego de los presentes en el debate. El término doom evoca titánicas batallas de ficción entre el bien y el mal. Y hay que reconocer que esas connotaciones caricaturescas son acertadas: al igual que esas batallas de ficción, las estimaciones de p(doom) se basan en la fantasía más que en datos o hechos empíricos. Pero eso no ha impedido que esta métrica imaginaria se haya convertido en una obsesión tanto para los legisladores como para los inversores de capital riesgo y la clase directiva de Silicon Valley. Suponemos que parte de su atractivo reside en que permite a los poderosos imaginarse a sí mismos como héroes que intentan salvar a la humanidad cuando lo que en realidad hacen es ignorar las amenazas reales que se ciernen sobre las personas.


Por ejemplo, para algunos ciudadanos de Detroit, la probabilidad de que se produzca una desgracia provocada por la violencia gubernamental basada en herramientas tecnológicas es muy alta. En enero de 2020, Robert Williams fue detenido delante de sus dos hijas pequeñas porque, según una base de datos que contenía cuarenta y nueve millones de imágenes, la foto de su carné de conducir coincidía con un fotograma de un vídeo de vigilancia en el que se veía un robo, cometido por otra persona, dos años antes.3Los detectives no reconocieron su error hasta que compararon, uno al lado del otro, ese fotograma con el rostro de Williams. En febrero de 2023, Porcha Woodruff fue detenida y encarcelada durante once horas basándose también en los resultados de un sistema automatizado de reconocimiento facial.4En aquel momento, Woodruff estaba embarazada de ocho meses y empezó a experimentar contracciones mientras estaba bajo custodia policial. El sistema de reconocimiento facial dio por coincidentes su imagen y la de una persona (que no daba la impresión de estar embarazada) robando un coche. Tanto Williams como Woodruff son personas negras, y la mayoría de los falsos positivos conocidos de las herramientas de reconocimiento facial han afectado a este colectivo.5Se podría decir que las vidas de estas personas (y las de otros ciudadanos negros que han sido acusados erróneamente por los sistemas de reconocimiento facial de haber cometido algún delito) se han visto gravemente alteradas por culpa de esas tecnologías.6


Otro grupo que se puede ver perjudicado es el de los adolescentes, sobre todo las chicas, por culpa de esas aplicaciones que simulan «desnudar» a una persona a partir de una imagen. Estas aplicaciones de generación de imágenes automatizan la tarea de crear porno deepfake, o ultrafalso, lo que permite a los alumnos de instituto acosar e intimidar sexualmente a sus compañeras con unos pocos clics.7La inmensa mayoría (el 99 %) de esas imágenes son de mujeres.8Dichas aplicaciones pueden producir este tipo de resultados porque se entrenan a partir de una colección indiscriminada de imágenes que obtienen en internet, conjuntos de datos tan enormes que nadie podría verificar cada una de las imágenes que contienen.9Entre ese conjunto de datos hay mucho porno, lo que significa que las aplicaciones de deepfake también crean imágenes no consentidas del cuerpo de una trabajadora sexual.10Por desgracia, entre estos datos también hay imágenes de abuso sexual infantil.


En 2023, e impulsados por la guerra, las Fuerzas de Defensa de Israel (FDI) y el gabinete del primer ministro Benjamin Netanyahu utilizaron un sistema basado en IA para llevar a cabo su asalto a la Franja de Gaza en el que murieron decenas de miles de civiles solo en los tres primeros meses.11Aunque el sistema de IA no fue ni mucho menos el único ingrediente de lo que el director del Comité Internacional de la Cruz Roja y un portavoz de una oficina de las Naciones Unidas calificaron como «infierno en la Tierra»,12sirvió para que el conflicto escalara a gran velocidad y al mismo tiempo se justificara la selección de objetivos. Al utilizar un sistema denominado «El Evangelio»,13las FDI ampliaron drásticamente el alcance de los posibles objetivos de interés, entre los cuales hay torres de viviendas en las que puede vivir un solo miembro de Hamás. En palabras de un antiguo oficial, el sistema ha posibilitado la creación de una auténtica «fábrica de asesinatos en masa».


Pero p(doom) no tiene nada que ver con los daños sufridos por personas reales. A pesar de lo que digan muchos líderes de Washington D. C., Nueva York y Silicon Valley, p(doom), como métrica y como enfoque, es una gran equivocación. Enturbia lo que realmente está pasando. Te seremos sinceras: la inteligencia artificial es una trampa, una estafa, un engaño que nos están vendiendo para llenar los bolsillos de determinadas personas. Unos pocos actores bien situados están a punto de acumular una riqueza considerable gracias a la creatividad, los datos personales y el trabajo de otras personas, sustituyendo servicios de calidad por copias artificiales. La retórica de p(doom) es una artimaña para mantenernos centrados en escenarios imaginarios, asombrados ante la tecnología de los modernos magnates de guante blanco, que supuestamente podría acabar con el mundo, y, de paso, demasiado distraídos para ver los daños diarios que se hacen en su nombre.


A este tipo de estafa la llamamos «el bombo de la IA». No es algo especialmente novedoso, ya que, de hecho, hemos pasado por anteriores ciclos de loor a la IA. Una característica del ciclo actual es que los estafadores recurren a una serie de temas típicos de la ciencia ficción (mentes artificiales empeñadas en convertirnos en sujetapapeles o Terminators que libran guerras por su derecho a existir —y a llevar motos molonas—) y los utilizan en los debates que tienen lugar en las más altas esferas empresariales y gubernamentales. A los creadores de la tecnología, este marco les es muy beneficioso porque les hace parecer poderosos, o incluso una suerte de dioses. Además, esto oculta lo que estas tecnologías nos están haciendo al resto de nosotros: amenazar las carreras estables y sustituirlas por trabajos temporales, reducir el número de funcionarios, abaratar nuestros servicios sociales y degradar la creatividad.


Para sobrevivir en esta época dominada por la tecnología, tomar decisiones acertadas como consumidores individuales y como responsables de la toma de decisiones de las instituciones y animar a los legisladores a promulgar políticas inteligentes, pensamos que es necesario descartar por completo este enfoque. La retórica en torno al término p(doom) no solo desvía la atención de los daños reales, sino que la propia terminología (inteligencia artificial) nos impide entender con claridad las tecnologías implicadas, para qué deben utilizarse y cómo han de ser evaluadas. Así pues, en nuestra investigación sobre el bombo de la IA, primero debemos examinar más detenidamente qué es eso de la «inteligencia artificial».



¿QUÉ ES LA «IA»?



Te lo diremos sin rodeo alguno: «IA» es un término de marketing. No hace referencia a un conjunto coherente de tecnologías. La expresión «inteligencia artificial» se utiliza cuando los creadores o vendedores de un determinado conjunto de tecnologías obtienen un beneficio por hacer creer a los demás que su tecnología es similar a la humana, es decir, que es capaz de hacer cosas para las que, de hecho, son necesarios el juicio, la percepción o la creatividad humanos. Pero, incluso en este caso, esa supuesta similitud es más que discutible: las calculadoras son mucho mejores que las personas en aritmética, pero no se venden como «IA». A veces, quienes venden estas herramientas parecen creerse su propia propaganda (conoceremos varios ejemplos en capítulos posteriores), pero lo que realmente importa es que se les permita venderlas así.


En este libro vamos a utilizar los términos «inteligencia artificial» o «IA» para referirnos a las tecnologías que se venden como tales. Cuando hablemos de una tecnología concreta, intentaremos ser lo más precisas posible.14Pero cuando nos refiramos a estas tecnologías en general, a veces utilizaremos la abreviatura «IA». Queremos mantener una distancia crítica con el término: cada vez que escribamos «IA», imagina que lo rodeamos con comillas irónicas. O, si lo prefieres, sustitúyelo por alguna expresión ridícula. Algunas de nuestras favoritas son «mates matemáticas», «sarta racista de álgebra lineal», «loros estocásticos» (en referencia a los LLM, los modelos de lenguaje de gran escala)15o «aproximaciones sistemáticas a los algoritmos de aprendizaje y las inferencias automáticas» (SALAMI, por sus siglas en inglés).16


El conjunto de tecnologías que se venden como IA es muy diverso, tanto en su aplicación como en su construcción; de hecho, no nos sorprendería si parte de la tecnología que se vende de este modo en realidad no fuera más que un conjunto de hojas de cálculo envueltas con gusto. Sin embargo, el término sirve para ocultar esa diversidad, por lo que las cosas son más claras si hablamos en términos de «automatización» más que de «IA» y analizamos con mucho esmero qué es lo que se está automatizando. Al hacerlo, vemos que hay varios tipos de automatización.


Toma de decisiones. El primero consiste en utilizar ordenadores para automatizar decisiones relevantes. Se denominan «sistemas automáticos de toma de decisiones» y se emplean a menudo, por ejemplo, en el proceso de fijación de fianzas, en la aprobación de préstamos, en la revisión de currículos o en la asignación de prestaciones sociales. Estos usos han generado, con razón, mucha polémica, porque las repercusiones que tienen para las personas que se someten a las recomendaciones del sistema son extremas.


Clasificación. La segunda clase de automatización consiste en clasificar entradas de distintos tipos. Por ejemplo, la clasificación de imágenes puede servir para ayudar a los consumidores a organizar sus fotos (¿dónde están todas las fotos de la abuela?), o puede ser utilizada por los gobiernos para la vigilancia (cotejar un fotograma de una grabación de seguridad con una base de datos de fotos de carnés de conducir). Otro uso que encaja en este grupo es la clasificación de los usuarios de internet para enviarles publicidad personalizada.


Recomendación. En este caso se trata de seleccionar información para presentársela a alguien, basándose en su propio historial de búsquedas o compras, o en las búsquedas realizadas por otra persona con un perfil similar al suyo. Estos sistemas se denominan «sistemas de recomendación». Se encargan, por ejemplo, de la ordenación de tu feed en las redes sociales, de las recomendaciones de productos de Amazon o de las sugerencias de películas en Netflix.


Transcripción/traducción. El cuarto tipo es la traducción automática de información de un formato a otro: transcripción automática (a veces llamada «reconocimiento automático del habla» o «conversión de voz a texto»), búsqueda de palabras y caracteres en imágenes (como la lectura automática de matrículas), traducción automática de un idioma a otro o cosas como el cambio de estilo de una imagen (tomarse un selfi y hacer que parezca un personaje de anime).


Generación de textos e imágenes. Por último, hay un uso de la automatización que últimamente está en boca de todos: la llamada IA generativa o, dicho con más propiedad, máquinas generadoras de contenidos sintéticos. Se trata de sistemas como ChatGPT, Gemini o DALL-E que permiten a los usuarios generar imágenes o textos verosímiles a partir de prompts. En la terminología de la IA generativa, prompt es el nombre que se da al conjunto de instrucciones escritas con las que se describe el resultado deseado.


Agrupar todas estas tecnologías diferentes bajo la etiqueta de «IA» crea la ilusión de que cada una de ellas es «inteligente». Si nos hacen creer que la herramienta de edición de nuestro software fotográfico pertenece al mismo grupo de tecnologías que el sistema que parece responder alegremente a preguntas sobre cualquier tema, creeremos que ambos son más «inteligentes» o incluso «mágicos» que cada uno por separado, y es más probable que aceptemos la automatización en otros ámbitos, como decidir quién recibe prestaciones sociales o quién es clasificado como posible delincuente reincidente. Todos ellos están supuestamente controlados por la misma «inteligencia». Los sistemas de generación de texto desempeñan un papel fundamental: el lenguaje es tan importante para que nos entendamos que, cuando nos encontramos con un mensaje que transmite pensamientos, ideas o intenciones comunicativas que no pertenecen a una persona real, nos resulta muy difícil no creer que existe una mente parecida a la humana detrás de él.


«IA» ha sido desde el principio un término de marketing, pero no siempre ha sido el preferido por los profesionales de la publicidad. De hecho, hasta hace poco, este campo atravesaba su propio «invierno de la IA», una época en la que la financiación de la investigación era escasa y el proyecto global con el que se pretendía construir sistemas informáticos que imitaran la cognición humana estaba bastante marginado dentro del campo de la informática. Las empresas que fabricaban y vendían tecnologías como la síntesis del habla, la transcripción y la traducción automáticas, el procesamiento de imágenes y la robótica no las etiquetaban como «IA». Pero eso cambió en la década de 2010, cuando, por primera vez, se puso en práctica un enfoque concreto a la hora de comparar patrones a gran escala denominado «aprendizaje profundo». No se debió a un avance mágico en la tecnología, sino que, en su mayor parte, fue consecuencia de la innovación lograda gracias a la caída de los costes de los microchips y a la abundancia de datos digitalizados en la red. Un pequeño conjunto de plataformas que centralizaban el intercambio de datos (Flickr, Tumblr, Google y similares) facilitaban el acceso a estos datos.


Incluso los investigadores que trabajaban en estos mismos enfoques se sorprendieron por la velocidad del avance que les permitió pasar de las penurias del «invierno de la IA» a contar con inversiones ilimitadas de capital. La conferencia de investigación llamada Neural Information Processing Systems (NeurIPS, Sistemas de procesamiento de la información neuronal) pasó de acoger a 1.354 asistentes en 2010 a 13.000 en 2019 y 22.000 en 2020 (de forma virtual debido a la pandemia de COVID-19).17En diciembre de 2012, cuando la conferencia se celebró en las afueras del nevado lago Tahoe (con una asistencia relativamente escasa de 1.676 personas), un investigador llamado Geoff Hinton, junto con sus estudiantes de posgrado Alex Krizhevsky e Ilya Sutskever, organizaron una subasta secreta de su empresa, DNNresearch.18La empresa no era dueña de ningún producto, ni había nada especial en su sitio web más allá de su nombre. Todo lo que albergaba era un artículo que demostraba el éxito que habían tenido en el campo del aprendizaje profundo. Microsoft, Google, DeepMind (una empresa emergente de IA con sede en Londres adquirida más tarde por Google) y el buscador chino Baidu presentaron ofertas. Ganó Google, con una oferta de 44 millones de dólares. Hinton pasó a formar parte de Google como investigador distinguido durante más de una década, y Sutskever se convirtió más tarde en cofundador y científico jefe de otra empresa emergente, OpenAI. La era del aprendizaje profundo comenzó a lo grande, impulsada por inmensas cantidades de dinero, capital y, por supuesto, un gran bombo.



¿QUÉ ES EL BOMBO?



El bombo, o hype en inglés, es la exaltación de una persona, artefacto, tecnología o técnica que el consumidor debe comprar o en la que debe invertir lo antes posible si no quiere perderse el entretenimiento o el placer, la recompensa económica, el rendimiento de la inversión o la cuota de mercado. En el mundo del hip hop, el hype man es un acompañante del artista principal que se encarga de animar a la multitud. Seguro que piensas que las conferencias de desarrolladores de software son la antítesis de los conciertos de hip hop, pero el entonces director ejecutivo de Microsoft, Steve Ballmer, hizo de hype man en un evento de Microsoft en 1999.19Con la voz ronca y visiblemente sudoroso, se paseó por el escenario coreando «¡Desarrolladores, desarrolladores, desarrolladores!» y consiguió que su público de ingenieros y administradores de software se contagiara de ese cántico, comprándole la moto de un entorno de trabajo que no era nada del otro mundo.


El bombo impulsa las tendencias de la moda, estimula la compra de coches y da a conocer a los nuevos artistas musicales. Pero lo más importante para este libro es que impulsa la inversión en nuevas empresas, tecnologías y personas concretas.


Al igual que ha ocurrido con otros tipos de hype, el de la IA juega con el miedo a perderse algo (en inglés, FOMO, fear of missing out). Se repite constantemente el mensaje que nos asegura que este conjunto de tecnologías (en realidad, un conjunto de métodos estadísticos desarrollados dentro de la informática y la ingeniería) cambiará el mundo, y tú, el consumidor o el directivo de una empresa, tienes que utilizarlo si no quieres quedarte rezagado. Como consumidor, si no te subes al carro de este producto tan publicitado, serás tachado de ludita reaccionario, de carecer de conocimientos modernos o de ser alguien que está a punto de perder su trabajo por la automatización. Si eres un directivo, tienes que subirte al carro o la competencia te atropellará. Si eres programador, tienes que utilizar las nuevas herramientas, de lo contrario perderás el tiempo y no cumplirás los plazos de entrega. Si eres profesor, tienes que incorporarlo a tu plan de estudios, no vaya a ser que tus alumnos no estén preparados para el futuro mercado laboral. Y si eres estudiante, tienes que comprender a fondo la IA para enfrentarte al mundo laboral moderno de hoy en día, o, de lo contrario, te perderás muchas ofertas de empleo.


El objetivo comercial del bombo es impulsar las ventas de un producto. En otras palabras: marketing. Sam Altman, director general de OpenAI, es, como todos los grandes barones de la tecnología de nuestra era, un hombre de negocios. Pero, aunque todo el hype tecnológico tiene un objetivo comercial, el de la IA en particular tiene también una función cultural. Conecta un objetivo comercial con la fantasía popular de las máquinas sintientes.


Cuando nos venden escenarios idílicos, la IA nos promete una vida llena de facilidades: trabajos considerados insignificantes como la introducción de datos, la redacción de textos publicitarios y la realización de gráficos básicos pasarán a ser cosa del pasado. En las reuniones en línea, la IA se encargará de tomar notas por ti o, mejor aún, te sustituirá mientras te ocupas de asuntos más urgentes. No cabe duda de que las tecnologías actuales están a solo unos pocos pasos de poder crear un ordenador de a bordo como el del capitán Jean-Luc Picard, que le proporcionaba «té, Earl Grey, caliente» o el «sistema operativo» afectuoso y competente al que pone voz Scarlett Johansson en la película Her. Altman hizo explícita esta fantasía implícita cuando tuiteó la palabra «her» durante la presentación de uno de sus productos, un asistente de voz que sonaba sospechosamente como Johansson, creado sin su consentimiento.20


Pero el bombo de la IA también depende de la atención que se presta a los peores escenarios posibles. En este caso, se habla de robots que desobedecen la primera ley de la robótica de Isaac Asimov: «Un robot no puede herir a un ser humano o, por inacción, permitir que un ser humano sufra daño alguno». Estos ejemplos abundan en la ciencia ficción y la mitología: el robot HAL 9000, que desobedece las órdenes de los humanos en 2001: Una odisea del espacio para completar su misión; la raza de máquinas que se apodera de la faz de la Tierra y utiliza a los humanos como fuente de energía en Matrix, o una «entidad» rebelde en Misión imposible: Sentencia mortal que, tras ser desarrollada por el Gobierno estadounidense, se vuelve contra sus dueños. La historia es tan antigua como el Frankenstein de Mary Shelley, el relato sobre el monstruo que se vuelve contra su creador, o incluso más, en la figura judaica del gólem, que en algunas versiones de la historia se rebela después de que sus manipuladores humanos olviden desactivarlo.


Todas esas historias que nos aseguran que estamos a punto de vivir en un mundo de ciencia ficción tienen poco fundamento. Pero el hecho de que este encomio no tenga base real no significa que no tenga repercusiones culturales, económicas y medioambientales. Y aunque el bombo de la IA ha alcanzado su punto álgido en los últimos años, lleva décadas entre nosotros, desde que se fundó este campo. Creemos que la investigación en IA siempre irá acompañada de este bombo. Un rápido recorrido por sus inicios nos ayudará a entender su forma actual, y comparar su versión antigua con la nueva te permitirá identificarlo en el futuro.



BREVE HISTORIA DE LA IA (Y DEL BOMBO ASOCIADO)



Desde sus inicios, la investigación sobre la inteligencia artificial ha venido acompañada de un debate sobre sus orígenes. Según el relato más extendido sobre el desarrollo de este campo de investigación, el matemático John McCarthy y el informático Marvin Minsky organizaron un taller de verano en 1956 en el Dartmouth College de Hanover, Nuevo Hampshire, para debatir una serie de métodos que tenían que ver con las «máquinas pensantes».21El término «inteligencia artificial» se atribuye a McCarthy, quien lo propuso cuando intentaba encontrar un nombre adecuado para un taller que se ocupaba de un conjunto diverso de comunidades de conocimiento existentes. También intentaba encontrar una forma de excluir a Norbert Wiener (el pionero de un campo próximo, la cibernética, que tiene que ver con la comunicación y el control de las máquinas) debido a diferencias personales.


Tal como se suele contar esta historia, Minsky y McCarthy reunieron un grupo de trabajo durante dos meses en Dartmouth. El grupo estaba formado por diez matemáticos, físicos e ingenieros, y el objetivo era lograr «un avance significativo» en este campo de investigación.22Al igual que hoy, el término «inteligencia artificial» no era muy coherente. Daba a entender que existía algo parecido a las actuales «redes neuronales» (también llamadas «redes de neuronas» o «redes nerviosas» en aquellos primeros documentos), pero también abarcaba temas que incluían los «ordenadores automáticos» y las interfaces de lenguaje humano-ordenador (lo que hoy llamaríamos «lenguajes de programación»).


En pocas palabras, los precursores de este nuevo campo se ocuparon de traducir la dinámica del poder y el control a formulaciones que pudieran interpretar las máquinas. McCarthy, Minsky, Herbert Simon (politólogo, economista, informático y futuro ganador del Premio Nobel) y Frank Rosenblatt (uno de los creadores de la metáfora de la «red neuronal») se dedicaron a desarrollar herramientas que pudieran utilizarse para guiar los sistemas administrativos y, en última instancia, también los militares. En un entorno en el que la batalla por la supremacía estadounidense en la guerra fría se libraba en todos los frentes (militar, tecnológico, de ingeniería e ideológico), estos hombres trataban de ganarse el favor y la financiación de un aparato de defensa que intentaba aventajar a los soviéticos.23Para justificar sus proyectos, se basaron en grandes afirmaciones con poco o ningún fundamento empírico, en prácticas de citación más que dudosas y en una redefinición constante de los objetivos. Gracias a todo esto llamaron la atención en Estados Unidos de la guerra fría. Estas prácticas son las mismas que caracterizan a los promotores actuales de la IA, aunque ahora sus objetivos suelen ser las valoraciones del mercado, además de los contratos gubernamentales de defensa.


El primer gran paso que dio el bombo de la IA fue recurrir a la lucha contra los soviéticos. El segundo fue argumentar que los ordenadores podrían igualar las capacidades humanas, alegando que los humanos no eran realmente tan complejos. En un influyente artículo publicado en 1956, Minsky afirmó que «los seres humanos son ejemplos de máquinas muy complicadas».24Si así fuera, en contextos militares e industriales podríamos utilizar circuitos electrónicos más controlables en lugar de personas.


A finales de la década de 1960, Joseph Weizenbaum, emigrante alemán, profesor del Instituto Tecnológico de Massachusetts (MIT) y contemporáneo de Minsky, se alarmó al ver lo fácil que le resultaba a la gente atribuir voluntad a los sistemas automatizados. Weizenbaum desarrolló un chatbot al que llamó ELIZA, en honor al personaje de clase obrera de la obra Pigmalión, de George Bernard Shaw, que aprende a imitar el habla de la clase alta.25ELIZA fue diseñada para que pudiera mantener una conversación como si fuera una psicoterapeuta rogeriana; es decir, el programa repetía lo que decían los usuarios, reformulando sus pensamientos en forma de preguntas.26Weizenbaum utilizó este modelo para ELIZA no porque pensara que sería útil como terapeuta, sino más bien porque era una configuración muy práctica para un chatbot: este tipo de psicoterapia da lugar a una de las pocas formas de conversar en las que no era importante que la máquina no tuviera acceso a otros datos sobre el mundo.27


A pesar de sus grandes limitaciones, los informáticos utilizaron ELIZA para demostrar hasta qué punto los ordenadores podían sustituir el trabajo humano y anunciaron que habíamos entrado en la era de la inteligencia artificial. Esa afirmación provocó una gran estupefacción en Weizenbaum, razón por la cual se pasó el resto de su vida criticando la IA y manifestando que los humanos no eran máquinas hechas de carne. Minsky, por su lado, fundó el laboratorio de IA del MIT y recibió fondos del Pentágono con bastante facilidad.28


Las redes de financiación turbias e inmorales (antes por provenir de los negocios de fabricación de armas sin restricción alguna, y en la actualidad por la creciente participación de inversiones de capital riesgo especulativo) que existían en torno a la IA siguen vigentes en la actualidad. Lo mismo ocurre con las falsas equivalencias entre el cerebro humano y la capacidad de cálculo de las máquinas. Al publicitarse una y otra vez que son ciertas, inspiran una buena dosis de asombro, y esa sensación puede utilizarse para atraer montones de dinero de inversores que se han dejado llevar por el frenesí del FOMO.


En enero de 2023, Microsoft anunció su intención de invertir 10.000 millones de dólares en OpenAI.29Esto ocurrió después de que Mustafa Suleyman (antiguo director ejecutivo de DeepMind y director ejecutivo de Microsoft AI desde marzo de 2024) y el cofundador de LinkedIn, Reid Hoffman, recibieran la friolera de 1.300 millones de dólares de Microsoft y del fabricante de chips Nvidia en una ronda de financiación de su joven empresa emergente, Inflection AI.30Algunos antiguos alumnos de OpenAI cofundaron Anthropic, una empresa centrada exclusivamente en la creación de herramientas de IA generativa, y recibieron 580 millones de dólares en una ronda de inversión liderada por el criptoestafador Sam Bankman-Fried.31Estas y muchas otras empresas emergentes han estado persiguiendo una mina de oro aportada por inversores de capital riesgo y grandes empresas tecnológicas, a menudo sin disponer previamente de una estrategia de generación de ingresos. En el segundo trimestre de 2024, el capital riesgo dedicaba 27.100 millones de dólares, casi la mitad de sus inversiones trimestrales, a empresas de IA y aprendizaje automático.32


Los incentivos para subirse al tren de la IA son evidentes y están muy generalizados. Pon estas dos letras (IA) en tu proyecto y las inversiones fluirán. Pero tanto las tecnologías como el bombo que las rodea están causando daños en el presente.


EL BOMBO Y LOS DAÑOS ASOCIADOS



Algunas aplicaciones del aprendizaje automático están bien delimitadas, probadas y han sido entrenadas con datos de una forma adecuada, de modo que las podemos utilizar en nuestro día a día con tranquilidad. Entre ellas se encuentran cosas tan cotidianas como los correctores ortográficos (que ya no son simples búsquedas en diccionarios, sino que son capaces de señalar palabras utilizadas incorrectamente) y otras tecnologías más especializadas, como el procesamiento de imágenes utilizado por los radiólogos para determinar qué partes de un escáner o una radiografía requieren una mayor atención. Pero en la disonancia del marketing y los discursos de las empresas emergentes, estos casos de uso sensatos se ven sobrepasados por otras aplicaciones que nos prometen poco menos que magia, lo que lleva a los usuarios a confiar en ellas para obtener información, tomar decisiones o ahorrar costes, a menudo en detrimento propio o de otros.


A medida que el interés de los inversores ha ido inflando aún más el hype de la IA, los promotores de la tecnología han ido presentando y publicitando «soluciones» basadas en la IA para casi todos los ámbitos de la actividad humana. Se nos dice que la IA puede mejorar puntos débiles de los servicios sociales, proporcionando atención médica y terapia a aquellos que no tienen la suerte de contar con un buen acceso a la atención sanitaria, educación a aquellos que no viven en un distrito escolar acomodado y servicios jurídicos para las personas que no pueden permitirse un abogado. Se nos dice que la IA proporcionará versiones individualizadas de todas estas cosas, satisfaciendo con flexibilidad las necesidades del usuario. Nos dicen que la IA «democratizará» la actividad creativa permitiendo que cualquiera se convierta en artista. Nos dicen que la IA está a punto de hacer ciencia por nosotros, brindándonos por fin respuestas a problemas urgentes, desde avances médicos (¡descubrirá una cura para el cáncer!) hasta la crisis climática (¡encontrará una solución para el calentamiento global!). Y los coches autónomos están a punto de ser la norma. Pero, como habrás deducido por nuestro tono sarcástico, estas soluciones son, en general, fruto del bombo la IA. Hay infinidad de casos en los que se han planteado soluciones basadas en la inteligencia artificial que no han cumplido sus objetivos.


En 2017, las autoridades israelíes detuvieron a un palestino por una publicación en Facebook en la que posaba junto a una excavadora con una leyenda (en árabe) que decía «buenos días».33El software de traducción automática de Facebook lo tradujo como «hazles daño» en inglés y «atácalos» en hebreo. Las autoridades israelíes se lo tomaron al pie de la letra, sin consultar a ningún hablante de árabe para comprobar si era correcto. La traducción automática también ha servido como parche en otras situaciones críticas, como la tramitación de expedientes de asilo.34En este caso, el problema que hay que resolver es el de la comunicación entre las personas que huyen de la violencia en sus países de origen y los funcionarios de inmigración. Los sistemas de traducción automática, que pueden funcionar bien en casos como la traducción de periódicos escritos en variedades estándar de un puñado de lenguas dominantes, pueden fallar drásticamente en la traducción de solicitudes de asilo escritas o habladas en lenguas minoritarias o dialectos.


En agosto de 2020, miles de estudiantes británicos, que no pudieron realizar sus exámenes de selectividad debido a la pandemia de COVID-19, recibieron calificaciones calculadas  a partir de un algoritmo que utilizaba como input, entre otras cosas, las calificaciones que otros estudiantes de sus escuelas habían recibido en años anteriores.35Tras una protesta masiva en la que cientos de estudiantes se concentraron ante la residencia del primer ministro en el número 10 de Downing Street, en Londres, al grito de «¡Que le jodan al algoritmo!», se anularon las notas y se sustituyeron por otras basadas en la evaluación del trabajo de los alumnos por parte de los profesores. En mayo de 2023, Jared Mumm, profesor de la Universidad de Texas A&M, sospechó que sus alumnos hacían trampas utilizando ChatGPT para escribir sus trabajos finales, así que utilizó a su vez ChatGPT para saber si los textos eran genuinos.36Cuando ChatGPT le confirmó, falsamente, que los había escrito él, suspendió a toda la clase, lo que provocó que a algunos alumnos de último curso se les denegaran (temporalmente) sus títulos.


En nuestras carreteras, los coches autónomos han provocado diversos accidentes, algunos de ellos mortales. Un empleado de Tesla murió tras activar el llamado modo de «conducción autónoma total» en su Tesla Model 3, que lo sacó de la carretera.37Lo sabemos en parte gracias a que su acompañante sobrevivió al accidente. Unos meses más tarde, el día de Acción de Gracias de 2022, Elon Musk, director ejecutivo de Tesla, anunció la disponibilidad del modo de «conducción autónoma total» de Tesla. Horas después, se vio implicado en un choque múltiple de ocho coches en el puente de la bahía de San Francisco a Oakland.


En 2023, el abogado Steven A. Schwartz, que representaba a un demandante en un pleito contra una aerolínea, presentó un informe jurídico citando precedentes legales que había encontrado consultando ChatGPT.38Cuando los abogados que defendían a la aerolínea dijeron que no podían encontrar algunos de los casos citados y el juez pidió a Schwartz que los presentara, este solo pudo presentar extractos, en lugar de las transcripciones completas. Al final, Schwartz tuvo que admitir que había confiado en la exactitud de los resultados de ChatGPT, y tanto él como el letrado que lo acompañaba en el caso fueron sancionados y multados por el tribunal.


En noviembre de 2022, Meta lanzó Galactica, un modelo de lenguaje de gran escala (o LLM, por sus siglas en inglés) entrenado con textos científicos, y lo promocionó como capaz de «resumir artículos académicos, resolver problemas matemáticos, generar artículos para Wikipedia, redactar textos científicos, esquematizar la estructura de moléculas y proteínas, y mucho más».39La versión de demostración estuvo disponible durante tres días. En ese corto espacio de tiempo, la comunidad científica mundial presentó ejemplos de cómo producía puras invenciones, incluyendo citas falsas, y de lo fácil que era inducirla a crear contenido tóxico con una prosa de aspecto académico.


Lo que todas estas historias tienen en común es que alguien vendió, como si fuera una panacea, un sistema automatizado, la gente lo utilizó basándose en lo que le dijeron que podía hacer, y luego ellos u otros salieron perjudicados. No todas las historias protagonizadas por la IA encajan en este patrón, pero en aquellas en las que no es así es porque el daño es difuso o no está documentado. En algunas ocasiones, las personas son capaces de resistirse al bombo de la IA, reflexionar sobre los posibles daños y elegir un camino diferente. Y eso nos lleva al objetivo que nos impulsó a escribir este libro: prevenir los daños que puede causar el bombo de la IA. Cuando las personas saben detectar el humo que les intentan vender, toman mejores decisiones sobre cómo y cuándo utilizar este tipo de herramientas, y están en mejor posición para abogar por políticas que limiten su uso.



GUÍAS PARA DETECTAR LA ESTAFA DE LA IA



Las dos autoras de este libro hemos pasado los últimos años atacando la publicidad engañosa sobre la IA y preguntándonos qué hay detrás del bombo que se le da. Emily es una lingüista computacional reconocida por plantear cuestiones éticas en el desarrollo de la tecnología del lenguaje. Alex es una socióloga que trabajó en el equipo de IA Ética de Google y analiza cómo interactúan la tecnología y la sociedad, especialmente cómo la tecnología refuerza las desigualdades persistentes por motivos de raza, género y clase.


En este libro, intentamos hacer lo mismo que hizo Weizenbaum: enseñar a la gente cómo funcionan estos sistemas, disipar la idea de que son máquinas pensantes con una capacidad de comprensión similar a la humana y proporcionar un modelo de cómo debemos entenderlos. Aunque esta es una época en la que el público en general tiene mucha más experiencia con los ordenadores que en la década de 1970, también nos enfrentamos a «máquinas extrusoras de texto» que no solo son mucho más versátiles que ELIZA, sino que están respaldadas por empresas e inversores muy interesados en que la gente crea que su tecnología es poderosa e inevitable. Si bien Weizenbaum lanzaba una severa advertencia a los ingenieros informáticos comprados por los militares, nuestro proyecto ahora se enfrenta a un problema muy complejo cuyas protagonistas son empresas emergentes de IA financiadas por capital riesgo. Por suerte, la disponibilidad pública de estos productos hace que tanto los trabajadores como los consumidores y reguladores se vean obligados a actuar con mayor responsabilidad.


En la actualidad, el bombo de la IA ha llegado a casi todos los rincones de nuestra cultura: en todas partes, desde el mundo del entretenimiento hasta los pasillos del Congreso, nos dicen que estamos tratando con seres sintientes que algún día se volverán superinteligentes. La prensa sensacionalista nos bombardea, sin ningún tipo de espíritu crítico, con las declaraciones de las empresas que aseguran que la IA nos va a liberar del trabajo, va a educar a nuestros hijos y va a proporcionar atención médica a todos los que la necesiten. Afirman, por un lado, que la IA creará arte, pero por el otro nos dicen que podría matarnos a todos. Si decide perdonarnos la vida, podrás relajarte en un paraíso totalmente automatizado, una vez que haya resuelto la crisis climática y la pobreza.


Por supuesto, todo esto no son más que chorradas. La IA no es sintiente, no va a facilitarte el trabajo. Y la IA vestida con bata blanca no va a curarte ninguna enfermedad. Pero lo que sí es cierto es que estas afirmaciones pueden empeorar tu trabajo y reducir tu calidad de vida, a menos que luchemos contra la creciente penetración de estos productos en todos los ámbitos de la vida pública y privada. El bombo no surgió por casualidad, sino para cumplir una función concreta: asustar a los trabajadores y prometer ahorrar mucho dinero a los empresarios y a los responsables de la toma de decisiones. Parte de nuestro trabajo para desmantelar este bombo consiste en rastrear de dónde procede y a qué intereses sirve.


En los capítulos siguientes desmontaremos todas estas afirmaciones, una a una. En el capítulo 2 analizaremos el funcionamiento de sistemas como los LLM y las herramientas de generación de imágenes a partir de texto. También profundizaremos en por qué nos resulta tan fácil creer que estas son máquinas pensantes superiores. Tiene mucho que ver con la forma en que los humanos procesamos el lenguaje, es decir, siempre esperamos que exista una inteligencia pensante detrás de todo aquello que utiliza un lenguaje humano. También analizaremos por qué la búsqueda de una «inteligencia general» no solo es una búsqueda inútil, sino que se basa en una historia profundamente racista.


En el capítulo 3 analizaremos las distintas formas en que las herramientas de IA, al igual que otros tipos de automatización anteriores, son impuestos a los trabajadores y, además, son utilizados como una amenaza para sus medios de vida. Este patrón es tan antiguo como la Revolución Industrial, y también lo es la resistencia de los trabajadores a dicha imposición. Recurriremos a la historia y a ejemplos modernos para explicarte cómo estas herramientas están sustituyendo puestos de trabajo y generando un lío tremendo. También hablaremos de las distintas estrategias que tienen los trabajadores para contraatacar: mediante la solidaridad, la organización y otras acciones colectivas.


La sustitución de los puestos de trabajo y las relaciones humanas reales por versiones automatizadas de mala calidad es algo especialmente problemático en el área de los servicios sociales. En el capítulo 4 hablaremos de las distintas formas en que las empresas y los gobiernos pretenden utilizar la automatización para reemplazar la chapucera organización de los servicios sociales y la educación en Estados Unidos y otros países. Las agencias gubernamentales que asignan viviendas públicas e investigan el abuso infantil ya usan algunos sistemas automatizados. Estamos viendo como muchas empresas emergentes se lanzan a la aventura y crean chatbots para la sanidad y la educación.


También nos mienten cuando nos prometen que podremos utilizar este tipo de tecnologías en los campos creativos, como el arte, la ciencia y el periodismo, y nos ocuparemos de ellas en el capítulo 5. En internet encontramos cada vez más «artistas IA», y los artistas plásticos a los que roban no están muy contentos con ello (con razón). Mientras tanto, una camarilla de científicos, que traicionan su deber de ser académicos haciendo un mal uso de los datos sintéticos o utilizando modelos de lenguaje para escribir sus artículos, han hecho que sea más difícil separar el grano de la paja en muchos campos científicos. Y el periodismo, que ya está sufriendo la dramática pérdida de puestos de trabajo y la desaparición de respetadas agencias de noticias, está infectado de contenidos generados por IA para que sus anuncios tengan más impacto con la menor inversión posible en periodismo real.


En el capítulo 6, volvemos al tema tratado en este, y analizaremos cómo el catastrofismo de la IA, es decir, todo lo relacionado con la p(doom), hace muchas suposiciones (falsas) y desempeña funciones económicas similares a las de la exaltación de la IA. Algunos catastrofistas (o doomers) son verdaderos creyentes, y están motivados por un conjunto de ideologías, como el altruismo eficaz y el largoplacismo, que afirman que necesitamos disponer de una tecnología «superinteligente» para colonizar las estrellas. Son catastrofistas porque les preocupa que esta tecnología también pueda volverse contra la humanidad. En la otra cara de la misma moneda están los entusiastas, que creen que la IA tiene «potencial» para resolverlo todo y quieren que ese futuro llegue tan pronto como sea posible, sin importar el coste. Ambos bandos tienen una visión del mundo similar, centrada en Occidente y en las personas blancas, e ignoran los daños que causan aquí y ahora estas herramientas.


En el séptimo y último capítulo, analizamos las diferentes estrategias que se pueden utilizar para combatir el bombo de la IA; por ejemplo, mediante una regulación sólida, propuestas legislativas sobre datos y privacidad, y una férrea protección de los trabajadores. Y lo más importante: qué puedes hacer tú al respecto.


Esperamos que, cuando acabes de leer este libro, hayas aprendido a resistirte a la tentación de dejarte impresionar, a detectar la estafa de la IA y a recuperar cierto control sobre nuestro futuro tecnológico. Empecemos.









CAPÍTULO


                    2


¡Está viva! El loor a las máquinas pensantes


Si oyeras lo que dicen los ejecutivos e investigadores de las grandes empresas tecnológicas, creerías que estamos a punto de ser testigos de la rebelión de los robots. En febrero de 2022, Ilya Sutskever, director científico de OpenAI, tuiteó lo siguiente: «Es posible que las grandes redes neuronales actuales sean ligeramente conscientes».1En junio de 2022, TheWashington Post publicó que Blake Lemoine, ingeniero de Google, estaba convencido de que el modelo de lenguaje de la empresa LaMDA era sintiente y necesitaba representación legal. Lemoine fue despedido no por sus afirmaciones falsas (que Google negó), sino por filtrar información privada de la empresa.2En una entrada de blog de agosto de 2022, Blaise Agüera y Arcas, vicepresidente de Google, respondió a las afirmaciones de Lemoine, pero, en lugar de rebatirlas, sugirió que LaMDA «entiende» conceptos y que el debate sobre si LaMDA tiene o no sentimientos no se puede dilucidar y, además, no es «científicamente significativo».3En abril de 2023, un equipo de Microsoft Research dirigido por Sébastien Bubeck publicó un artículo, no revisado por pares, titulado «Sparks of Artificial General Intelligence: Early Experiments with GPT-4»,4en el que afirmaban que habían demostrado que el modelo lingüístico GPT-4 «es capaz de resolver tareas novedosas y difíciles que tienen que ver con las matemáticas, la programación, la visión, la medicina, el derecho [y] la psicología» y muestra así las primeras «chispas de inteligencia artificial general». La palabra chispas evoca la imagen de algo que está a punto de incendiarse y propagarse. La expresión «inteligencia artificial general» o IAG pretende evidenciar las diferencias respecto a las tecnologías ordinarias identificadas como «IA», y aparece en cualquier discurso moderno sobre máquinas pensantes, sintientes o conscientes.


Estas afirmaciones no son nuevas. Hace más de sesenta años, investigadores, ejecutivos de empresas y funcionarios hacían afirmaciones grandilocuentes similares sobre la naturaleza de la inteligencia computacional y el riesgo de que la inteligencia sobrehumana suplantara a las personas en el trabajo, en el hogar y, quizá lo más alarmante, en el campo de batalla. Marvin Minsky, uno de los organizadores de la conferencia de Dartmouth de 1956 y fundador del Laboratorio de Inteligencia Artificial del MIT, escribió a dos colegas en la década de 1950 que «en principio, no hay ningún aspecto del aprendizaje ni cualquier otra característica de la inteligencia [humana] que no se pueda describir con la precisión suficiente» como para que resulte imposible que una máquina lo simule.5


Pero que quede clara una cosa: ni los modelos de lenguaje de gran escala ni nada de lo que se vende como «IA» es consciente, sintiente o capaz de funcionar como una entidad independiente y pensante. A pesar de lo que afirman promotores empresariales y académicos como Blaise Agüera y Arcas o Marvin Minsky, las tecnologías que sintetizan textos o resuelven rompecabezas matemáticos no son formas de vida artificial. Sin embargo, hay mucha gente a la que le conviene decirlo: empresarios que tienen un producto que vender, investigadores que tienen departamentos académicos que financiar y fanáticos que tienen instituciones o seguidores que se beneficiarían si tal ficción se perpetúa.


Este capítulo trata de cómo todo lo que se dice sobre la sintiencia o la consciencia de la IA es una forma de bombo y no se basa en absoluto en la realidad. Hablaremos de lo que los «modelos de lenguaje de gran escala» esconden bajo el capó y de cómo incluso las personas mejor informadas se han dejado engañar y creen que estas tecnologías son entidades independientes y pensantes, quizá incluso con consciencia subjetiva. Esta forma concreta de bombo de la IA tiene una capa extra de perversidad: cuando les atribuimos a estos sistemas una consciencia ficticia, estamos devaluando implícitamente lo que significa ser humano y respaldando una línea de pensamiento muy antigua que basaba la naturaleza de la inteligencia en la eugenesia y la ciencia racial.



CÓMO FUNCIONAN REALMENTE LOS LLM



Piensa en ChatGPT como si se tratara de un truco de un mago. Podemos utilizarlo por nuestra cuenta y asombrarnos con sus resultados, pero, a veces, un mago profesional recurre a él para montar un espectáculo. Eso es lo que ocurrió cuando Sam Altman llevó a cenar a un grupo de legisladores estadounidenses antes de testificar ante el Congreso en mayo de 2023 y los maravilló con «fascinantes demostraciones» (según el congresista republicano Mike Johnson) que los mantuvieron «embelesados» (en palabras del congresista demócrata Ted Lieu).6


Aunque sepamos que estamos presenciando un truco de magia, puede parecernos muy real. Hay una razón por la que los magos nunca explican sus trucos: cuando sabemos cómo se hace, la ilusión se desvanece. Empezaremos explicando cómo se lleva a cabo el truco y luego consideraremos qué aspectos de nuestra percepción son los que hacen que nos lo traguemos.


Si queremos explicar cómo funcionan los modelos lingüísticos de gran escala como ChatGPT, es mejor comenzar por los modelos lingüísticos anteriores, mucho más sencillos.7Esta tecnología se remonta a la década de 1940, cuando Claude Shannon, basándose en el trabajo anterior de Andréi Márkov, propuso los primeros modelos lingüísticos de «n-gramas» (en este caso, «n» es un número, y «grama», una palabra).8El más sencillo es el modelo de unigrama (donde «n» es uno): dada una colección de textos (llamada «corpus»), se puede construir un modelo de unigrama contando todas las apariciones de cada palabra en el texto (el, veloz, murciélago, hindú). De este modo, se pueden clasificar las palabras en función de su frecuencia en el corpus.


El siguiente modelo de n-gramas más sencillo es un modelo de bigramas (donde «n» es dos): ahora los cálculos se hacen con pares de palabras adyacentes en el corpus (el veloz, veloz murciélago, murciélago hindú). Mediante un modelo de bigramas podemos conocer la probabilidad relativa de que una palabra vaya seguida de otra. Y eso se aplica a todas las palabras de un vocabulario. Para los modelos de trigramas (donde «n» es tres), las probabilidades se calculan sobre cadenas de tres palabras: para cada secuencia de dos palabras, el modelo proporciona la probabilidad relativa de que cada una de las palabras del vocabulario venga a continuación (el veloz murciélago, veloz murciélago hindú).


Podemos seguir aumentando el valor de «n», pero los modelos acaban siendo muy grandes y difíciles de manejar y se topan con problemas de escasez de datos cada vez mayores: la mayoría de las secuencias posibles de cinco palabras no se encuentran ni siquiera en corpus de muy gran tamaño. Así, si el grupo de palabras el veloz murciélago hindú nunca va seguido de revolotea ni de duerme, no es posible estimar su probabilidad relativa.


Estos sencillos modelos lingüísticos de n-gramas han tenido y tienen muchos usos. Por ejemplo, en los primeros teléfonos móviles, fueron un componente clave del sistema T9 encargado de enviar mensajes de texto. Antes del T9, los lectores más veteranos recordarán que para escribir la palabra love, por ejemplo, había que pulsar la tecla «5» tres veces (para que saliera una L), luego la tecla «6» tres veces, luego la tecla «8» tres veces y, por último, la tecla «3» dos veces. El sistema T9 permitía a los usuarios escribir «5863» y, a continuación, calculaba todas las palabras inglesas que podían formarse a partir de [jkl]-[mno]-[tuv]-[def] y, lo que es más importante, las clasificaba por orden de frecuencia, medida en algún corpus de entrenamiento. Las primeras versiones de este sistema solo utilizaban frecuencias de unigramas (las tablas de frecuencias de bigramas eran demasiado grandes para almacenarlas en el dispositivo), lo que significaba que 4663 siempre acababa siendo good, incluso en un contexto que empezara con I’m going ____, donde home sería la opción más probable.


También se utilizaron modelos simples de n-gramas para clasificar posibles correcciones en algoritmos sencillos de corrección ortográfica y sirvieron como componentes de sistemas de transcripción y traducción automáticas. En estos dos últimos casos, un componente independiente (denominado «modelo acústico» en el primer caso y «modelo de traducción» en el segundo) produce secuencias de palabras candidatas (que pueden corresponder a los sonidos del flujo de audio o a las palabras de la lengua de origen) y, a continuación, se utiliza un modelo lingüístico para clasificar estas candidatas en función de cuál se parece más a las secuencias de palabras del corpus de entrenamiento.


En la literatura sobre lingüística computacional encontrarás muchas y diversas formas de mejorar los modelos lingüísticos básicos de n-gramas, pero la más relevante de todas (y la más reciente) tiene que ver con los llamados modelos lingüísticos «neuronales». Se trata de una clase de algoritmos llamados «redes neuronales». Las redes neuronales son conjuntos de funciones matemáticas denominadas «perceptrones» que reciben varios inputs y realizan un cálculo para determinar el valor del output en función de esos inputs. Los perceptrones están conectados en red, de modo que el output de cada uno puede servir de input a muchos otros, y cada una de esas conexiones está asociada a un «peso», que puede interpretarse como la fuerza de la influencia de cada perceptrón sobre el siguiente de la red. Cuando nos topamos con el término «red neuronal», nuestra primera impresión es que estamos tratando con algo impactante, pero la verdad es que induce a error: se llaman así porque los perceptrones se inspiraron muy vagamente en una idea de la década de 1940 sobre el funcionamiento de las neuronas en el cerebro humano.9


La terminología cuajó, dejando tanto a los profesionales como a los profanos con la impresión de que estos sistemas son análogos a los cerebros biológicos y (¿quién sabe?) podrían incluso ser capaces de crear una consciencia. El término ha sido adoptado en la ciencia ficción al menos desde la década de 1980: el segundo oficial Data, un androide a bordo de la nave Enterprise en Star Trek: La nueva generación, describe su cerebro como una «red neuronal», con un chip de emociones y todo. Pero te recordamos que las afirmaciones extraordinarias requieren pruebas extraordinarias, y quienes deben demostrarlo son aquellos que sugieren que han creado una consciencia artificial. «¿Quién sabe?» no es una respuesta válida, y mucho menos una prueba.


Las redes neuronales, propuestas por primera vez por Warren McCulloch y Walter Pitts en la década de 1940, y utilizadas por primera vez por Frank Rosenblatt a finales de la década de 1950,10no despegaron realmente hasta la década de 2010, cuando tanto la capacidad de computación disponible como los conjuntos de datos eran lo suficientemente grandes para que las redes fueran prácticas y rentables.11Estas aplicaciones prácticas utilizan como input una representación de los datos que hay que procesar (por ejemplo, información sobre los píxeles de una imagen o una secuencia de palabras) y producen como output «etiquetas» para esos datos. Piensa, por ejemplo, en un algoritmo de etiquetado de imágenes, algo que, en la actualidad, ofrecen casi todos los proveedores de servicios de computación en la nube. Cuando cargas una imagen, los píxeles se introducen en la primera capa. La última capa contiene un conjunto de palabras que serían etiquetas probables para los objetos que aparecen en la imagen.


En el caso de los modelos lingüísticos neuronales, la etiqueta de salida es una «predicción» sobre la palabra que vendrá a continuación en la secuencia. Una red neuronal se «entrena» dándole un conjunto inicial (normalmente aleatorio) de pesos en las conexiones entre los perceptrones y comparando de manera repetitiva su resultado con las etiquetas que se han proporcionado en los datos de entrenamiento. Cada vez que el sistema se equivoca, se ajustan ligeramente los pesos de la red para que se acerquen más al resultado correcto. En este sentido, podemos decir que las redes neuronales son un tipo de algoritmo de aprendizaje automático supervisado: para ajustar los pesos de la red, la configuración del entrenamiento necesita una gran cantidad de datos con la respuesta correcta.12En el caso del modelado del lenguaje, la respuesta correcta a la palabra que viene a continuación es simplemente la palabra que viene a continuación en el corpus de entrenamiento. Esto significa que basta con recopilar una gran cantidad de texto sin necesidad de etiquetarlo.


En tecnología lingüística, los modelos neuronales del lenguaje han mejorado muchas aplicaciones, como la transcripción y la traducción automáticas. En comparación con los modelos lingüísticos de n-gramas, manejan la escasez de datos (como tener que clasificar revolotea frente a duerme como posible continuación para el veloz murciélago hindú cuando ninguna de esas palabras aparece en el corpus) con mucha más gracia. Una de las razones es que, en estos modelos, las palabras no se representan por las cadenas de caracteres con las que se escriben, sino por las palabras con las que aparecen simultáneamente. Mediante los llamados embeddings, las palabras similares (como gato, perro, conejo, hámster y otras palabras que se utilizan para designar a mascotas, o correr, saltar, pasear y otras palabras que se usan para nombrar tipos de movimientos) son representadas de modo similar, a pesar de estar escritas de distinta forma. Esto, a su vez, implica que estas palabras contienen una información compartida.


Otra característica importante de los modelos neuronales del lenguaje es que pueden ampliarse utilizando corpus de entrenamiento mucho mayores (y conjuntos de perceptrones mucho más grandes). Uno de los primeros modelos neuronales del lenguaje fue el sistema BERT, desarrollado en Google para el idioma inglés en 2018. Inicialmente, el modelo BERT tenía 340 millones de parámetros (pesos en las conexiones entre perceptrones)13y se entrenó con 3.300 millones de palabras.14No son cifras pequeñas, aunque ahora lo parecen. En julio de 2024, Meta lanzó Llama 3.1, que tiene 405.000 millones de parámetros y se entrenó con más de 15 billones de palabras.15


El siguiente paso que conduciría a la creación de ChatGPT y otros chatbots similares basados en modelos de lenguaje consistió en tomar la tecnología diseñada para la clasificación y darle la vuelta: en lugar de organizar diferentes cadenas según fueran más o menos probables, los modelos de lenguajes generativos están diseñados para, dado un input, elegir una palabra probable, tomar el input inicial más esa palabra y usarlos como el siguiente input, elegir la palabra siguiente probable, y así sucesivamente. Como los corpus de entrenamiento son enormes y los modelos son completos y están inteligentemente diseñados, las secuencias de palabras resultantes parecen desde luego creíbles. También son propensos a captar no solo hechos lingüísticos (perro y gato son palabras que se refieren a tipos similares de cosas; la palabra perros tiene la misma relación con la palabra perro que gatos con gato), sino también muchos otros patrones en la manera en que la gente usa la lengua, incluyendo formas de hablar abiertamente odiosas, así como otras con sesgos sociales sutiles (por ejemplo, si hablamos de astronautas, una palabra neutra en cuanto al género, la imagen que nos viene a la cabeza es de hombres con traje espacial, rara vez será la de una mujer).


Por lo tanto, el último paso es intentar hacer frente a estos prejuicios, así como a la desinformación y los discursos de odio, porque se tiene asumido que crear tecnología que produzca contenidos tóxicos es una mala práctica empresarial. Está demostrado que no existe un corpus de textos libre de prejuicios, ni se puede evitar al cien por cien que aparezcan contenidos sesgados u ofensivos. Pero eso no significa que no se pueda mejorar. Una técnica para hacerlo (y que OpenAI aplicó en el desarrollo de ChatGPT) se llama «aprendizaje por refuerzo a partir de la retroalimentación humana» (RLHF, por sus siglas en inglés). Para que pueda funcionar, se contrata a personas (normalmente de forma precaria y con sueldos bajos) para que valoren los resultados del sistema. Estas valoraciones se utilizan como retroalimentación del sistema, «reforzando» los mejores resultados y rebajando los peores, puliendo así el truco de magia. Después de este paso, la tarea del sistema no se limita a elegir la palabra que tiene más probabilidades de venir a continuación, sino una que probablemente venga a continuación y que, además, cuente con una calificación alta otorgada por un evaluador humano. Cabe mencionar también que el trabajo de esa persona consiste en ver resultados que a menudo son muy traumáticos y etiquetarlos como «malos» o «detestables». Aunque OpenAI y sus homólogos preferirían que el público no prestara atención a estos trabajadores explotados entre bambalinas, en el próximo capítulo volveremos a hablar de la enorme cantidad de mano de obra necesaria para vigilar a estas herramientas.



POR QUÉ PENSAMOS QUE CHATGPT ES «ALGUIEN»



Entonces, si ChatGPT no es más que una aplicación mejorada de autocompletado, ¿por qué hay tanta gente convencida de que «entiende» y «razona»? Para responder a esta pregunta, tendremos que analizar qué significa entender el lenguaje, una actividad que, antes de ChatGPT, casi siempre significaba que estábamos oyendo o viendo el resultado de la expresión de alguna intención comunicativa por parte de otra persona.


No es la primera vez que vemos texto sin intención comunicativa, ni la primera vez que la gente se deja engañar por él. El chatbot ELIZA de Joseph Weizenbaum (del que hemos hablado en el capítulo 1) estaba compuesto por una serie de reglas que emparejaban determinadas palabras clave del input del usuario con otras reglas que definían lo que el sistema respondería.16Por ejemplo, una de estas reglas emparejaba frases con una sola palabra entre los pronombres «you» y «me» (por ejemplo, «you hate me» —«me odias»—) y daba resultados como «Why do you think I hate you?» («¿Por qué crees que te odio?»). Otras reglas buscaban vocabulario específico (por ejemplo, «mother», «madre», y «father», padre) y el sistema emitía frases preestablecidas como «Tell me more about your family» («Háblame más de tu familia»).


Al principio, Weizenbaum creía que con explicar cómo ELIZA producía sus respuestas bastaría para disipar la ilusión de que «entendía» los inputs de los usuarios. También pensó que evitaría que los usuarios empatizaran con el sistema y pensaran que producía respuestas meditadas: sin duda, cuando la gente viera que se trataba de un proceso muy mecánico, comprendería inmediatamente que lo único que hacía era proporcionar texto según una lógica muy básica, y que somos nosotros los que proyectamos sobre él nuestra propia intención comunicativa. Sin embargo, sintió una gran decepción cuando descubrió que no era así.17Otros informáticos, además de la prensa popular, su propia secretaria e incluso psiquiatras profesionales, consideraron que el programa resultaba convincente.


Cuando nos topamos con un discurso, un texto o un signo en una lengua que conocemos, lo interpretamos de manera refleja e inmediata. No podemos evitarlo. En parte precisamente por ser tan inmediato, nos resulta fácil creer que la forma de lenguaje que percibimos (oír una voz, ver una lengua de signos o un texto, o tocar un texto escrito en Braille) alberga en sí misma el significado que hemos interpretado. Pero la investigación en los campos de la lingüística y la psicología demuestra que no es así, sino que utilizamos las palabras y las estructuras sintácticas que percibimos como una pista muy enriquecedora para averiguar lo que la persona que las pronunció podría haber estado intentando que entendiéramos.18Al hacerlo, también utilizamos los puntos en común que tenemos con esa persona, lo que pensamos sobre sus creencias, etc.


Cuando aprendemos nuestra primera lengua es el momento en el que se ve con más claridad cómo la interpretación del lenguaje forma parte de un contexto compartido. Los estudios sobre el desarrollo del lenguaje en bebés y niños pequeños demuestran que los bebés no aprenden un idioma únicamente a través de la exposición pasiva (como la televisión o la radio), aunque esos programas estén diseñados específicamente para niños pequeños.19En cambio, lo que es fundamental es la atención conjunta del niño y el cuidador, es decir, que ambos estén prestando atención a lo mismo y sean mutuamente conscientes de ese hecho. Esa atención conjunta favorece la «intersubjetividad», es decir, la experiencia de estar en sintonía con la mente de otra persona.20Gracias a este estado de intersubjetividad, el niño que está aprendiendo un idioma recibe multitud de señales que le muestran cuál es la intención comunicativa del cuidador y, por lo tanto, puede llegar a comprender a qué conceptos se refieren los distintos fragmentos del lenguaje que escucha a partir de conjeturas sobre la intención comunicativa que subyace a los enunciados completos.


Aunque el uso más básico y fundamental del lenguaje es la comunicación cara a cara, una vez que hemos asimilado un sistema lingüístico, podemos utilizarlo para comprender construcciones lingüísticas incluso en ausencia de concurrencia, es decir, a distancia en el espacio e incluso en el tiempo. Pero seguimos imaginándonos la mente que hay detrás del texto, construimos un modelo de puntos en común con el autor y tratamos de adivinar lo que este podría haber querido comunicarnos mediante las palabras.


Uno de los problemas a los que nos enfrentamos es que los modelos lingüísticos carecen de la subjetividad necesaria para que surja la intersubjetividad. A pesar de las frecuentes afirmaciones de los investigadores de IA, estos modelos no aprenden «igual que los niños».21Crear un modelo sobre cómo se distribuyen las palabras en un texto no nos dice nada sobre su significado ni nos permite deducir cuál es la intención comunicativa. Por esa razón, el mérito de los modelos lingüísticos no es más que contar con una amplísima información sobre qué conjuntos de palabras son similares y qué palabras es probable que aparezcan en qué contextos. Aunque el modelo es incapaz de comprender, eso basta para producir textos sintéticos plausibles sobre casi cualquier tema imaginable, lo cual resulta bastante peligroso. Podemos, por ejemplo, encontrarnos con un texto que se parezca a lo que podría haber dicho una persona e interpretarlo reflexivamente, mediante nuestro proceso habitual de imaginar que existe una mente detrás del texto. Pero es tan solo una ilusión, y tenemos que esforzarnos por dejar de imaginarnos que detrás de ese texto existe una mente.


Por eso precisamente nos gusta llamar a los modelos lingüísticos como ChatGPT «máquinas extrusoras de textos sintéticos». Al igual que ocurre con la fabricación industrial de plástico, los corpus lingüísticos son forzados a pasar a través de una complicada maquinaria para elaborar un producto que se parece al lenguaje comunicativo, pero que carece de intención y no ha sido creado por una mente pensante.


La forma en que nuestra mente procesa el lenguaje es muy diferente de la forma en que procesamos los resultados de modelos de generación de imágenes a partir de texto como Midjourney y DALL-E. Estas máquinas comparten muchas propiedades con las máquinas de texto sintético: su función se basa en el robo masivo de datos y el derroche de energía, es fácil dejarse impresionar por ellas y se utilizan para amenazar la subsistencia de las personas. La diferencia es que nadie sugiere que sean sintientes: podemos interpretar sus resultados (imágenes) sin necesidad de imaginar que hay una mente que selecciona símbolos para tratar de comunicarse con nosotros.22


Confundir nuestra capacidad de interpretar el texto producido por ordenadores como un pensamiento, comprensión o incluso sintiencia del ordenador es peligroso en muchos niveles. En cuanto a la interacción individual, si no nos centramos claramente en quién está creando el significado (solo nosotros, como comunicadores humanos), corremos el riesgo de ser engañados por el output del sistema, de confiar en información poco fiable y, en último término, de difundirla. En un nivel más sistémico, existen riesgos para el ecosistema de la información, un tema que analizaremos con más detalle en el capítulo 7, así como un serio riesgo de deshumanización. En la siguiente sección te explicamos este último punto.



QUÉ SIGNIFICA SER HUMANO



Cuando quieren rebatir el argumento de que las máquinas extrusoras de textos sintéticos no pueden compararse a los humanos, algunos entusiastas de la IA recurren a una estrategia insidiosa: devaluar lo que significa ser humano.23En diciembre de 2022, en respuesta a las críticas al recién lanzado ChatGPT, el director ejecutivo de OpenAI, Sam Altman, tuiteó lo siguiente: «Soy un loro estocástico, y tú también».24Se refería a un artículo del que Emily es coautora, titulado «On the Dangers of Stochastic Parrots: Can Language Models Be Too Big? 🦜». Fue precisamente en este artículo donde nació la expresión «loros estocásticos», que Emily y sus coautores utilizaron para dejar claro que los modelos lingüísticos solo manipulan la forma del lenguaje, sin comprensión ni intención comunicativa. Con su tuit, Altman sugiere que los humanos también somos poco más que máquinas que concatenan cadenas. En otras palabras, no es importante distinguir entre nosotros y las máquinas que se limitan a enlazar cadenas de caracteres, porque somos de la misma clase. Pero para Altman y para muchos otros, no se trata de una cuestión de clase, sino de escala. Según los que están a favor de esta opinión, cuando tengamos modelos lingüísticos lo suficientemente grandes, serán funcionalmente indistinguibles de los humanos.


Una de las características del bombo de la IA es que reduce la condición humana a la capacidad de computar, cuantificar y racionalizar. Si no somos más que versiones orgánicas de computadoras, deberíamos interactuar con estos sistemas de software como si fueran formas de vida basadas en el silicio, ya sean amigas o enemigas. Si damos por bueno este argumento, los humanos somos poco más que los productos que creamos y los modos en que interactuamos con nuestro entorno, con la gente y con la producción escrita y visual. Si aceptamos eso, la consciencia puede juzgarse por su manifestación en fenómenos que ocurren fuera de la mente.


Pensar que el ser humano es un tipo de máquina tiene implicaciones de gran alcance para el campo de la informática y para la promoción de la IA. Weizenbaum se opuso frontalmente a esta concepción del ser humano. A este respecto, Ben Tarnoff, escritor especializado en tecnología y cofundador de Logic Magazine, escribió en The Guardian:


[Weizenbaum creía que los ordenadores] han limitado nuestra humanidad en lugar de hacerla más grande, incitando a las personas a creer que somos poco más que máquinas. Al cederles tantas decisiones a los ordenadores [...] hemos creado un mundo más desigual y menos racional, en el que la riqueza de la razón humana ha quedado desfigurada en las rutinas sin sentido del código.25


Weizenbaum creía que este impulso reforzaba el control de las instituciones poderosas sobre la sociedad, incluidos el Ejército, el Gobierno y las empresas. A diferencia de los predecesores de Altman que aseguraban que la IA podría ser un tipo de tecnología democratizadora, él sostenía todo lo contrario: que la informática reducía a las personas y sus experiencias a simples datos, en lugar de verlos como seres relacionales y plenamente dimensionales.


No obstante, si bien los entusiastas de la IA llevan mucho tiempo devaluando lo que significa ser humano, las críticas más agudas y claras son las presentadas por académicos y activistas racializados, pobres, queer y discapacitados.26Estos son los grupos que siempre han sido excluidos de manera deliberada de la categoría «humano», pero muy a menudo es precisamente su experiencia la que más se necesita, ya se trate de informáticas como Joy Buolamwini y Timnit Gebru, que aseguran que los sistemas de «inteligencia artificial» no pueden «ver» la piel oscura, o de cómo los cuerpos transgénero no son tolerados en los controles de seguridad de los aeropuertos y son apartados para sufrir registros físicos, como denuncia la investigadora en diseño Sasha Costanza-Chock.


La devaluación de lo que significa ser humano es evidente no solo en la aplicación de estas tecnologías, sino en su propia conceptualización. Los métodos para definir y medir la inteligencia han sido más que cómplices de este proyecto; de hecho, fueron diseñados específicamente para ello.



LOS CUESTIONABLES ORÍGENES DEL CONCEPTO DE INTELIGENCIA GENERAL



A pesar de que mucha gente afirma que las máquinas pueden alcanzar algún día un nivel avanzado de «inteligencia general», no existe consenso sobre la definición de este concepto. (OpenAI ha eludido la cuestión sugiriendo que permitirá a su consejo decidir cuándo sus algoritmos han alcanzado una inteligencia artificial general).27Pero el proyecto de identificar la inteligencia general es intrínsecamente racista y capacitista, lo que hace que el objetivo de desarrollar una inteligencia artificial general sea, en el mejor de los casos, temerario, y en el peor, engañoso y peligroso.


En el documento «Sparks» de Microsoft encontrarás una definición preliminar de lo que se entiende por inteligencia general. Verás que no hace ninguna referencia a campos que puedan tener algo que decir al respecto, como la psicología o la neurociencia cognitiva. A pesar de ser un documento en el que se afirma que ciertos modelos estadísticos han mostrado indicios de «inteligencia artificial general», no nos ofrece una definición bien fundamentada de cuáles son los componentes que deben caracterizar a la inteligencia general. En una versión anterior del artículo, los autores citaban un editorial de The Wall Street Journal de 1994 firmado por cincuenta y dos psicólogos que proponía esta definición: «El grupo de consenso definió la inteligencia como una capacidad mental muy general que, entre otras cosas, implica la capacidad de razonar, planificar, resolver problemas, pensar en abstracto, comprender ideas complejas, aprender con rapidez y aprender de la experiencia».28


Esta carta, redactada por Linda S. Gottfredson, profesora de psicología de la Universidad de Delaware, pretendía ser una representación de la opinión mayoritaria de la psicología profesional sobre la cuestión de la inteligencia y su medición. La declaración se escribió como defensa del libro de Richard Herrnstein y Charles Murray, The Bell Curve, publicado en 1994. Entre otras cosas, los autores explican que hay diferencias significativas entre la inteligencia innata de los distintos grupos raciales, y que esas diferencias se deben sobre todo a la genética. Se considera que las personas blancas son el nivel básico, las negras el más bajo y las latinas se sitúan entre ambos. En su carta, Gottfredson coincide con Herrnstein y Murray, afirmando que «Las curvas de campana de algunos grupos (judíos y asiáticos orientales) están centradas algo más arriba que las de los blancos en general. Las de otros grupos (negros [sic] e hispanos) se sitúan algo más abajo que los blancos no hispanos». Continúa diciendo que «en la creación de diferencias entre los cocientes intelectuales (CI) de los individuos, la genética desempeña un papel más importante que el entorno» y que «los CI se estabilizan gradualmente durante la infancia [...] y no suelen cambiar mucho a partir de entonces». Además, afirma que «los jóvenes negros de 17 años obtienen, de media, resultados más parecidos a los de los jóvenes blancos de 13 años en lectura, matemáticas y ciencias, con los hispanos situándose entre ambas medias».29


Estas afirmaciones sobre las jerarquías inherentes a la inteligencia racial no son nuevas, y existe una larga y siniestra historia de estudios sobre la «inteligencia general». No se trata de «conocimientos prohibidos», como aseguran Murray y sus defensores; son justificaciones del racismo tan antiguas como el Estado occidental moderno y el capitalismo.30Tanto la medición de la inteligencia (es decir, los test de CI) como el concepto de inteligencia general son protagonistas esenciales de esta sórdida historia. Bubeck y sus colegas no tenían otra fuente que citar para definir la inteligencia. Los debates sobre la inteligencia, ya se trate de personas o de máquinas, son siempre ciencia racial.


Los test de CI (o «cociente intelectual») se basan en el trabajo de Alfred Binet, psicólogo francés de principios del siglo XX, cuya intención era evaluar qué alumnos podían necesitar ayuda adicional en el aula.31Sin embargo, Binet se oponía a reducir algo como la inteligencia a una sola cifra, ya que el concepto es demasiado complejo para ser expresado en una métrica. Hasta que el trabajo de Binet no llegó a Estados Unidos, los psicólogos no lo utilizaron para justificar la adopción de una medida única e innata de la inteligencia. Un trío de científicos eugenistas (Henry Goddard, Lewis Terman y Robert Yerkes) cogieron la escala de Binet y la utilizaron para poblaciones de adultos. Durante la Primera Guerra Mundial, Yerkes sometió a 1,75 millones de soldados del ejército estadounidense al nuevo test de CI «Stanford-Binet», llamado así por las modificaciones que Terman aplicó al test original en la Universidad Stanford.32El propio test se basaba en el conocimiento de las normas culturales de quienes se habían criado en Estados Unidos, y para realizarlo hacía falta comprensión lectora y auditiva del inglés, algo que muchos inmigrantes recientes no poseían. En los test de CI modernos sigue existiendo este sesgo hacia las normas de la clase media blanca estadounidense.


Yerkes utilizó los resultados de la prueba defectuosa para justificar la existencia de una jerarquía racial explícita que situaba a los blancos «nórdicos» en la cima; los eslavos y las personas «más oscuras» del sur de Europa, como rusos, italianos y polacos, por debajo; y las personas negras en la parte inferior. Su teoría se basaba explícitamente en la herencia. Yerkes afirmaba que, en los test, las personas negras de piel más clara obtenían puntuaciones más altas. Gottfredson le ha dado credibilidad afirmando que el hecho de que algunas personas negras obtengan puntuaciones más altas en los test de CI puede atribuirse en parte a las distintas «mezclas» de sangre blanca que poseen las personas negras en Estados Unidos.33


En defensa de Bubeck, hay que decir que cuando le notificamos el contexto y el contenido de la carta de Gottfredson, sus coautores y él borraron rápidamente del artículo la cita y la definición asociada. Pero esto no elimina las raíces racistas del proyecto de inteligencia general. La inteligencia general es imposible de medir, pero aun así se ha utilizado para justificar la desigualdad racial, de género y de clase durante más de un siglo. El paradigma que asegura que los sistemas de «IA» poseen una «inteligencia similar a la humana» o pueden alcanzar una «superinteligencia» que supere a la humana se basa en esta misma concepción de la «inteligencia» como una cualidad mensurable bajo la que se puede clasificar a las personas (y a las máquinas).



INTELIGENCIA ARTIFICIAL GENERAL Y LA EUGENESIA MODERNA



Por desgracia, el objetivo de crear una inteligencia artificial general no es solo un proyecto hipotético confinado a los artículos científicos. Se invierte dinero en ella, en gran parte procedente de inversores de capital riesgo. Puede que se trate simplemente de inversores que siguen la moda, pero también hay una serie de personas que creen sinceramente en la inteligencia artificial general, y a algunos de ellos les sobra el dinero. Estos multimillonarios ideológicos (entre ellos Elon Musk y Marc Andreessen) están colaborando en diferentes proyectos de inteligencia artificial general y apoyando financieramente, cuando no haciendo proselitismo, una eugenesia moderna. Todo ello, aunque trate de ocultarse tras una fachada de progreso tecnológico, se fundamenta en una política conservadora, una obsesión con las políticas a favor de la natalidad y un ataque de la derecha al multiculturalismo y la diversidad.


La mayoría de la gente asocia la eugenesia con algunas de las atrocidades más horribles cometidas durante el siglo XX, como el Holocausto y el empeño del régimen nazi en fomentar «buenas» familias arias mientras se eliminaba a judíos, discapacitados y otras personas que el Tercer Reich consideraba indeseables. Sin embargo, la eugenesia moderna tiene sus orígenes en el colonialismo francés e inglés del siglo XIX y en la Revolución Industrial.34Thomas Malthus, famoso economista del siglo XIX, sugirió que, si las tasas de natalidad no se controlaban en el Reino Unido, la falta de alimentos, vivienda y otras necesidades tendría consecuencias nefastas para todos. Según su opinión, había que reducir las tasas de natalidad y disuadir a la gente de tener hijos. Esto es lo que se llamaría eugenesia «negativa»: prohibir a ciertos tipos de personas casarse y tener hijos, e imponerles la esterilización. La eugenesia «positiva», en cambio, consiste en promover el nacimiento de un determinado tipo de personas. En la práctica, las políticas eugenésicas se han centrado sobre todo en las minorías raciales o religiosas, los emigrantes del mundo mayoritario, los discapacitados y otras personas odiadas por las clases que gozan de poder.


Aunque muchos piensan que la eugenesia es una parte terrible de la historia, Silicon Valley tiene profundas y perdurables conexiones con el pensamiento eugenista. El primer presidente de la Universidad Stanford, David Jordan Starr, fue un beligerante defensor de la eugenesia que reclutó a pensadores que compartían sus ideas para que ocuparan cátedras importantes dentro de la universidad, entre ellos Lewis Terman.35Este último fue el creador del test de CI Stanford-Binet, que se trataba de una adaptación del test original de Binet cuyo objetivo era promover jerarquías raciales que situaban a los blancos en lo más alto.36Hoy en día, los peces gordos de Silicon Valley han respaldado y apoyado financieramente, a veces con gran profusión, a veces en silencio, a pensadores eugenistas y políticos de extrema derecha. Son los mismos que tienen la capacidad y el poder de hacer triunfar o fracasar a los recién llegados en el saturado mercado de la inteligencia artificial.


El propietario de Tesla y X/Twitter, Elon Musk, ha repetido frases eugenistas habituales sobre las tendencias demográficas: en particular, afirma que no hay suficientes personas y que los humanos (en particular los humanos «correctos») deberían tener más hijos. En agosto de 2022, Musk tuiteó lo siguiente: «El colapso de la población debido a las bajas tasas de natalidad es un riesgo mucho mayor para la civilización que el calentamiento global».37El propio Musk ha sugerido que está contribuyendo al proyecto de aumentar la población, ya que ha engendrado al menos diez hijos (que sepamos). Este sudafricano blanco, hijo de un minero de esmeraldas, ha señalado que «la riqueza, la educación y el hecho de ser laico son indicativos de una baja tasa de natalidad», con lo cual es menos probable que las personas que él considera «exitosas» tengan hijos, a pesar de que su preferencia sería un proyecto eugenésico positivo que favoreciera que estas personas tuvieran más descendencia.38


Marc Andreessen, fundador de la importante empresa de capital riesgo Andreessen Horowitz, se hizo eco de la preocupación de Musk en el pódcast de Joe Rogan, el favorito de la extrema derecha: «Ahora mismo hay un movimiento en marcha entre las élites de nuestro país que, básicamente, dice que tener hijos es una mala idea [...] debido al clima». Andreessen se opuso a esta idea, sugiriendo que las élites de las «sociedades desarrolladas» deberían tener más hijos.39En una larga y farragosa entrada de blog publicada en octubre de 2023 y titulada «The Techno-Optimist Manifesto», Andreessen dio su opinión sobre las palabras de Musk, sugiriendo que el «crecimiento» dependía del aumento de la tasa de natalidad:


Solo hay tres fuentes de crecimiento: el crecimiento de la población, la utilización de los recursos naturales y la tecnología. Las sociedades desarrolladas de todo el mundo y de todas las culturas están perdiendo población; es posible que la población humana total ya esté disminuyendo. [...] Nuestros enemigos son la desaceleración, el decrecimiento y la despoblación, es decir, el deseo nihilista, tan de moda entre nuestras élites, de que haya menos gente, menos energía y más sufrimiento y muerte.40


Intentar alarmar a la población diciendo que las «sociedades desarrolladas» se están «despoblando» es una forma disimulada de decir que «los países blancos y occidentales no están trayendo al mundo suficientes bebés». El «tecnoptimismo» de Andreessen encajaría a la perfección en un proyecto eugenésico positivo.


Musk y Andreessen están más que encantados de apoyar a quienes hacen afirmaciones claramente eugenésicas. Jamelle Bouie, periodista de TheNew YorkTimes, ha escrito sobre su apoyo económico a Richard Hanania, un politólogo de derechas que ha dicho con rotundidad que está a favor de la esterilización de las personas con bajo cociente intelectual y ha advertido contra la «mezcla de razas».41


Ambos hombres son grandes inversores en el campo de la IA. Musk fue uno de los primeros inversores en OpenAI y formó parte de su junta directiva. Una de las principales áreas de inversión de Tesla ha sido en el desarrollo de la IA, pensando, sobre todo, en sus vehículos autónomos. En diciembre de 2023, xAI, la empresa emergente de IA propiedad de Musk, lanzó un modelo de lenguaje llamado Grok, que se ha integrado en X/Twitter.42Andreessen Horowitz ha invertido miles de millones en empresas de software que pretenden integrar la IA en sus sistemas actuales, y se encuentra entre los principales inversores en el sector de la IA generativa.43


Musk y Andreessen creen que, en el tema de la inteligencia artificial general, estamos muy cerca de ser testigos de un gran cambio. Curiosamente, también creen que, si desarrollamos mal la IA generativa, la humanidad podría desaparecer. Esa creencia recibe el nombre de «riesgo existencial». Se podría pensar que invertir miles de millones en la investigación de la IA y creer al mismo tiempo que esa tecnología puede suponer el fin de la humanidad son cosas incompatibles. Y así es. Pero hablaremos de ello en el capítulo 6.



¿QUÉ ES LO QUE GANAN?



Volviendo a la pregunta que planteamos al inicio de este capítulo, ¿por qué tantas personas implicadas en la creación y venta de modelos de lenguaje de gran escala se creen que son sintientes? ¿Y por qué una buena parte de esas mismas personas dedican tanto tiempo a advertir al mundo sobre el «riesgo existencial» que supone la «superinteligencia» mientras invierten grandes sumas de dinero en ella?


Básicamente, las afirmaciones sobre la consciencia y la sintiencia son una táctica para vender la IA. Da la impresión de que la mayoría de los que trabajan en este campo buscan crear sistemas que se parezcan a la inteligencia humana para así poder destacar en un mercado que está ya muy saturado. Este mercado es un mundo muy pequeño: los investigadores y fundadores se mueven sin problemas entre algunos de los principales actores tecnológicos, como Microsoft, Google y Meta, o fundan empresas de IA que reciben millones en capital riesgo y cuya financiación inicial procede de las grandes tecnológicas. Por ejemplo, en 2022, veinticuatro investigadores de Google dimitieron para unirse a empresas emergentes de IA (mientras que una de nosotras, Alex, se marchó para trabajar en una organización de investigación sin ánimo de lucro).44Otro dato importante es que, según datos de Pitchbook, solo en 2023 se desembolsaron 41.500 millones de dólares en acuerdos de capital riesgo a empresas de IA generativa. Según las estimaciones actuales, los beneficios han debido de ser enormes. Ese año, McKinsey sugirió que, en poco tiempo, la IA generativa podría añadir «hasta 4,4 billones de dólares» anuales a la economía mundial.45Es evidente que los cálculos de este tipo son un elemento publicitario más, pero las empresas de capital riesgo no parecen creer que este hecho deba frenar la prisa por invertir en estas herramientas.


Este hype se apoya en diversos clichés sobre la inteligencia artificial: máquinas sintientes a las que hay que conceder derechos robóticos o superinteligencias similares a las de Matrix que suponen una amenaza para los humanos. Esto tiene implicaciones que van más allá de la circulación de fondos entre sociedades de capital riesgo y otros inversores, sobre todo porque se está diciendo a la gente corriente que puede perder su trabajo. En el próximo capítulo nos centraremos en el ámbito laboral y veremos cómo se utilizan (bien y mal) las máquinas generadoras de contenidos sintéticos en el lugar de trabajo.
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