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Praise for Heart of the Machine

“Yonck is a sure-footed guide and is not without a sense of humor . . . [He] provides a compelling and thorough history of the interaction between our emotional lives and our technology.”

—Ray Kurzweil, The New York Times Book Review

“A fascinating, and sometimes disturbing, look at a rapidly approaching future where smart machines understand and manipulate our emotions—and ultimately bond with us in ways that blur the line between ourselves and our technology.”

—Martin Ford, New York Times bestselling author of Rise of the 
Robots: Technology and the Threat of a Jobless Future

“Richard Yonck’s Heart of the Machine is a fascinating speculation on the near- and far-term significance of emotions for user interfaces, machine-mediated communication between humans, and what technology and humans may become.”

—Vernor Vinge, computer scientist and Hugo Award–winning 
author of Rainbows End

“Your world is about to change in shocking and amazing ways. The line between machines and humanity is blurring giving us a strange and beautiful tomorrow. Yonck takes us on a journey through this world from the science and technology of today and into the possibilities and perils that lay just over the horizon. If you want to catch a glimpse of the future open this book.”

—Brian David Johnson, former chief futurist at Intel 
and founder of the 21st Century Robot Project

“[Yonck] makes a compelling argument for why affective computing (technology that can read, interpret, replicate, and experience emotions and use those abilities to influence us) is the key to AI and the heart of how we will work with computers. . . . An engaging read.”

—Library Journal

“Very important for any decision-maker and a must-read for corporations for planning their road map. It is also recommended to everyone who is curious enough to understand the future. Even the very near future.”

—Yoram Levanon, chief science officer at 
Beyond Verbal Communication, Ltd.

“How we interact with technology is changing: it is becoming more relational and conversational. Yonck makes a very strong case why our devices and advanced AI systems need to have emotional intelligence, specifically the ability to sense human emotions and adapt accordingly. This book highlights key considerations both for academic researchers as well as business leaders looking for commercial applications of AI.”

—Rana el Kaliouby, cofounder and CEO of Affectiva

“By using the futurist’s most valuable communications tool—the scenario—to introduce his chapters, Yonck moves between anecdotes from research in affective computing and AI/robotics to speculative scenarios, all with the even hand of a skilled storyteller.”

—Cynthia G. Wagner, consulting editor at Foresight Signals, 
former editor of The Futurist magazine
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For the many teachers who have educated,
enlightened, and inspired me across the years.
Beginning with the very first—my Mum and Dad.


FOREWORD

BY RANA EL KALIOUBY, PHD

Why is it crucial for our devices to understand how we feel? If technology could understand us in the same way that people understand one another, what would that mean for our future? How might emotionally aware technologies change the ways we interact with our world and ultimately connect with the people in our lives?

These are some of the profound questions addressed in Heart of the Machine by Richard Yonck. Today, so much of our lives takes place in a digital realm. Technology and the online world have come to play critical roles in our society, helping us improve the way we work, communicate, and connect. This is particularly true of artificial intelligence, which has reached an inflection point: it’s increasingly acting on our behalf and taking on roles traditionally held by people. That impact goes beyond just technical advancements, having implications for new societal norms and relationships between people and technology.

But as AI increasingly touches every aspect of our lives, it’s become clear that something is missing from the equation. AI has a lot of IQ but no EQ, no emotional intelligence—and that’s an issue. Emotion is such an important part of who we are, of what makes us people, and yet for all that AI and machine learning can do, most of our devices are incapable of interacting with us in a way that takes our humanity into account. Until very recently, it wasn’t possible for them to know when we were happy or frustrated or bored, and without that consideration, AI can’t deliver on its full potential.

That is why artificial emotional intelligence, also known as affective computing or Emotion AI, is an essential area of development that will only become more critical in the years to come. A group of technologies that can read and respond to our emotional states, this field is well on its way to transforming how we engage with our computers, our cars, our smartphones and so much more. And it’s not just about understanding the words we say—in fact, only a small percentage of emotional expression comes through the meaning of our spoken words. It’s about tapping into nonverbal cues and communications like facial expressions, vocal intonations, and other gestures that convey so much more than words alone ever could.

Just imagine being cut off from all emotional input and expression when you spoke with someone, whether it was a colleague, a family member, or a friend. How much of what each of you was trying to communicate would be lost? We take so much of this for granted, but without it, it’s easy to see how misunderstandings and frustrations can grow. In many ways, that’s how it is when we work and play with our devices. Because machines cannot truly understand us—what excites us, what makes us tick, what our needs may be in a given moment—our interactions with technology are often superficial, transactional, and even ineffective. That won’t change unless technology can relate to us like a trusted family member, friend, or coworker would.

Having worked in the field of affective computing ever since I was pursuing my doctorate and throughout my career, I’ve seen it grow and develop at a stunning pace. As cofounder and CEO of Affectiva, one of the leaders in this industry, I’m still amazed at how far we’ve come in the past ten years alone. It makes me very hopeful for what we can achieve during the next decade, and the decades after that.

That’s the crux of why Yonck’s Heart of the Machine is so important. It draws the reader in by exploring the nature of emotion and its role in our lives, before recounting the early days of affective computing, which I remember so well.

But the book’s exploration of how these technologies will develop and what they could become is what’s truly exciting. As a futurist, Yonck has researched and written about emerging technologies and their implications for many years. In this book, he considers Emotion AI from many different perspectives and across many different applications and business sectors, recognizing that nearly every aspect of our lives could eventually be touched by these developments. Supplementing this with fictional future narratives, Yonck transports us to a time when Emotion AI will be much more prevalent, much more a part of our everyday lives.

It’s exciting to contemplate how emotion-aware devices could develop in the years ahead. But for me, the most thrilling part of this journey is that we’re building a world in which our systems, our technologies, our devices are that much more about our human needs. By giving technology the capacity to be more human-centric, we can hopefully ensure that, in a future where we’re surrounded by AI, we put the human before the artificial. That’s something I know we can all feel good about.


PREFACE

TO THE PAPERBACK EDITION

Are you ready for the emotion economy? Nearly a decade ago, when I began writing and speaking about affective computing and emotion AI—computers and devices that can interact with our emotions—very few people outside of the field had ever heard of it. Commercial applications were just beginning to be explored, and for many people it felt like science fiction or at best a very niche subject, with limited real-world applications.

Today, with the paperback edition of this book, the notion of a world filled with emotionally aware devices is considerably less farfetched. As I’ve frequently pointed out, this change is due at least in part to two relentless trends. The first, Moore’s Law, has continually, consistently escalated computer processing power for more than half a century, even as it has reduced the price and size of all forms of computing.

The second trend is not a law but rather the result of human nature: throughout the twentieth century we have routinely applied the gains in computer power to design and build user interfaces that are increasingly “human.” That is to say, we keep building new ways of controlling devices that work more on our terms rather than the other way around. Today, we regularly use what are known as natural user interfaces—touchscreens, voice commands, facial recognition, gesture sensing—as methods for controlling our devices. It’s a logical progression that makes our technologies more intuitive and easier to operate.

With the development of emotion sensing, we find ourselves entering a new era in which our personal devices, as well as aspects of our environment, will have the ability to be aware of us at an entirely different level. We’ve started to add this capability to our devices because emotion is such a critical aspect of the human condition. It is a direct expression of who we are and how we’re feeling at any given moment. Emotion recognition is potentially so powerful because it offers a window into our state of mind, our needs, our motivations. It allows technology to connect with us as never before.

This is often the point in the conversation where someone says technology is somehow stealing away our humanity and that we’re becoming too much like our machines, but I beg to differ. Technology isn’t making us behave more like our machines; we’re making our technologies act more like us.

Which brings us to the developing emotion economy. Affective computing is still in its early days, but it is growing and developing exponentially, as so many computer-enabled technologies do. The recurring doubling of processing power and capability identified by Moore’s Law will continue, leading to uses and applications we once could only dream of. Medical systems that monitor a patient’s anxiety levels. Courseware that changes according to the degree of frustration or boredom a student is experiencing. Self-driving cars that recognize when a passenger is having a medical emergency. From healthcare to automobiles to marketing and customer experience to education and training, nearly every industry and field will be impacted by technologies that can detect and respond to emotions, because anything that involves people invariably involves emotion as well. We’ve just never had the means of controlling and interacting with our tools in this way.

The applicability of emotion AI to nearly any field and situation will drive enormous innovation. By its nature, emotion is multimodal, which means it can be perceived using many different approaches. Implementation of emotion AI will consequently be multifaceted, leading to an ever-expanding range of products and services that will make use of and manage its capabilities. The new hardware and software that enable emotion AI will inevitably lead to the establishment of new standards and protocols that support and give rise to still further innovation, much as we saw during the early stages of the personal computing era. The infrastructure that will come from the rise of further innovations will make possible still more technological advances that in time will lead to a vast ecosystem of tools that can respond to and interact with our emotions. From that point, there’s no telling where all of the new capabilities might take us. From digital assistants that anticipate our needs to devices that can help manage social anxiety and post-traumatic stress disorder to social media that allow people to share their innermost feelings, the emotion economy will be driven by our most basic and most human forms of expression and communication.

Of course, there’s no guarantee these technologies will always serve our best interests. While emotion AI may lead to all manner of insight and actualization, it also has the capacity to be used to our detriment. Since technology is for the most part neutral, it is up to each of us whether it is applied for good or ill. We must try to anticipate any potential negative repercussions in order to build in safeguards during the early stages, not just for affective computing, but for all developing technologies.

The world of tomorrow will be vastly different from the one we currently live in. At the same time, many aspects—our hopes, our dreams, our values—will remain for the most part the same. It’s evident that our lives today, whether at we’re work, with our families, out shopping, or being entertained, have been utterly transformed from what they were fifty years ago. Imagine, then, what changes are likely in the years and decades ahead because of new technologies like emotion AI.


INTRODUCTION

Emotion. It’s as central to who you are as your body and your intellect. While most of us know emotion when we see or experience it, many questions remain about what it is, how it functions, and even why it exists in the first place. What’s known for certain is that without it, you would not be the person you are today.

Now we find ourselves entering an astonishing new era, an era in which we are beginning to imbue our technologies with the ability to read, interpret, replicate, and potentially even experience emotions themselves. This is being made possible by a relatively new branch of artificial intelligence known as affective computing. A powerful and remarkable technology, affective computing is destined to transform our lives and our world over the coming decades.

To some this may all sound like science fiction, while to others it is simply another example of the relentless march of progress. Either way, we are growing closer to our technology than ever before. Ultimately this will lead to our devices becoming our assistants, our friends and companions, and, yes, possibly even our lovers. In the course of it all, we may even see the dream (or nightmare) of truly intelligent machines come true.

From the moment culture and toolmaking began, the history and evolution of humanity and technology have been deeply intertwined. Neither humans nor machines would be anywhere close to what we are today without the immediate and ongoing aid of the other. This is an inextricable trend that, with luck, will continue for our world’s remaining lifespan and beyond.

This technological evolution is being driven by social and economic forces that mimic some of the processes of natural selection, though certainly not all of them.1 In an effort to attain competitive advantage, humans use technologies (including machines, institutions, and culture). In turn, these pass through a series of filters that determine a given technology’s fitness within its overall environment. That environment, which blends society’s physical, social, economic, and political realities, decides the success of each new development, even as it is modified and supported by every further advance.

Though natural and technological evolution share some similarities, one way they differ is in the exponential nature of technological change. While biology evolves at a relatively steady, linear pace that is dictated by factors such as metabolism, replication rates, and the frequency of nucleotide mutation, technological evolution functions within multiple positive feedback loops that actually accelerate its development.2 Though this acceleration is not completely constant and typically levels off for any single domain or paradigm, over time and across the entire technological landscape, the trend results in a net positive increase in knowledge and capabilities. Because of this, technology and all it makes possible advance at an ever-increasing exponential rate, far outpacing the changes seen in the biological world over the same period.3

One of the consequences of all of this progress is that it generates a need to create increasingly sophisticated user interfaces that allow us to control and interact with our many new devices and technologies. This is certainly borne out in my own experience developing interfaces for computer applications over many years. As technology theorist Brenda Laurel observed, “The greater the difference between the two entities, the greater the need for a well-designed interface.”4 As a result, one ongoing trend is that we continue to develop interfaces that are increasingly “natural” to use, integrating them ever more closely with our lives and our bodies, our hearts, and our minds.

Heart of the Machine is about some of the newest of these natural interfaces. Affective computing integrates computer science, artificial intelligence, robotics, cognitive science, psychology, biometrics, and much more in order to allow us to communicate and interact with computers, robots, and other technologies via our feelings. These systems are being designed to read, interpret, replicate, and potentially even influence human emotions. Already some of these applications have moved out of the lab and into commercial use. All of this marks a new era, one in which we’re seeing the digitization of affect—a term psychologists and cognitive scientists use to refer to the display of emotion.

While this is a very significant step in our increasingly high-tech world, it isn’t an entirely unanticipated one. As you’ll see, this is a development that makes perfect sense in terms of our ongoing, evolving relationship with technology. At the same time, it’s bringing about a shift in that relationship that will have tremendous repercussions for both man and machine. The path it takes us down is far from certain. The world it could lead to may be a better place, or it might be a far worse one. Will these developments yield systems that anticipate and fulfill our every need before we’re even aware of them? Or will they give rise to machines that can be used to stealthily manipulate us as individuals, perhaps even en masse? Either way, it’s in our best interests to explore the possible futures this technology could bring about while we still have time to influence how these will ultimately manifest.

In the course of this book, multiple perspectives will be taken at different points. This is entirely intentional. When exploring the future, recognizing that it can’t truly be known or predicted is critical. One of the best ways of addressing this is to explore numerous possible future scenarios and, within reason, prepare for each. This means not only considering what happens if the technology develops as planned or not, but also whether people will embrace it or resist it. It means anticipating the short-, mid-, and long-term repercussions that may arise from it, including what would otherwise be unforeseen consequences. This futurist’s view can help us to prepare for a range of eventualities, taking a proactive approach in directing how our future develops.

Heart of the Machine is divided into three sections. The first, “The Road to Affective Computing,” introduces our emotional world, from humanity’s earliest days up to the initial development of emotionally aware affective computers and social robots. The second section, “The Rise of the Emotional Machines,” looks at the many ways these technologies are being applied, how we’ll benefit from them, and what we should be worried about as they meet their future potential. Finally, “The Future of Artificial Emotional Intelligence” explores the big questions about how all of this is likely to develop and the effects it will have on us as individuals and as a society. It wraps up with a number of thoughts about consciousness and superintelligence and considers how these developments may alter the balance of the human-machine relationship.

Until now, our three-million-year journey with technology has been a relatively one-sided and perpetually mute one. But how might this change once we begin interacting with machines on what for us remains such a basic level of experience? At the same time, are we priming technology for some sort of giant leap forward with these advances? If artificial intelligence is ever to attain or exceed human levels, and perhaps even achieve consciousness in the process, will feelings and all they make possible be the spark that lights the fuse? Only time will tell, but in the meantime we’d be wise to explore the possibility.

Though this is a book about emotions and feelings, it is very much founded on science, research, and an appreciation of the evolving nature of intelligence in the universe. As we’ll explore, emotions may be not only a key aspect of our own humanity, but a crucial component for many, if not all, higher intelligences, no matter what form these may eventually take.


A FUTURIST VIEW

Futures, or “strategic foresight” as it’s sometimes known, is a field unlike any other. On any given day you’re likely to be asked, “What is a futurist?” or “What does a futurist do?” Many people have an image of a fortuneteller gazing into a crystal ball, but nothing could be further from the truth. Because ultimately, all of us are futurists.

Foresight is one of the dominant characteristics of the human species. With self-awareness and introspection came the ability to anticipate patterns and cycles in our environment, enhancing our ability to survive. As a result, we’ve evolved a prefrontal cortex that enables us to think about the days ahead far better than any other species. It might have begun with something like the recognition of shifting patterns in the grasslands of the Serengeti that let us know a predator lay in wait. This continued as we began to distinguish the phases of the moon, the ebb and flow of the tides, the cycles of the seasons. Then it wasn’t long before we were anticipating eclipses, forecasting hurricanes, and predicting stock market crashes. We are Homo sapiens, the futurist species.

Of course, this was only the beginning. As incredible as this ability of ours is, it could only do so much in its original unstructured state. So, when the world began asking itself some very difficult and important existential questions about surviving the nuclear era, it was time to begin formalizing how we thought about the future.

For many, Project RAND, which began immediately after World War II, marks the beginning of the formal foresight process. Building on our existing capabilities, Project RAND sought to understand the needs and benefits of connecting military planning with R&D decisions. This allowed the military to better understand not only what its future capabilities would be, but also those of the enemy. This was critical because, being the dawn of the atomic age, there were enormous uncertainties about our future, including whether or not we would actually survive to have one.

Project RAND eventually transformed into the RAND Corporation, one of the first global policy think tanks. As the space race ramped up, interest in foresight grew, particularly in government and the military. In time, corporations began showing interest too, as was famously demonstrated by Royal Dutch Shell’s application of scenarios in response to the 1973 oil crisis. Tools and methods have continued to be developed until today, and many of the processes of foresight are used throughout our world, from corporations like Intel and Microsoft, who have in-house futurists, to smaller businesses and organizations that hire consulting futurists. Branding, product design, research and development, government planning, education administration—if it has a future, there are people who explore it. Using techniques for framing projects, scanning for and gathering information, building forecasts and scenarios, creating visions and planning and implementing them, these practitioners help identify opportunities and challenges so that we can work toward our preferred future.

This is an important aspect of foresight work: recognizing the future is not set in stone and that we all have some ability to influence how it develops. Notice I say influence, not control. The many elements that make up the future are of a scale and complexity far too great for any of us to control. But if we recognize something about our future that we want to manifest, and we recognize it early enough, we can influence other factors that will increase its likelihood of being realized.

A great personal example would be saving for retirement. A young person who recognizes they will one day retire can start building their savings and investments early on. In doing this, they’re more likely to be financially secure in their golden years, much more so than if they’d waited until they were in their fifties or sixties before they started saving.

Many of foresight’s methods and processes have been used in the course of writing this book. Horizon scanning, surveying of experts, and trend projections are just a few of these. Scenarios are probably the most evident of these tools because they’re included throughout the book. The processes futurists use generate a lot of data, which often doesn’t convey what’s important to us as people. But telling stories does, because we’ve been storytellers from the very beginning. Stories help us relate to new knowledge and to each other. This is what a scenario does: it takes all of that data and transforms it into a more personal form that is easier for us to digest.

Forecasts are more generally included because in many respects they’re not that valuable. Some people think studying the future is about making predictions, which really isn’t the case. Knowing whether an event will happen in 2023 or 2026 is of limited value compared with the act of anticipating the event at all and then deciding what we’re going to do about it. Speculating about who’s going to win a horse race or the World Cup is for gamblers, not for futurists.

In many respects, a futurist explores the future the way a historian explores history, inferring a whole picture or pattern from fragments of clues. While it may be tempting to ask how there can be clues to something that hasn’t even happened yet, recall that every future is founded upon the past and present, and that these are laden with signals and indicators of what’s to come.

So read on and learn about this future age of artificial emotional intelligence, because all too soon, it will be part of our present as well.


  PART ONE  

THE ROAD TO AFFECTIVE COMPUTING


  1  

THE DAWN OF EMOTIONAL MACHINES

Menlo Park, California—March 3, 2032 7:06 am

It’s a damp spring morning as Abigail is gently roused from slumber by Mandy, her personal digital assistant. Sensors in the bed inform Mandy exactly where Abigail is in her sleep cycle, allowing it to coordinate with her work schedule and wake her at the optimum time. Given the morning’s gray skies and Abigail’s less-than-cheery mood when she went to bed the night before, Mandy opts to waken her with a recorded dawn chorus of sparrows and goldfinches.

Abigail stretches and sits up on the edge of the bed, feeling for her slippers with her feet. “Mmm, morning already?” she mutters.

“You slept seven hours and nineteen minutes with minimal interruption,” Mandy informs her with a pleasant, algorithmically defined lilt via the room’s concealed speaker system. “How are you feeling this morning?”

“Good,” Abigail replies blinking. “Great, actually.”

It’s a pleasantry. Mandy didn’t really need to ask or to hear its owner’s response. The digital assistant had already analyzed Abigail’s posture, energy levels, expression, and vocal tone using its many remote sensors, assessing that her mood is much improved from the prior evening.

It’s a routine morning for the young woman and her technology. The two have been together for a long time. Many years before, when she was still a teen, Abigail named her assistant Mandy. Of course, back then the software was also several versions less sophisticated than it is today, so in a sense they’ve grown up together. During that time, Mandy has become increasingly familiar with Abigail’s work habits, behavioral patterns, moods, preferences, and various other idiosyncrasies. In many ways, it knows Abigail better than any person ever could.

Mandy proceeds to tell Abigail about the weather and traffic conditions, her morning work schedule, and a few of the more juicy items rising to the top of her social media stream as she gets ready for her day.

“Mandy,” Abigail asks as she brushes her hair, “do you have everything organized for today’s board meeting?”

The personal assistant has already anticipated the question and consulted Abigail’s calendar and biometric historical data before making all the needed preparations for her meeting with her board of directors. As the CEO of AAT—Applied Affective Technologies—Abigail and her company are at the forefront of human-machine relations. “Everyone’s received their copies of the meeting agenda. Your notes and 3D presentation are finalized. Jeremy has the breakfast catering covered. And I picked out your clothes for the day: the Nina Ricci set.”

“Didn’t I wear that recently?”

Mandy responds without hesitation. “My records show you last wore it over two months ago for a similarly important meeting. It made you feel confident and empowered, and none of today’s attendees has seen it on you before.”

“Perfect!” Abigail beams. “Mandy, what would I do without you?”

What indeed?

————

Though this scenario may sound like something from a science fiction novel, in fact it’s a relatively reasonable extrapolation of where technology could be fifteen years from now. Already, voice recognition and synthesis, the real-time measurement of personal biometrics, and artificially intelligent scheduling systems are becoming an increasing part of our daily lives. Given continuing improvements in computing power, as well as advances in other relevant technologies, in a mere decade these tools will be far more advanced than they are today.

However, the truly transformational changes described here will come from a branch of computer science that is still very much in its nascent stages, still early enough that many people have yet to even hear about it. It’s called affective computing, and it deals with the development of systems and devices that interact with our feelings. More specifically, affective computing involves the recognition, interpretation, replication, and potentially the manipulation of human emotions by computers and social robots.

This rapidly developing field has the potential to radically change the way we interact with our computers and other devices. Increasingly, systems and controls will be able to alter their operations and behavior according to our emotional responses and other nonverbal cues. By doing this, our technology will become increasingly intuitive to use, addressing not only our explicit commands but our unspoken needs as well. In the pages that follow, we will explore just what this new era could mean for our technologies and for ourselves.

We are all emotional machines. Centuries of research into anatomy, biology, neurology, and numerous other fields has consistently revealed that nearly all of what we are follows a predictable set of physical processes. These mechanistically driven rules make it possible for us to move, to eat, to grow, to procreate. Within an extremely small range of genetic variation, we are all essentially copies of those who came before us, destined to produce generation after generation of nearly identical cookie-cutter reproductions of ourselves well into the future.

Of course, we know this is far from the true reality of the human experience. Though these deterministic forces define us up to a point, we exist in far greater depth and dimension than can be explained by any mere set of stimuli and responses. This is foremost because we are emotional beings. That the dreams, hopes, fears, and desires of each and every one of us are so unique while remaining so universal is largely due to our emotional experience of the world. If this were not so, identical twins who grow up together would have all but identical personalities.1 Instead, they begin with certain shared genetically influenced traits and behaviors and over time diverge from there.2 While all humanity shares nearly identical biology, chemical processes, and modes of sensory input, it is our feelings, our emotional interpretations of and responses to the world we experience that makes all of us on this planet, all 107 billion people who have ever lived, truly unique from one another.3, 4

There are easily hundreds, if not thousands, of theories about emotions—what they are, why they exist, and how they came about—and there is no way for a book such as this to begin to introduce or address them all. Nor does this book claim to know which, if any, of these is the One True Theory—in part because, in all likelihood, there is none. It’s been said repeatedly by neuroscientists, psychologists, and philosophers that there are nearly as many theories of emotion as there are theorists.5 Emotion is an incredibly complex aspect of the human condition and mind, second only perhaps to the mystery of consciousness itself. What is important is to recognize its depth and complexity without attempting to oversimplify either its mechanisms or purpose.

Emotions are one of the most fundamental components of the human experience. Yet, as central as they are to our lives, we continue to find it a challenge to define or even to account for them. In many respects, we seem to have our greatest insights about feelings and emotions in their absence or when they go awry. Despite the many theories that exist, all we know with certainty is that they are essential in making us who we are, and that without them we would be but pale imitations of ourselves.

So what might this mean as we enter an era in which our machines—our computers, robots, and other devices—become increasingly capable of interacting with our emotions? How will it change our relationship with our technologies and with each other? How will it alter technology itself? Perhaps most importantly, if emotion has evolved in humans and certain other animals because it affords us some benefit, might it convey a similar benefit in the future development of artificial intelligence?

For reasons that will be explored in the coming chapters, affective computing is a very natural progression in our ongoing efforts to build technologies that operate increasingly on human terms, rather than the other way around. As a result, this branch of artificial intelligence will come to be incorporated to one degree or another nearly everywhere in our lives. At the same time, just like almost every other form of artificial intelligence that has been developed and commercialized, affective computing will eventually fade into the scenery, an overlooked, underappreciated feature that we will quickly take all too much for granted because it will be ubiquitous.

Consider the possibilities. Rooms that alter lighting and music based on your mood. Toys that engage young minds with natural emotional responses. Computer programs that notice your frustration over a task and alter their manner of assistance. Email that makes you pause before sending that overly inflammatory message. The scenarios are virtually endless.

But it’s a rare technology that doesn’t have unintended consequences or that is used exclusively as its inventors anticipated. Affective computing will be no different. It doesn’t take a huge leap of foresight to anticipate that this technology will also inevitably be applied and abused in ways that clearly aren’t a benefit to the majority of society. As this book will explore, like so many other technologies, affective computing will come to be seen as a double-edged sword—one that is capable of working for us while also having the capacity to do us considerable harm.

Amidst all of this radical progress, there is yet another story to be told. In many respects, affective computing represents a milestone in the long evolution of technology and our relationship to it. It’s a story millions of years in the making and one that may be approaching a critical juncture, one that could well determine not only the future of technology, but of the human race.

But first, let’s examine a question that is no doubt on many people’s minds: “Why would anyone want to do this? Why design devices that understand our feelings?” As we’ll see in the next chapter, it’s a very natural, perhaps even inevitable step on a journey that began over three million years ago.
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HOW EMOTION BOOTSTRAPPED THE FIRST TECHNOLOGICAL REVOLUTION

Gona, Afar, Ethiopia—3.39 million years ago

In a verdant gorge, a tiny hirsute figure squats over a small pile of stones. Cupping one of these—a modest piece of chert—in her curled hand, she repeatedly hits the side of it with a second rock, a rounded piece of granite. Every few strikes, a flake flies from the chert, leaving behind it a concave depression. As the young woman works the stone, the previously amorphous mineral slowly takes shape, acquiring a sharp edge as the result of the laborious process.

The work is half ritual, half legacy, a skill handed down from parent to child for untold generations. The end product, a small cutting tool, is capable of being firmly grasped and used to scrape meat from bones, ensuring that critical, life-sustaining morsels of food do not go to waste.

Here in the Great Rift Valley of East Africa, our Paleolithic ancestor is engaged in one of humanity’s very earliest technologies. While her exact species remains unknown to us, she is certainly a bipedal hominid that preceded Homo habilis, the species long renowned in our text books as “handy man, the tool maker.” Perhaps she is Kenyanthropus platyops or the slightly larger Australopithecus afarensis. She is small by our standards: about three and a half feet tall and relatively slender. Her brain case is also meager compared with our own, averaging around 400 cubic centimeters, less than a third of our 1,350 cubic centimeters. But then that’s hardly a fair comparison. When judged against earlier branches of our family tree, this hominid—this early human—is a mental giant. She puts that prowess to good use, fashioning tools that set her species apart from all that have come before.

————

While these stone tools might seem simple from today’s perspective, at the time they were a tremendous leap forward, improving ouR ancestors’ ability to obtain nutrition and to protect themselves from competitors and predators. These tools allowed them to slay beasts far more powerful than themselves and to scrape meat from bones. In turn, this altered their diet, providing much more regular access to the proteins and fats that would in time support further brain development.

Making these tools required a knowledge and skill that combined our ancestors’ considerably greater brain power with the manual dexterity granted by their opposable thumbs. But perhaps most important of all was developing the ability to communicate the knowledge of stone tool making—knapping, as it’s now known—which allowed this technology to be passed down from generation to generation. This is all the more amazing because these hominids didn’t rely on verbal language so much as on emotion, expressiveness, and other forms of nonverbal communication.

Many cognitive and evolutionary factors needed to come together to make the development and transmission of this knowledge possible. The techniques of knapping were not simple or easy to learn, yet they were essential to our survival and eventual growth as a species. As a result, those traits that promoted its continuation and development would have been selected for, whether genetic or behavioral.

This represents something quite incredible in our history, because this is the moment when we truly became a technological species. This is when humanity and technology first set forth on their long journey together. As we will see, emotion was there from the very beginning, making all of it possible. The coevolution that followed allowed each of us to grow in ways we never could have without the aid of the other.

It’s easy to dismiss tools and machines as “dumb” matter, but of course this is from the perspective of human intelligence. After all, we did have a billion-year head start, beginning from simple single-cell life. But over time, technology has become increasingly intelligent and capable until today, when it can actually best us on a number of fronts. Additionally, it’s done this in a relative eye-blink of time, because as we’ll discuss later, technology progresses exponentially relative to our own linear evolution.

Which brings us back to an important question: Was knapping really technology? Absolutely. There should be no doubt that the ability to forge these stone tools was the cutting-edge technology of its day. (A bad pun, but certainly an apt one.) Knapping was incredibly useful, so useful it was carried on for over three million years. After all, these hominids’ lives had literally come to depend on it. During this time, change and improvement of the techniques used to form the tools was ponderously slow, at least in part because experimentation would have been deemed very costly, if not outright wasteful. Local supplies of chert—a fine-grained sedimentary rock—were limited. Analysis of human settlements and the local fossil record show that the supply of chert was exhausted several times in different regions of Africa and in several cases presumably had to be carried in from areas where it was more plentiful.

Based on fossil records, it took more than a million years—perhaps seventy thousand generations—to go from simple single edges to beautifully flaked tools with as many as a hundred facets. But while advancement of this technology was slow, one truly crucial factor was the ability to share and transmit the process. Knapping didn’t die out with the passing of a singular exemplary mind or Paleolithic genius of its era. Because this technology was so successful, because it gave its users a competitive edge, this knowledge was meticulously passed down through the generations, allowing it to slowly morph into ever more complex forms and applications.

The image of our hominid ancestors shaping stone tools has been with us for decades. Beginning in the 1930s, Louis and Mary Leakey excavated thousands of stone tools and flakes at Olduvai Gorge in Tanzania, leading to these being dubbed Oldowan tools, a term now generally used to reference the oldest style of flaked stone.1 These tools were later estimated to be around 1.7 million years old and were likely made by Paranthropus boisei or perhaps Homo habilis.

However, more recent findings have pushed the date of our oldest tool-using ancestors back considerably further. In the early 1990s, another Paleolithic settlement north of Olduvai along East Africa’s Great Rift Valley turned out to have even older stone tools and fragments. In 1992 and 1993, Rutgers University paleoanthropologists digging in the Afar region of Ethiopia excavated 2,600 sharp-edged flakes and flake fragments.2 Using radiometric dating and magnetostratigraphy, researchers dated the fragments to having been made more than 2.6 million years ago, making them remnants of the oldest known tools ever produced.

Of course, direct evidence isn’t always available when you’re on the trail of something millions of years old. This was the case when, in 2010, paleoanthropologists found animal bones in the same region bearing marks consistent with stone-inflicted scrapes and cuts.3 The two fossilized bones—a femur and a rib from two different species of ungulate—indicated a methodical use of tools to efficiently remove their meat. Scans dated the bones at approximately 3.39 million years old, pushing back evidence of the oldest tool user by another 800,000 years. If this is accurate, then the location and age suggest the tools would have been used, and therefore made, by Australopithecus afarensis or possibly the flatter-faced Kenyanthropus platyops. However, because the evidence was indirect, many experts disputed its validity, generating considerable controversy over the claim that such sophisticated tools had been produced so much earlier than previously thought.

Then, in 2015, researchers reported that stone flakes, cores, and anvils had been found in Kenya, some one thousand kilometers from Olduvai, which were conclusively dated to 3.3 million years BCE.4 (BCE is a standard scientific abbreviation for Before the Common Era.) In coming years, other discoveries may well push the origins of human tool making even further back, but for now we can say fairly certainly that knapping has been one of our longest-lived technologies.

So here we have evidence that one of our earliest technologies was accurately transmitted generation after generation for more than three million years. This would be impressive enough in its own right, but there’s another factor to consider: How did our ancestors do this with such consistency when language didn’t yet exist?

No one knows exactly when language began. Even the era when we started to use true syntactic language is difficult to pinpoint, not least because spoken words don’t leave physical traces the way fossils and stone tools do. From Darwin’s own beliefs that the ability to use language evolved, to Chomsky’s anti-evolutionary Strong Minimalist Thesis, to Pinker’s neo-Darwinist stance, there is considerable disagreement as to the origins of language. However, for the purpose of this book, we’ll make a few assumptions that at least some of our capacity for language was driven and shaped by natural selection.

Despite our desire to anthropomorphize our world, other primates and animals do not have true combinatorial language. While many use hoots, cries, and calls, these are only declarative or emotive in nature and at best indicate a current status or situation. Most of these sounds cannot be combined or rearranged to produce different meanings, and even when they can, as is the case with some songbirds and cetaceans, the meaning of the constituent units is not retained.5 Additionally, animal calls have no means of indicating negation, irony, or a past or future condition. In short, animal language isn’t truly equivalent to our own.

Our nearest cousins, genetically speaking, are generally considered to be the common chimpanzee (Pan troglodytes) and the bonobo (Pan paniscus). For a long time, evolutionary biologists have said that our last common ancestor (or LCA)—the ancestor species we most recently shared with these chimps—existed about six million years ago. This is estimated based on the rate specific segments of DNA mutate. In human beings, this overall mutation rate is currently estimated at about thirty mutations per offspring.6 Recently however, the rate of this molecular clock for chimpanzees has been reassessed as faster than was once thought. If this is accurate, then it’s been reestimated that chimps and humans last shared a common ancestor—perhaps the now extinct homininae species Sahelanthropus—approximately thirteen million years ago.7

Of course, the difference of a single gene does not a new species make. It’s estimated that a sufficient number of mutations needed to give rise to a distinctly new primate species, such as Ardipethicus, wouldn’t have accumulated until ten to seven million years ago. Nevertheless, it’s a significant amount of time.

Can we pinpoint when in this vast span of time the origins of human language appeared? It’s generally accepted that Australopithecines’s capacity for vocal communication wasn’t all that different from chimpanzees and other primates.8 In fact, many evolutionary biologists would say that our vocal tract wasn’t structurally suited to the sounds of modern speech until our hyoid bone evolved with its specific shape and in its specific location. This, along with our precisely shaped larynx, is believed to have allowed us to begin forming complex phoneme-based sounds (unlike our chimpanzee relatives) sometime between 200,000 and 250,000 years ago.9 In recent years there has been some suggestion that Neanderthals may have also had the capacity for speech. Either way, it was long after Australopithecus afarensis, Paranthropus boisei, and Homo habilis had all disappeared from Earth.

Exploring the question from another angle, many geneticists believe a variant in a gene called FOXP2 may have been instrumental in our ability to develop and manipulate language.10 FOXP2 encodes a transcription factor called Forkhead box protein P2, which is mutated in modern humans and highly conserved in other mammals. Transcription factors are proteins that bind to particular DNA sequences in order to control the rate at which they are transcribed into messenger RNA, which is then used by the ribosome to encode amino acids.

Differences in how amino acids are produced can have important results in the development of an organism. Alterations of just two amino acids from the DNA of nonhuman primates appear to have been essential to human language development. FOXP2 is far from the only gene needed for this, but it was the first discovered to be associated with speech and language. Again, this mutation didn’t occur until at most around two hundred thousand years ago.11 Considering all of this evidence, even proto-languages, the precursors to the world’s far more modern languages, couldn’t have possibly developed until very recently, relatively speaking.

If that’s the case, then how did our Paleolithic ancestors share and accurately pass on their knowledge of knapping over millions of years, long before language even existed? There’s rote imitation and practice, of course—but by itself, imitation can only take you so far. One of the long-recognized features of being unskilled at something is that you don’t know what you don’t know. 12

Typically, in order to pass detailed knowledge from skilled teacher to untrained student, it’s helpful to have a form of reasonably immediate feedback during the learning process. Therefore, we might assume that in the absence of the spoken word, it would have been necessary to depend on emotional expression and other forms of nonverbal communication. Gestures could convey some information about the techniques, as well as being used for demonstrating dissatisfaction or acceptance.13 Facial expressions could also provide feedback, as might certain vocalizations. The ability to communicate pleasure, anger, and frustration would have all been there between tutor and trainee. Even scent and pheromones might offer a form of feedback to a nose presumably far more sensitive than our own, as might a number of other means we would probably consider quite antisocial today. For instance, the chimpanzee practice of flinging feces is considered by many primatologists to be a means of exerting control over another. Recent chimpanzee studies have correlated this behavior with an increase in the number of connections in the region corresponding to Broca’s area of the brain in humans—a discrete region of the inferior frontal gyrus considered to be an important speech center. In these studies, more frequent and accurate flinging of feces corresponded to greater intelligence in the chimpanzee subjects.14 While such behavior is seriously frowned upon in human society, it seems likely it could have also been part of the communication repertoire for early humans. Now there’s a motivator!

So where did the foundations for human emotional communication come from? To begin with, the basic emotions most likely originated in our physiology.15 Homo sapiens sapiens is the product of billions of years of evolution, just like every other form of life on this planet. Along the way, our vertebrate ancestors developed complex endocrine systems, networks of chemical signals that helped their bodies to act in their best interest in response to a given situation, be it the threat of danger or the possibility of food or sex.16 Many of these hormones correlate directly to the increased levels of arousal seen in the basic emotions of anger, fear, surprise, disgust, happiness, and sadness. Epinephrine, cortisol, and dozens of other chemicals prepare the body to fight or take flight. Endorphins control pain. Dopamine brings pleasure. Melatonin regulates circadian rhythms. Oxytocin promotes trust and attraction. Of course, there are many, many more.

But that’s only the physiological component of emotion. Since at least the time of the Greeks, we’ve tended to describe emotion as an experience that drives us to act a certain way. We might say we lash out because we’re angry or we take flight out of fear. But in 1884, American philosopher William James posited that we had it all backward.17 Instead, James said, our bodies experience physiological arousal based on an event or stimulus and our response is nearly instantaneous. As he explained in his classic article, “What is an Emotion?”:

[The] bodily changes follow directly the PERCEPTION of the exciting fact, and that our feeling of the same changes as they occur IS the emotion. Common sense says, we lose our fortune, are sorry and weep; we meet a bear, are frightened and run; we are insulted by a rival, are angry and strike. The hypothesis here to be defended says that this order of sequence is incorrect, that the one mental state is not immediately induced by the other, that the bodily manifestations must first be interposed between, and that the more rational statement is that we feel sorry because we cry, angry because we strike, afraid because we tremble, and not that we cry, strike, or tremble, because we are sorry, angry, or fearful, as the case may be. Without the bodily states following on the perception, the latter would be purely cognitive in form, pale, colourless, destitute of emotional warmth. We might then see the bear, and judge it best to run, receive the insult and deem it right to strike, but we could not actually feel afraid or angry.

So, according to James, only after we experience the physiological response do we interpret it cognitively and ascribe to it a particular emotion. Based on this, a cognitive recognition and categorization of a specific emotion occurs following an endocrine-generated physiological response. (This insight was independently conceived by the Danish physician Carl Lange and the Italian anthropologist Giuseppe Sergi. This led to it being termed the James-Lange theory, though James-Lange-Sergi may have been fairer and more accurate.) Though James-Lange theory has been criticized and modified over the past one and a quarter centuries, many affective neuroscientists today would say they agree with at least some aspects of its central premise.

While James, Lange, and Sergi all challenged our ideas about emotion, theirs was far from the final word on the subject. Though many supporting and competing theories have been developed throughout the past century, there remains considerable debate on the subject.18 Even the question about which comes first, our body’s somatic experience or the cognitive state we call emotion, is not fully agreed upon. As several experts point out, it almost certainly is both. While we can be cognitively primed, or even instinctively primed, to respond to a stimulus before there has been time to think about it, the reverse can be true as well. We frequently call up memories of anger or joy or sadness and only afterward does the physiological response follow.

Of the many competing theories, there isn’t even agreement on how many emotions there actually are. For instance, distinguished professor of psychology at Northeastern University Lisa Feldman Barrett proposed the “conceptual act model” of emotion at the turn of the millennium as a means of dealing with what’s known as the “emotion paradox.” This paradox states that while we claim to experience discrete emotions—anger, joy, sadness—and that we recognize these in others, in fact there is little neuroscientific evidence for the existence of discrete categories of emotional experience.

Barrett developed a conceptual model that states specific emotions aren’t hardwired, but instead emerge in consciousness in the moment. Instead of being delineated as discrete emotions, Barrett says they are a neurophysiological state she calls “core affect,” which is characterized by just two dimensions. One runs along the scale of pleasurable to unpleasurable; the other from high arousal to low arousal. The emotion being experienced falls along these axes and is contextualized and categorized based on one’s culturally acquired knowledge of emotion. If this is an accurate model of human emotion, it could have a significant impact on how we build emotional understanding into our technologies.

Given the considerable complexity of emotions, theories about their origins, purpose, and measurement continue to be debated. While Barrett judges two dimensions as sufficient for defining emotional experiences, others maintain we need four or five or six dimensions to properly define them.19 Add to this the fact that there is considerable evidence that we can simultaneously experience positive and negative emotions in response to the same event, and things only become more complex. As Arvid Kappas of Europe’s CyberEmotions consortium states, “It is useful to consider positive and negative affect not mutually exclusive, but at the same time and see how they relate to each other.” To illustrate, he gives the example of a parent’s feelings about their child leaving home for college for the first time: this elicits overlapping positive and negative emotions. In English, we even capture this commingled state with words such as “bittersweet.”

Evidently, the chemicals that drive us have been with us for a very long time. Then, as our brains evolved, the hormonal cascades that influence our body’s behavior became progressively more integrated with and accessible to our cognitive functions by way of the limbic system. The limbic system is the part of the brain that includes the amygdala, thalamus, hypothalamus, hippocampus, and several other structures. These structures process and influence emotion, motivation, and long-term memory. Additionally, through a complex array of interconnections, these structures influence and inform the neocortex, our center of language, perception, and abstract thought.

The limbic system is also the primary controller of our endocrine system, which is essentially a form of chemical network and information system. Given this, it stands to reason that the endocrine system evolved prior to and independently of our neocortex, where we generally classify these chemical experiences as emotions. Somewhere between these two independently evolved systems, connections must have developed allowing for two-way communication between them.

One region that appears to act as a central processing station for both cognitive and emotional information is the anterior cingulate cortex (ACC). Its involvement in processing top-down and bottom-up stimuli makes it a prime candidate as a region where endocrine-driven somatic experience and cognitive function are interconnected.

A type of cortical cell that is unique to the ACC and two other cortexes is the spindle neuron, also called von Economo neurons or VENs.20 These long, specialized neurons connect relatively distant parts of the brain, presumably speeding up processing and facilitating interconnectivity between separate regions and functions. Originally believed to only exist in the ACC of humans and certain higher primates, spindle neurons are a relatively recent neocortical development that may have evolved around fifteen to twenty million years ago.21 The later discovery of spindle neurons in certain other distantly connected species, notably cetaceans and elephants, suggests they’re the result of convergent evolution. That is, these neurons evolved independently in very different species. This could be the result of a common benefit for this feature in larger-volume brains. Not incidentally, all of these are the same species that have demonstrated the ability to pass certain self-recognition tests, suggesting that the connections these spindle neurons provide may be critical to self-awareness and theory of mind.22

Interestingly, spindle neurons don’t begin to appear in human infants until they are between four and eight months old.23 They become reasonably interconnected by around a year and a half and are usually fully connected by three to four years of age. These time frames correlate closely with certain milestones of cognitive development, suggesting they may be instrumental in the development of self-awareness as well.

Therefore, these two systems—our emotions and higher executive functions—quite probably became more closely integrated only over a considerable length of evolutionary time. The development of connecting spindle neurons may play a role in how our brain’s executive functions came to be able to override and modulate some of our physiological and emotional responses. Whatever the neurological mechanism, only after such integration, with the feedback loops it provided, could consciousness, self-awareness, and self-reflection give rise to a number of the so-called higher emotions that are unique to human beings such as guilt, pride, embarrassment, and shame.24 Similarly, internally generated emotions such as those we produce when recalling a past event probably wouldn’t have been possible until such integration had occurred.
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