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Preface
      

      
      
      
      When I finished university in 2003, it was with the threat that no computer scientists would be needed in Europe because everything
         would be developed in countries where salaries were much lower. That never materialized, thank goodness, for many reasons.
         I’d venture that one of the larger issues was that companies underestimated the problem of developers not understanding the
         culture where their software was going to run. Software requests were implemented, but the functionality was different from
         what customers expected.
      

      
      Today, there’s a similar menace for people interested in machine learning and data science. But now the threat is not low
         salaries, but software as a service (SaaS), where you upload data and then the system does the work for you.
      

      
      I’m as concerned as anyone else that machines don’t understand domains and people. Machines aren’t intelligent enough yet
         that you can take humans out of the equation. Things are moving quickly, but I venture that anyone who is reading this book
         will be able to work with recommenders until the end of their career.
      

      
      Where did I drop into the mix? I was working as a software engineer in Italy and was moving to England and needed a job that
         required more thought than doing CRUD operations on a database. Luckily, I was contacted by a great recruiter from RedRock
         Consulting Ltd. They matched me with a recommender system provider, where I worked on the engine. And that was it; I was lost
         in machine learning (“lost” in the sense of being really interested and engaged). In addition to working on recommender systems,
         I also started trawling for knowledge on the internet and read myriad books on the subject and related topics.
      

      
      Today you can’t throw a stick without having at least 10 people try to teach you something about machine learning. I find
         it amusing when I see one-page or one-hour tutorials that claim to teach you all you need to know about machine learning.
         I can create a similarly effective tutorial on how to be a fighter pilot:
      

      
      You take off and you fly using the stick. If you need to shoot, you press a button. Then, you land before you run out of gas.

      
      A fighter pilot tutorial like that will probably be great to get you started—it’s where I started. But don’t fool yourself:
         understanding machine learning is complex. Add to that the human factor, which always makes things a bit wobblier.
      

      
      To get back to my story, I worked with recommenders and was happy about it, and then I changed jobs. In my new position, I
         was supposed to continue working on recommender systems, but that project was delayed. At that point I was nervous I wouldn’t
         be working with recommenders anymore, but that was when Manning offered me the opportunity to write a book about recommender
         systems. What could I do, other than jump at the task? Immediately after I signed the contract, the recommender project started
         after all. Writing this book has been a great learning experience, and I hope you’ll benefit from and enjoy it.
      

      
      The goal of the book is to introduce you to recommender systems—not only the algorithms, but also the recommender system ecosystem.
         The algorithms aren’t too complex, but to understand and run them requires understanding the users who are to receive the
         recommendations. The book’s contents have evolved during writing, because I’ve tried to fit more and more in. I hope reading
         this book will provide everything you need to know to get started on recommenders and give you a solid foundation to build
         on as you learn more.
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About this book
      

      
      
      
      Are you envious when Amazon recommends its products or when Netflix is spot-on with a recommendation for a user? Then here’s
         your chance to learn how to add these skills to your repertoire. Reading this book will give you an understanding of what
         recommender systems are and how to apply them in practice. To make a recommender work, many things need to perform in concert.
         You need to understand how to collect data from your users and how to interpret it, and you need a toolbox of different recommender
         algorithms so you can choose the best one for your particular scenario. Most importantly, you need to understand how to evaluate
         whether your recommender system is doing its job well. All this and more is hidden within this book.
      

      
      
      
Who should read this book
      

      
      Practical Recommender Systems is primarily intended for developers who are interested in implementing a recommender. The book takes a practical approach
         and attempts to explain everything in normal, everyday language. There will be math and statistics, but both will be accompanied
         by figures and code. New data scientists will also benefit from this book as an introduction to recommender algorithms and
         to the infrastructure needed to get them up and running. Managers will find this book useful to get an overview of what a
         recommender system is and how it can be used in practice.
      

      
      To get the full value out of the book, you should be able to read code in a programming language such as Python or Java, you
         should understand an SQL query, and you should have a basic understanding of higher math and statistics. Figures and code
         listings that explain concepts can get you only so far.
      

      
      
      
      
      
How this book is organized
      

      
      The book is divided into two parts, one focusing on the recommender system infrastructure and the other on algorithms.

      
      In part 1, you’ll learn how to collect data and how to use it when you add a recommender system to your application:
      

      
      

      
         
         	
Chapter 1 is an overview of recommendations and outlines key elements. It provides a broad understanding of what a recommender system
            is and how it works.
         

         
         	
Chapter 2 is about how to understand users and their behavior, and covers ways to collect data from users.
         

         
         	
Chapter 3 introduces web analytics and shows how you can implement a dashboard where you can keep track of your recommenders.
         

         
         	
Chapter 4 discusses how behavioral data can be transformed into ratings.
         

         
         	
Chapter 5 looks at non-personalized recommendations.
         

         
         	
Chapter 6 outlines the problem of new users and products and gives simple solutions.
         

         
      

      
      In part 2, we look at the recommender system algorithms and how to use the data a system collects to calculate what things to recommend
         to a user:
      

      
      

      
         
         	
Chapter 7 discusses formulas for calculating similarity between users or content items such as movies.
         

         
         	
Chapter 8 introduces personalized recommendations using collaborative filtering.
         

         
         	
Chapter 9 presents metrics for offline evaluation recommenders and outlines ways to make recommendations online.
         

         
         	
Chapter 10 introduces content-based filtering, which finds similarities in content using different types of algorithms such as Latent
            Dirichlet Allocation and TF-IDF.
         

         
         	
Chapter 11 returns to collaborative filtering, which was introduced in chapter 8, but is discussed now using dimensional reduction methods.
         

         
         	
Chapter 12 presents a way to mix types of recommenders.
         

         
         	
Chapter 13 introduces ranking algorithms and methods for learning to rank recommendations.
         

         
         	
Chapter 14 rounds out the book with a look into the future, topics to learn next, books to further your understanding, and thoughts
            about algorithms and context.
         

         
      

      
      The book is designed to be read from cover to cover, because many things refer to earlier chapters, but it can also be understood
         by reading only selected chapters.
      

      
      
      
      
      
Downloads
      

      
      The code required to run the example site called MovieGEEKs can be downloaded from the publisher’s website at www.manning.com/books/practical-recommender-systems and can also be found on Github.com at http://mng.bz/04K5. The website is implemented using the Django platform. We will use two data sets: one is auto-generated, while the other
         is downloaded from MovieTweetings. All installation instructions can be found on the GitHub site.
      

      
      
      
      
Code conventions
      

      
      This book contains many examples of source code both in numbered listings and inline with normal text. In both cases, source
         code is formatted in a fixed-width font to separate it from ordinary text. Sometimes code is also in bold to highlight code that has changed from previous steps in the chapter, such as when a new feature adds to an existing line
         of code.
      

      
      In many cases, the original source code has been reformatted; we’ve added line breaks and reworked indentation to accommodate
         the available page space in the book. In rare cases, even this wasn’t enough, and listings include line-continuation markers
         ([image: ]). Additionally, comments in the source code have often been removed from the listings when the code is described in the text.
         Code annotations accompany many of the listings, highlighting important concepts.
      

      
      
      
      
Book forum
      

      
      Purchase of Practical Recommender Systems includes free access to a private web forum run by Manning Publications where you can make comments about the book, ask technical
         questions, and receive help from the author and from other users. To access the forum, go to https://forums.manning.com/forums/practical-recommender-systems. You can also learn more about Manning’s forums and the rules of conduct at https://forums.manning.com/forums/about.
      

      
      Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between
         readers and the author can take place. It is not a commitment to any specific amount of participation on the part of the author,
         whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the author some challenging questions
         lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website
         as long as the book is in print.
      

      
      
      

About the author
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      KIM FALK is a data scientist who is experienced building data-driven applications. He’s passionate about recommender systems and machine
         learning in general. He has trained recommender systems to provide movie choices to end users as well as ads to people, and
         has even helped attorneys find case law content. He’s worked with Big Data solutions and machine learning since 2010. Kim
         often speaks and writes about recommender systems. You can find him at http://kimfalk.org.
      

      
      When he isn’t teaching machines to stalk people, Kim is a family man, father, and trail runner with his German Pointer.

      
      

About the cover illustration
      

      
      
      
      The figure on the cover of Practical Recommender Systems is captioned “Amazone d’Afrique,” or an Amazon from Africa. The illustration is taken from a collection of dress costumes
         from various countries by Jacques Grasset de Saint-Sauveur (1757–1810), titled Costumes de Différents Pays, published in France in 1797. Each illustration is finely drawn and colored by hand.
      

      
      The rich variety of Grasset de Saint-Sauveur’s collection reminds us vividly of how culturally apart the world’s towns and
         regions were just 200 years ago. Isolated from each other, people spoke different dialects and languages. In the streets or
         in the countryside, it was easy to identify where they lived and what their trade or station in life was just by their dress.
         The way we dress has changed since then, and the diversity by region, so rich at the time, has faded away. It is now hard
         to tell apart the inhabitants of different continents, let alone different towns, regions, or countries. Perhaps we have traded
         cultural diversity for a more varied personal life—certainly for a more varied and fast-paced technological life.
      

      
      At a time when it is hard to tell one computer book from another, Manning celebrates the inventiveness and initiative of the
         computer business with book covers based on the rich diversity of regional life of two centuries ago, brought back to life
         by Grasset de Saint-Sauveur’s pictures.
      

      
      
      
      


Part 1. Getting ready for recommender systems
      

      
      
      
         
         The environment is everything that isn’t me.

         
         
         Albert Einstein

      

      
      Using recommender systems and, in fact, most machine learning methods in production isn’t only about implementing the best
         algorithm, it’s about understanding your users and the domain.
      

      
      Chapters 1–6, part 1 of Practical Recommender Systems, introduce you to the recommender system ecosystem and infrastructures. You’ll learn how to collect data and how to use it
         when you add a recommender system to your application. You’ll learn the difference between a recommendation and an advertisement,
         and between a personal recommendation and a non-personal one. You’ll also learn how to gather data to build your own recommender
         system.
      

      
      
      
      
      


Chapter 1. What is a recommender?
      

      
      It’s a jungle out there as far as understanding what a recommender system is, so we’ll start this book looking into what problems
         it solves and how it’s used. Here’s what we’ll cover:
      

      
      

      
         
         	Understanding the task a recommender system is trying to emulate

         
         	Developing insight into what are nonpersonalized and personalized recommendations

         
         	Developing a taxonomy of how to describe recommenders

         
         	Introducing the example website MovieGEEKs

         
      

      
      Get a cup of coffee and a blanket and make yourself comfortable for this introduction to the world of recommendations. We’ll
         ease into it, first looking at real-world examples before moving into the computational intricacies of a recommender system
         in the following chapters. You might feel tempted to skip ahead, but don’t. You need the basics to understand what the result
         of your recommender engineering efforts should be.
      

      
      
      
1.1. Real-life recommendations
      

      
      I lived for years in Italy, in Rome. Rome is a beautiful place with many food markets—not the central ones found in guidebooks
         that are full of knock-off Gucci bags (yes, Gucci bags in food markets)—but the ones that are outside the tour bus route,
         the ones where the locals shop and where farmers sell their products.
      

      
      Every Saturday we went to see a greengrocer named Marino. We were good customers, real foodies, so he knew that if he recommended
         good things to us, we’d buy them—even if we had strict plans to buy only what was on our list. The watermelon season was great,
         the many types of tomatoes offered a fountain of various flavors, and I’ll never forget the taste of the fresh mozzarella. Marino, at times, also recommended that we not buy something if it was not top quality, and we trusted him to give us good advice. This is an example of recommendations. Marino recommended the same things repeatedly, which is okay with food, but that isn’t the case for most other types of products,
         such as books or movies or music.
      

      
      When I was younger, before Spotify and other streaming services took over the music market, I liked to buy CDs. I went to
         a music shop that catered mostly to DJs, and I walked around and gathered a stack of CDs, then found a spot at the counter
         with a pair of headphones and started listening. With the CDs as context, I had long conversations with the man behind the
         counter. He checked which CDs I liked (and didn’t like) and recommended others based on that. I valued the fact that he remembered
         my preferences well enough between visits and didn’t recommend the same titles to me repeatedly. This is also an example of
         recommendations.

      
      Getting home from work (now that I’m older), I always look in our mailbox to see if we’ve got mail. Usually, the mailbox is
         full of advertisements from supermarkets, listing things that are on sale. Typically, the ads show pictures of fresh fruit
         on one page and dishwasher powder on the next—all things that supermarkets like to recommend that you buy because they claim
         it’s a good offer. These aren’t recommendations; they’re advertisements.
      

      
      Once a week, the local newspaper is among the mail. The newspaper features a top 10 list of the most watched movies at the
         theater that week. This is a non-personalized recommendation. On television, much thought goes into placing commercials with the right television content. These are targeted commercials because it’s thought a certain type of people are watching.
      

      
      In February 2015, Copenhagen Airport officials announced the placement of 600 monitors around the airport to show commercials
         based on the viewer’s estimated age and gender, along with information regarding the destinations at the nearby gates. The
         age and gender were inferred using cameras and an algorithm. The press release about the advertising provided this description:
         “A woman traveling to Brussels wants to see nice watches or an ad for a finance magazine, for example. A family going on vacation
            might be more interested in ads for sunblock or car rentals.”[1] These are relevant commercials or highly targeted commercials.
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For more information, see http://mng.bz/ka6j.
            

         

      

      
      People usually perceive commercials on television or at the airport as a nuisance, but if we go online, the limits to what
         we consider invasive become a bit different. There could be many reasons for this, which is a whole topic in itself.
      

      
      The internet is still the Wild West, and although I think that the advertising at the Copenhagen Airport is quite invasive,
         I also find it irritating when I see advertisements on the internet that are directed at a target group that I’m not part
         of. To target their commercials, websites need to know a bit about who you are.
      

      
      In this and later chapters, you’ll learn about recommendations, how to collect information about the recipients of the recommendations,
         how to store the data, and how to use it. You can calculate recommendations in various ways, and you’ll see the most used
         techniques.
      

      
      A recommender system isn’t only a fancy algorithm. It’s also about understanding the data and your users. Data scientists
         have a long running discussion on whether it’s more important to have a super-good algorithm or to have more data. Both have
         flipsides; super algorithms require super hardware and lots of it. More data creates other challenges, like how to access
         it fast enough. Going through this book you’ll learn about the tradeoffs and get tools to make better decisions.
      

      
      The previous examples are meant to illustrate that commercials and recommendations can look similar to the user. Behind the
         screen, the intent of the content is different; a recommendation is calculated based on what the active user likes, what others have liked in the past, and what’s often requested by the
         receiver. A commercial is given for the benefit of the sender and is usually pushed on the receiver. The difference between the two can become blurry.
         In this book, I’ll call everything calculated from data a recommendation.
      

      
      
      1.1.1. Recommender systems are at home on the internet
      

      
      Recommenders are most at home on the internet because this is where you can not only address individual users but can also
         collect behavioral data. Let’s look at a few examples.
      

      
      A website showing top 10 lists of the most sold bread-making machines provides non-personalized recommendations. If a website for home sales or concert tickets shows you recommendations based on your demographics or your
         current location, the recommendations are semi-personalized. Personalized recommendations can be found on Amazon, where identified customers see “Recommendations for you.” The idea
         of the personalized recommendation also arises from the idea that people aren’t only interested in the popular items, but
         also in items that aren’t sold the most or items that are in the long tail.
      

      
      
      
      1.1.2. The long tail
      

      
      The long tail was coined by Chris Anderson in an article in Wired magazine in 2004, which was expanded into a book published in 2006 (Hyperion).[2] In the article, Anderson identified a new business model that’s frequently seen on the internet.
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For more information on the magazine article, see https://www.wired.com/2004/10/tail/. For information on the book, see https://en.wikipedia.org/wiki/The_Long_Tail_(book).
            

         

      

      
      Anderson’s insight was that if you’ve a brick-and-mortar shop, you’ve a limited amount of storage and, more importantly, a
         finite space to show products to your customers. You also have a limited customer base because people have to come to your
         shop. Without these limitations, you don’t have to sell only popular products as with the usual commerce business model. In brick-and-mortar shops, it’s considered a losing strategy to stock non-popular products
         because you need to store many items that might never sell. But if you’ve a web store, you can store an infinite number of
         products because rental space is cheap or, if you sell digital content, it doesn’t take up any space at all, costing little
         or nothing. The idea behind the long-tail economy is that you can profit by selling many products, but only a few of each,
         to many different people.
      

      
      I’m all for diversity, so I think it’s great to have a huge catalog of products, but the question that’s difficult to answer
         is how do users find what they want? This is where recommender systems make their entrance. Because these systems help people
         find those diverse things that they wouldn’t otherwise know existed.
      

      
      On the web, because Amazon and Netflix are considered the giants both in content and in recommendations, these companies are
         used in numerous examples throughout this book. In the following section, you’ll take a closer look at Netflix as an example
         of a recommender system.
      

      
      
      
      1.1.3. The Netflix recommender system
      

      
      As you likely know, Netflix is a streaming site. Its domain is that of films and TV series, and it has a continuous flow of
         available content. The purpose of Netflix’s recommendations is to keep you interested in its content for as long as possible
         and to keep you paying the subscription fee month after month.
      

      
      The service runs on many platforms, so the context of its recommendations can differ. Figure 1.1 is a screenshot of Netflix from my laptop. I can also access Netflix from my TV, my tablet, and even my phone. What I want
         to watch on each platform varies—I never watch an epic fantasy film on my phone, but I love them on TV.
      

      
      
      
      Figure 1.1. The Netflix start page (before it changed the layout)
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      Let’s begin this walk-through by looking at that startup page. The front page is constructed as a panel containing rows with
         subjects such as Top Picks, Drama, and Popular on Netflix. The top row is dedicated to what’s on my list. Netflix loves this
         list because it indicates not only what I’ve watched and what I’m watching now, but also what I (at least at one point) have
         shown an interest in watching.
      

      
      Netflix wants you to notice the following row because it contains the Netflix Originals—the series that are produced by Netflix. These are important to Netflix for two reasons, both financial:
      

      
      

      
         
         	Netflix has spent big money to produce original content and the programs are, in most cases, found only on Netflix.

         
         	Netflix must pay content owners when users watch their content. If that owner is Netflix, not only does it save them money,
            it puts money in their pocket.
         

         
      

      
      The last point also illustrates something to consider: even if everything is personalized on the page, the fact that the Netflix
         Originals are on the second row probably isn’t a result of me watching them, but rather a pursuit of an internal business
         goal.
      

      
      
      
      
Charts and trends
      

      
      Next is the Trending Now list. Trending is a loose term that can mean many things, but here it includes content that’s popular
         within a short period. The bottom row, Popular on Netflix, also has to do with popularity but over a longer period, maybe
         a week. Trends and charts will be discussed in detail in chapter 5.
      

      
      
      
      
      
Recommendations
      

      
      The fourth row is the list of Top Picks for me, which match my profile. This list contains what most people would call recommendations.
         It shows what the Netflix recommender system predicts what I’d like to watch next. It looks almost right. I’m not into bloody,
         gory movies, and I’d rather not see any dissections of bodies at all. Not all the suggestions are to my liking, but I assume
         that it’s not only my taste that Netflix uses to build this list. The rest of my household also watches content using my profile
         at times. Profiles are Netflix’s way of letting the current user indicate who’s watching.
      

      
      Before introducing profiles, Netflix aimed its recommendations at a household rather than one person.[3] It tried to always show something for mom, dad, and children. But Netflix has since dropped that, so now my list doesn’t
         include any children’s shows. But even if Netflix is using personal profiles, I think it imperative to consider who’s watching—not
         only the person with the profile, but also anyone else. I’ve heard rumors that other companies are working on solutions enabling
         you to tell the system that other people are watching too. This is to allow the service to deliver recommendations fitting
         all members of the audience. To date, I haven’t seen any in play.
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“Netflix Recommendations: Beyond the 5 stars (Part 1),” http://mng.bz/bG2x.
            

         

      

      
      Microsoft Kinect could recognize people in front of the TV by using face/body recognition. Microsoft took it a step further
         by identifying not only household members, but also other people from its full catalog of users, allowing Kinect to recognize
         users when they’re visiting other homes. Although a sign of audience recognition, Kinect for Xbox One was discontinued in
         October 2017, representing the end of the Kinect product line.
      

      
      
      
      
Rows and sections
      

      
      Back to the Top Picks of Netflix. You can find more details on the content by hovering your mouse over one of the suggestions.
         A tooltip appears with a description (see figure 1.2) and a predicted rating, which is what the recommender system estimates I’d rate this content. You might expect that the
         recommendations in the Top Picks all have a high rating, like the one in figure 1.1, but looking through the recommendations, you can find examples of items with a low predicted rating, as shown in figure 1.3.
      

      
      
      
      Figure 1.2. A Netflix Top Pick with a predicted match
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      Figure 1.3. A Netflix Top Pick with a low predicted rating
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      The ways of the Netflix recommender are many, so there are numerous possible explanations as to why Netflix recommends an
         item that it predicts I won’t rate highly. One reason could be that Netflix is aiming for diversity over accuracy. Another
         reason could be that even if I won’t rate a movie maximum stars, it might still be something that I’m in the mood to watch.
         This is also the first hint that Netflix doesn’t put much value on ratings.
      

      
      The titles of each row are different; some are of the type Because You Watched Suits. These lines recommend things that are
         similar to Suits. Other rows are genres such as Comedies, which, curiously enough, contains comedies. You could say that the row titles are also a list of recommendations; you could
         call these category recommendations.
      

      
      This could be the end of the story, but then you’d miss the most important part of the Netflix personalization.
      

      
      
      
      
Ranking
      

      
      Each of the row headlines describes a set of content. This content is then ordered according to a recommendation system and
         presented in order of relevancy or rank, starting from the left as illustrated in figure 1.4.
      

      
      
      
      Figure 1.4. Each Netflix row is ordered by relevance.
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      Even in My List, which contains the content I’ve selected myself, the content is ordered according to the recommender system’s
         estimate of its relevance for me. I added the screenshot in figure 1.1 yesterday. Today my list has a new order, as shown in figure 1.5.
      

      
      
      
      Figure 1.5. Netflix orders my list by relevancy.
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      The Netflix recommender system also tries to recommend content that’s relevant at a specific time or in a particular context.
         For example, Sunday mornings might be more for cartoons and comedies, whereas evenings might be more for “serious” watching
         of a TV series such as Suits.
      

      
      Another row that might be surprising is Popular on Netflix, which shows content that’s popular right now. But Netflix doesn’t
         say that the most popular item is the one all the way to the left. Netflix finds the set of most popular items and then orders
         them according to what you consider most relevant now.
      

      
      
      
      
Boosting
      

      
      A point to ponder is why Netflix has ranked the show Designated Survivor high in My List, considering that I’m already watching it. But Netflix had a notification indicating that a new season of
         Designated Survivor is out. This could explain why this show appears.
      

      
      Boosting is a way for companies to put a finger on the scale when suggestions are calculated, and Netflix wants me to notice Suits because it’s new content, meaning it has a freshness value. Netflix boosts content based on freshness; freshness can mean that it’s new or it’s been mentioned in the news. Boosting is covered in more detail in chapter 6 because it’s something that many site holders request as soon as the system is up and running.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      There’s a machine-learning algorithm family called boosting, but what I’m referring to here is something different.[4]
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For more information, see https://en.wikipedia.org/wiki/Boosting_%28machine_learning%29.
            

         

      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
Social media connection
      

      
      For a short period of time, Netflix also tried to use social media data.[5] Back then, you’d find something like what’s shown in figure 1.6 on your Netflix page.
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“Get to know Netflix and its New Facebook Integration,” http://mng.bz/6yHM.
            

         

      

      
      
      
      Figure 1.6. Netflix wants to know what my friends are watching.
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      Netflix encouraged you to enable Facebook Connect, thereby allowing Netflix access to your list of friends as well as other
         information. One of the advantages for Netflix was that it was able to find your friends and make social recommendations based
         on what they liked. Connecting with Facebook could also make watching films a much more social experience, which is something
         that many media companies are exploring.
      

      
      In this day and age, people don’t sit down to watch films passively. They multitask, watching a movie while sitting with a
         second device (such as a tablet or a smartphone). What you’re doing on the second device can have a large influence on what
         you watch next. Imagine that after you watch something on Netflix, a notification pops up on your phone that one of your friends
         liked a film, and presto, Netflix recommends that as the next thing to watch.
      

      
      This social feature was, however, removed in the 2015-2016 timeframe, with the argument that people weren’t happy with sharing
         their films with Facebook’s network. In the words of Neil Hunt, the Chief Product Officer at Netflix, “It’s unfortunate because
         I think there’s a lot of value in supplementing the algorithmic suggestions with personal suggestions.”[6]
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“It’s your fault Netflix doesn’t have good social features,” http://mng.bz/jc7M.
            

         

      

      
      
      
      
Taste profile
      

      
      With a page that’s built almost entirely based on suggestions, it’s a good idea to provide as much input as possible on your
         tastes. If Netflix doesn’t have a clear sense of your taste, it can be hard for you to find what you want to watch.
      

      
      In 2016 Netflix had options that helped users build their profiles. The Taste Profile menu, shown in figure 1.7, enabled you to rate shows and movies, to select genres by saying how often you felt like watching, for example, Adrenaline Rush content as illustrated in figure 1.8, or to check whether your ratings matched your current opinions.
      

      
      
      

      
      
      Figure 1.7. Example of how the Netflix taste profile looked in 2015
      

      
      [image: ]

      
      
      
      
      Figure 1.8. The Netflix Taste Preferences menu
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      The manually inputted Taste Preferences enable Netflix to provide better suggestions. Asking the user for help with the taste
         profile is a method often used to allow the system to give suggestions to new users. But, as with so many things, there’s
         often a difference between what users say they like and what they indeed like.
      

      
      Seeing taste preferences is usually the first step in getting to know a user. And as the user uses the system more, Netflix
         was able to collect usage data, which is often more trustworthy. Netflix has now removed this feature.
      

      
      
      
      
      1.1.4. Recommender system definition
      

      
      To be sure we’re all on the same page, table 1.1 provides several definitions.
      

      
      
      

      Table 1.1. Recommender system definitions
      

      
         
            
            
            
         
         
            
               	
                  Term
                  

               
               	
                  Netflix example

               
               	
                  Definition

               
            

         
         
            
               	Prediction
               	Netflix guesses what you’ll rate an item.
               	A prediction is an estimate of how much the user would rate/like an item.
            

            
               	Relevancy
               	Orders all rows on the page (for example, Top Picks and Popular on Facebook) according to applicability.
               	An ordering of items according to what’s most relevant to the user right now. Relevance is a function of context, demographics,
                  and (predicted) ratings.
               
            

            
               	Recommendation
               	Top Picks for me.
               	The top N most relevant items.
               
            

            
               	Personalization
               	The row headlines in Netflix are an example of personalization.
               	Integrates relevancy into the presentation.
            

            
               	Taste profile
               	See figure 1.8.
               
               	A list of characterizing terms coupled with values.
            

         
      

      
      With these definitions in place, we can finally define a recommender system.
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Definition: recommender system
         
         A recommender system calculates and provides relevant content to the user based on knowledge of the user, content, and interactions between the
            user and the item.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      With this definition in place, you might think that you’ve figured it all out. But let’s go through an example of how a recommendation
         could be calculated and how it would work. Figure 1.9 shows how Netflix might produce my Top Picks row. Here are the steps of how Netflix might calculate my Top Picks:
      

      
      

      
      
         1.  A request for the Top Picks list is received.
         

      

      
      
         2.  The server calls the recommendation system, which consists of a pipeline of methods. This step is called retrieve candidate items. It retrieves the items from the catalog database that are most similar to the current user’s taste.
         

      

      
      
         3.  The top five items (normally it could be 100 items or more) are piped into the next pipeline step, which is to calculate
            prediction.
         

      

      
      
         4.  Prediction is calculated using the user preferences retrieved from the user database. It’s likely that the calculation
            will remove one or more items from the list due to a small predicted rating. In figure 1.9, items C and E are removed.
         

      

      
      
         5.  The significant items are output from the calculated prediction, now with a predicted rating added to them. The result
            is piped into an order-by-relevance process.
            
            
            



            
            
            Figure 1.9. How Netflix Top Picks might be calculated
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         6.  The revelant items are ordered according to the user’s taste, context, and demographics. The process might even try to
            add as much diversity to the result as possible.
         

      

      
      
         7.  The items are now ordered by relevance. Item F was removed because the relevance calculations showed that it wouldn’t be relevant for the end user.
         

      

      
      
         8.  The pipeline returns the list.
         

      

      
      
         9.  The server returns the result.
         

      

      
      
      Looking at figure 1.9, it’s evident that there are many aspects to consider when working with recommender systems. The preceding pipeline is also
         missing the parts of collecting the data and building the models. Most recommender systems try to use the data shown in figure 1.10 in one way or another.
      

      
      
      
      Figure 1.10. Data can potentially be used as input data for a recommender system.
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      Figure 1.9 also illustrates another fact to take into consideration: the rating prediction is only a part of a recommendation system.
         Other things can also play an important role in what your system should display to the user. A big part of this book is about
         predicting ratings, and that’s important, even if I made it sound like something negible here.
      

      
      
      
      
      
      
1.2. Taxonomy of recommender systems
      

      
      Before starting to implement a recommendation system, it’s a good idea to dwell a bit on what kind of recommender system you
         want to roll out of the garage. A good way to start is by looking at similar systems for inspiration. In this section, you’ll
         learn a framework for studying and defining a recommender system.
      

      
      In the previous sections, the Tour d’Netflix provided an overview of what a recommender system can do. This section explains
         a taxonomy to use to analyze recommenders. I first learned about it in Professor Joseph A. Konstan and Michael D. Ekstrand’s
         Coursera course “Introduction to Recommender Systems,”[7] and have found good use for it ever since. Taxonomy uses the following dimensions to describe a system: domain, purpose, context, personalization level, whose opinions, privacy
         and trustworthiness, interfaces, and algorithms.[8] Let’s look at each of those dimensions.
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For more information, see www.coursera.org/learn/recommender-systems-introduction/.
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The taxonomy concept first appeared in Word of Mouse: The Marketing Power of Collaborative Filtering by John Riel and Joseph A. Konstan (Business Plus, 2002).
            

         

      

      
      
      1.2.1. Domain
      

      
      The domain is the type of content recommended. In the Netflix example, the domain is movies and TV series, but it can be anything: sequences
         of content such as playlists, best ways to take e-learning courses to achieve a goal, jobs, books, cars, groceries, holidays,
         destinations, or even people to date.
      

      
      The domain is significant because it provides hints on what you’d do with the recommendations. The domain is also important
         because it indicates how bad it is to be wrong. If you’re doing a music recommender then it isn’t that bad if you recommend
         music that isn’t spot on. If you’re recommending foster parents to children in need, then the cost of failure is quite high.
         The domain also dictates if you can recommend the same thing more than once.
      

      
      
      
      1.2.2. Purpose
      

      
      What is the purpose of the Netflix site, both for the end user and for the provider? For end users, the use of Netflix recommendations
         is to find relevant content that they want to watch at that specific time. Imagine that you didn’t have any ordering or filtering.
         How would you ever find anything in the Netflix catalog when it has more than 10,000 items? And the purpose for the provider
         (in this case, Netflix) is ultimately to make customers pay for the subscription month after month by providing content they
         want to watch, right at their fingertips.
      

      
      Netflix considers the amount of content viewed as a deciding factor in how they’re doing. Measuring something else instead
         of your direct goal is called using a proxy goal. Using a proxy goal is something you should be careful about because it can inadvertently end up measuring other effects
         than what you wanted—more time spent on the Netflix platform could mean frustrated customers who search and search without
         finding what they’re looking for, or they may have found it, but the site keeps stalling.[9]
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I recommend Weapons of Math Destruction by Cathy O’Neil (Broadway Books, 2016) if you want to know more about how wrong things can go when you use proxy goals.
            

         

      

      
      Behind the scenes, there might also be considerations to balance things in such a way that Netflix pays the least money possible
         for what you’re watching. Netflix probably pays less to offer 10-year-old episodes of Friends than a newer series or, even better, a Netflix original series where they don’t have to pay a license fee to anybody.
      

      
      A purpose could also be to give information or to help or educate the user. In most cases, however, the purpose is probably
         to sell more.
      

      
      What type of customers would you rather serve: consumers who arrive once and expect good recommendations or loyal visitors
         who create profiles and return on a regular basis? Will the site be based on automatic consumption (for example, the Spotify
         radio station, which keeps playing music based on a song or a single artist)?
      

      
      
      
      1.2.3. Context
      

      
      The context is the environment in which the consumer receives a recommendation. In our example, it can be the device the customer uses
         to view Netflix or the current location of the receiver, the time of day (or night), and what the consumer is doing. Does
         the user have time to study the suggestions or is a quick decision needed? The context can also include the weather or even
         the user’s mood!
      

      
      Consider a search for a cafe on Google Maps. Is the user sitting at an office computer and looking for a good coffee bar,
         or is the user standing on the street as it starts to rain? In the first scenario, the best response would identify good quality
         cafes in a wider radius; in the second scenario, recommendations would ideally contain only the nearest place to drink coffee while the rain passes. Foursquare is an example of an app where you can find cafes. We’ll look
         at Foursquare in chapter 12.
      

      
      
      
      1.2.4. Personalization level
      

      
      Recommendations can come at many personalization levels, from using basic statistics to looking at individual user data. Figure 1.11 illustrates these levels.
      

      
      
      
      Figure 1.11. Personalization levels
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Non-personalized
      

      
      A list of the most popular items is considered a non-personalized recommendation: the chances are that the current user might like the same items as most others do. Non-personalized recommendations also
         include showing things ordered by date, such as showing the newest items first. Everyone who interacts with the recommender
         system receives the same list of recommendations. And they can also include when a cafe suggests drinks Friday afternoon,
         cappuccinos in the morning, but brunch on weekend mornings.
      

      
      
      
      
Semi/Segment-personalized
      

      
      The next level of recommendations divides users into groups—the semi/segment personalized recommendations. You can segment groups of users in many ways: by age, by nationality, or by distinct patterns such as business people or
         students, car drivers or bicycle riders.
      

      
      A system selling concert tickets, for example, recommends shows based on the user’s country or city. Here’s another case:
         if a user is listening to music on a smartphone, the system might try to deduce whether the device is moving or not. If it
         is moving, the person might be exercising or they might be driving or cycling. If the device is stationary, the consumer may
         be sitting on a sofa at home and the appropriate music might be different.
      

      
      This recommender system doesn’t know anything personal about you, only you as a member of a group or segment. Other people
         who fit into the same group will get the same recommendations.
      

      
      
      
      
Personalized
      

      
      A personalized recommendation is based on data about the current user that indicates how the user has interacted with the system previously. This generates
         recommendations specifically for this user.
      

      
      Most recommender systems also use segments and popularity when creating personalized recommendations. An example of a personalized
         recommendation is Amazon’s Recommended for You. The Netflix starting page is an extreme example of personalized recommendations.
      

      
      Usually, a site applies various types of recommendations. Only a few sites, such as Netflix, offer everything personalized.
         On Amazon, you’ll also find Most Sold Items, which is nonpersonalized, as well as the Customers Who Bought This Also Bought
         This list, which provides seeded recommendations. These are recommendations based on a seed, which could be the current item that a user is viewing.
      

      
      
      
      
      1.2.5. Whose opinions
      

      
      Expert recommenders are manual systems whose experts recommend good wines, books, or similar. These systems are used in areas
         where it’s generally accepted that you need to be an expert to understand what’s good.
      

      
      The days of expert websites are mostly over, however, so the whose opinions parameter isn’t used much nowadays. Almost all sites use the opinions of the masses. They say that there’s no rule without
         an exception; a few expert sites still remain. An example is the sommelier’s recommendation on the wine site called www.vivino.com, shown in figure 1.12. Vivino is turning to recommender systems to recommend wines as well. Vivino added the recommender system to their app in
         2017 to help users find new wines to taste based on their rating history.[10]

      
         10 
            

For more information, see http://mng.bz/1jFR.
            

         

      

      
      
      
      Figure 1.12. Vivino.com provides expert wine recommendations (the recommendations are omitted to save space).
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      1.2.6. Privacy and trustworthiness
      

      
      How well does the system protect users’ privacy? How is the collected information used? For example, in Europe, it’s common
         to pay money into a pension, which is handled by a bank. Often these banks offer different kinds of retirement savings plans.
         A system that recommends these should have strict rules for privacy. Imagine filling in an application for a retirement savings plan and describing that you’ve back problems, and a minute later receiving
         a phone call from a chiropractor with great offers to handle your exact problem. Or even worse, you buy a special bed for
         people with back problems, and an hour later you receive an email that your health insurance premium has gone up.
      

      
      Many people consider recommendations as a form of manipulation because they present choices that customers are more likely
         to pick than if they were offered a random selection. And most shops are trying to sell more, so the fact that stores that
         use recommendations to sell more makes people think they’re being manipulated. But if that means watching a film that would
         entertain rather than bore, then I say it’s okay. Manipulation is more about the motive for showing a particular item rather than the act of showing it. If you’ve recommended inappropriate and non-optimal medicine because the vendor buys the website owner better
         dinners, then that’s manipulation, which should be frowned upon.
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