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PROLOGUE THE TIP [image: ]


IN NOVEMBER 2019, I had just become a reporter at The New York Times when I got a tip that seemed too outrageous to be true: A mysterious company called Clearview AI claimed it could identify just about anyone based only on a snapshot of their face.

I was in a hotel room in Switzerland, six months pregnant, when I got the email. It was the end of a long day and I was tired but the email gave me a jolt. My source had unearthed a legal memo marked “Privileged & Confidential” in which a lawyer for Clearview had said that the company had scraped billions of photos from the public web, including social media sites such as Facebook, Instagram, and LinkedIn, to create a revolutionary app. Give Clearview a photo of a random person on the street, and it would spit back all the places on the internet where it had spotted their face, potentially revealing not just their name but other personal details about their life. The company was selling this superpower to police departments around the country but trying to keep its existence a secret.

Not so long ago, automated facial recognition was a dystopian technology that most people associated only with science fiction novels or movies such as Minority Report. Engineers first sought to make it a reality in the 1960s, attempting to program an early computer to match someone’s portrait to a larger database of people’s faces. In the early 2000s, police began experimenting with it to search mug shot databases for the faces of unknown criminal suspects. But the technology had largely proved disappointing. Its performance varied across race, gender, and age, and even state-of-the-art algorithms struggled to do something as simple as matching a mug shot to a grainy ATM surveillance still. Clearview claimed to be different, touting a “98.6 percent accuracy rate” and an enormous collection of photos unlike anything the police had used before.

This is huge if true, I thought as I read and reread the Clearview memo that had never been meant to be public. I had been covering privacy, and its steady erosion, for more than a decade. I often describe my beat as “the looming tech dystopia—and how we can try to avoid it,” but I’d never seen such an audacious attack on anonymity before.

Privacy, a word that is notoriously hard to define, was most famously described in a Harvard Law Review article in 1890 as “the right to be let alone.” The two lawyers who wrote the article, Samuel D. Warren, Jr., and Louis D. Brandeis, called for the right to privacy to be protected by law, along with those other rights—to life, liberty, and private property—that had already been enshrined. They were inspired by a then-novel technology—the portable Eastman Kodak film camera, invented in 1888, which made it possible to take a camera outside a studio for “instant” photos of daily life—as well as by people like me, a meddlesome member of the press.

“Instantaneous photographs and newspaper enterprise have invaded the sacred precincts of private and domestic life,” wrote Warren and Brandeis, “and numerous mechanical devices threaten to make good the prediction that ‘what is whispered in the closet shall be proclaimed from the house-tops.’ ”

This article is among the most famous legal essays ever written, and Louis Brandeis went on to join the Supreme Court. Yet privacy never got the kind of protection Warren and Brandeis said that it deserved. More than a century later, there is still no overarching law guaranteeing Americans control over what photos are taken of them, what is written about them, or what is done with their personal data. Meanwhile, companies based in the United States—and other countries with weak privacy laws—are creating ever more powerful and invasive technologies.

Facial recognition had been on my radar for a while. Throughout my career, at places such as Forbes and Gizmodo, I had covered major new offerings from billion-dollar companies: Facebook automatically tagging your friends in photos; Apple and Google letting people look at their phones to unlock them; digital billboards from Microsoft and Intel with cameras that detected age and gender to show passersby appropriate ads.

I had written about the way this sometimes clunky and error-prone technology excited law enforcement and industry but terrified privacy-conscious citizens. As I digested what Clearview claimed it could do, I thought back to a federal workshop I’d attended years earlier in Washington, D.C., where industry representatives, government officials, and privacy advocates had sat down to hammer out the rules of the road. The one thing they all agreed on was that no one should roll out an application to identify strangers. It was too dangerous, they said. A weirdo at a bar could snap your photo and within seconds know who your friends were and where you lived. It could be used to identify antigovernment protesters or women who walked into Planned Parenthood clinics. It would be a weapon for harassment and intimidation. Accurate facial recognition, on the scale of hundreds of millions or billions of people, was the third rail of the technology. And now Clearview, an unknown player in the field, claimed to have built it.

I was skeptical. Startups are notorious for making grandiose claims that turn out to be snake oil. Even Steve Jobs famously faked the capabilities of the original iPhone when he first revealed it onstage in 2007.I We tend to believe that computers have almost magical powers, that they can figure out the solution to any problem and, with enough data, eventually solve it better than humans can. So investors, customers, and the public can be tricked by outrageous claims and some digital sleight of hand by companies that aspire to do something great but aren’t quite there yet.

But in this confidential legal memo, Clearview’s high-profile lawyer, Paul Clement, who had been the solicitor general of the United States under President George W. Bush, claimed to have tried out the product with attorneys at his firm and “found that it returns fast and accurate search results.” Clement wrote that more than two hundred law enforcement agencies were already using the tool and that he’d determined that they “do not violate the federal Constitution or relevant existing state biometric and privacy laws when using Clearview for its intended purpose.” Not only were hundreds of police departments using this tech in secret, but the company had hired a fancy lawyer to reassure officers that they weren’t committing a crime by doing so.

I returned to New York with an impending birth as a deadline. I had three months to get to the bottom of this story, and the deeper I dug, the stranger it got.



THE COMPANY’S ONLINE presence was limited to a simple blue website with a Pac-Man-esque logo—the C chomping down on the V—and the tagline “Artificial Intelligence for a better world.” There wasn’t much else there, just a form to “request access” (which I filled out and sent to no avail) and an address in New York City.

A search of LinkedIn, the professional networking site where tech employees can be relied on to brag about their jobs, came up empty save for a single person named John Good. Though he looked middle-aged in his profile photo, he had only one job on his résumé: “sales manager at Clearview AI.” Most professionals on LinkedIn are connected to hundreds of people; this guy was connected to two. Generic name. Skimpy résumé. Almost no network. Was this even a real person?

I sent Mr. Good a message but never got a response.

So I decided to go door knocking. I mapped the address from the company’s website and discovered that it was in midtown Manhattan, just two blocks away from the New York Times building. On a cold, gray afternoon, I walked there, slowly, because I was in the stage of the pregnancy where walking too fast gave me Braxton-Hicks contractions.

When I arrived at the point on the sidewalk where Google Maps directed me, the mystery deepened. The building where Clearview was supposedly headquartered did not exist.

The company’s listed address was 145 West Forty-first Street. There was a delivery dock at 143 West Forty-first Street and next to it on the corner of Broadway, where 145 should have been, an outpost of the co-working giant WeWork—but its address was 1460 Broadway. Thinking that Clearview must be renting a WeWork office, I popped my head in and asked the receptionist, who said there was no such company there.

It was like something out of Harry Potter. Was there a magic door I was missing?

I reached out to Clearview’s lawyer, Paul Clement, to see if he’d actually written the legal memo for this company with one fake employee working out of a nonexistent building. Despite repeated calls and emails, I got no response.

I did some digging—searching for mention of Clearview on government websites and those that track startup investments—and found a few other people with links to the company. A brief listing on the venture capital−tracking site PitchBook claimed that the company had two investors—one I had never heard of before and another who was shockingly recognizable: The polarizing billionaire Peter Thiel, who had co-founded the payments platform PayPal, backed the social network Facebook early on, and created the data-mining juggernaut Palantir. Thiel had a Midas touch when it came to tech investments, but he was the subject of immense criticism for his contrarian views, his support of Donald Trump for the presidency, and his funding of a legal campaign against the news blog Gawker that had ultimately put the media outlet out of business.

Thiel, like everyone else I reached out to, gave me the cold shoulder.



BUSINESS FILINGS REVEALED that the company had incorporated in Delaware in 2018 using an address on the Upper West Side. I bundled up and headed to the subway. The train, a local on the C line, was not crowded, and my anticipation grew with each stop. When I got off, a little past the Natural History Museum, I discovered that the address was on an unusually quiet street, next to the castlelike Dakota Apartments building. Eager to knock on an actual door that might unravel the mystery, I couldn’t help but speed my steps, which made the muscles across my belly clench in protest.

The building had an Art Deco exterior, with a revolving glass door, and I could see individual balconies on the floors above that gave a distinct residential impression. The lounge looked homey with a surprising number of couches and a Christmas tree. A uniformed doorman greeted me at the entrance and asked whom I was there to see.

“Clearview AI in Suite 23-S,” I said.

He looked at me quizzically. “There are no businesses here,” he said. “That’s someone’s home.”

He wouldn’t let me up. Yet another dead end.



THEN ONE DAY I logged in to Facebook to discover a message from a “friend” named Keith. I didn’t remember him, but he mentioned that we had met a decade earlier at a gala for Italian Americans. Back then, I’d been more cavalier about my privacy and said yes to just about any “friend request.”

“I understand you are looking to connect with Clearview,” Keith wrote. “I know the company, they are great. How can I be of help?”

Keith worked at a real estate company in New York and had no obvious ties to the facial recognition startup. I had many questions—foremost among them being how he knew I was looking into the company and whether he knew the identity of the technological mastermind who had supposedly built the futuristic app—so I asked him for his phone number.

He didn’t respond.

I asked again two days later.

Silence.

As it became clear that the company wasn’t going to talk to me, I tried a new approach: Find out whether the tool was as effective as advertised. I tracked down police officers who had used it, starting with a detective sergeant in Gainesville, Florida, named Nicholas Ferrara. For the first time, I found someone who wanted to discuss Clearview with me. In fact, he could not have been more excited about it.

“I love it. It’s amazing,” he said. “I’d be their spokesperson if they wanted me.”

Ferrara had first heard about the company when it had advertised on CrimeDex, a listserv for investigators who specialize in financial crimes. The company described itself as “Google search for faces” and offered a free thirty-day trial. All he had to do was send an email to sign up.

When he got access to Clearview, he took a selfie and ran a search on it. The first hit was his Venmo profile photo, along with a link to his page on the mobile payments site. He was impressed.

Ferrara had dozens of unsolved cases in which his only lead was a photo of a fraudster standing at an ATM or bank counter. He had previously run the photos through a state-provided face recognition tool but come up empty. Now he uploaded them to Clearview. He got match after match after match. He identified thirty suspects, just like that. It was incredible.

The government systems he had previously used required a person’s full face, ideally gazing directly at the camera, but Clearview worked on photos of suspects wearing hats or glasses, even when only part of their face was visible. The other systems could comb only through the faces of people who had been arrested or who had gotten their driver’s licenses in Florida, but Clearview found people who had no ties to the state and even people from other countries. He was blown away.

One weekend night, while Ferrara was patrolling in downtown Gainesville, he ran into a group of college students hanging around outside a bar. He struck up a conversation about how their night was going and then asked them if he could do an experiment: Could he try to identify them?

The students were game, so, in the dim street light, he snapped their photos one by one. Clearview served up their Facebook and Instagram pages, and he identified four out of five of the students by name. The astounded students thought it was an awesome party trick. Can anyone do that? they asked. Ferrara explained that it was only available to law enforcement.

“That’s very Big Brother,” one replied.

I wanted to see the results from this amazing app myself. Ferrara volunteered to do a demo, saying I just needed to send him a photo. It felt odd to email my photos to a police officer I’d never actually met in person, but I am almost always willing to sacrifice my own privacy for a story. I sent three: one where I was wearing sunglasses and a hat, one with my eyes closed, and a third of me smiling.

Then I waited for a response.

It never came.

I got in touch with another investigator, Captain Daniel Zientek, who worked in The Woodlands, Texas. He had recently used Clearview to identify an alleged rapist, based on a photo the victim had taken earlier in the evening. He said it had worked for him pretty much every time he’d run a search. The only time it didn’t, he said, was for online ghosts. “If you don’t have a photo on the internet, it’s not going to find you,” Zientek said.

Anticipating the controversy over the idea of fingering someone for a crime based solely on a photo, Zientek told me emphatically that he would never arrest someone based only on a Clearview identification. “You still have to build a case,” he said.

He offered to run my photo to show me how it worked. I emailed one to him, and he wrote back immediately saying it had no matches.

That was odd. There were tons of photos of me online.

I sent him a different photo, and again it came back with no matches.

Zientek was surprised. So was I. I thought this was supposed to be “game changing” facial recognition. It made no sense. He suggested that it was a technical issue; maybe the company’s servers were down.

Then he, too, stopped replying to me.



I REDOUBLED MY efforts to get someone connected to Clearview to talk to me. I doorstepped Kirenaga Partners, the investor listed alongside Peter Thiel on PitchBook. It was a tiny venture capital firm based forty minutes outside New York City. On a rainy Tuesday morning, I took the Metro North train from Manhattan to a wealthy suburb called Bronxville, where I walked a few blocks to a two-story office building on a quaint retail block across from a hospital. I climbed the stairs to the second floor and found the Kirenaga Partners logo—a samurai sword wrapped in silk—at the end of a long, quiet hallway lined with office doors. There was no response when I knocked and no ringing inside when I called the office’s number.

A neighbor and a deliveryman told me that the office was rarely occupied. After lingering awkwardly in the hallway for almost an hour, I decided to give up and head back to Manhattan, but as I was descending the staircase, two men walked in, one in a lilac shirt and a dark suit and another in a gray-and-pink ensemble. They had the look of money about them, and when they made eye contact with me, I asked if they were with Kirenaga Partners.

“Yes,” said the dark-haired one in lilac, with a surprised smile on his face. “Who are you?”

When I introduced myself, his smile faded. “Oh, Clearview’s lawyers said we’re not supposed to talk to you.”

“I came all this way,” I pleaded, making sure my pregnant belly was visible beneath my red winter coat. They looked at each other, and then the one in lilac—who turned out to be the firm’s founder, David Scalzo—seemingly trapped by his own sense of decency, offered me water and begrudgingly agreed to talk briefly and off the record. We went upstairs and they let me into the cold office, where college test prep materials sat on the receptionist desk, and into a small conference room. Scalzo brought me a bottle of water and sat down across from me.

We talked for a few minutes before I dared start taking notes. Despite his initial reluctance, Scalzo was soon enthusing about his promising investment. After I revealed that I’d spoken with officers who had used the tool and that I would be writing a story with or without the cooperation of the company, he agreed to go on the record to sing the company’s praises. He said that the company had not been responding to my requests because it was in “stealth mode” and because one of the founders had some “Gawker history” which he wasn’t keen to have unearthed.

He told me that law enforcement loved Clearview but that the company ultimately aimed to offer the face recognition app to everyone. I expressed my trepidation about the likelihood that that would bring an end to the possibility of anonymity. “I’ve come to the conclusion that because information constantly increases, there’s never going to be privacy,” Scalzo mused. “You can’t ban technology. Sure, that might lead to a dystopian future or something, but you can’t ban it.”



WHEN I ASKED privacy and legal experts about what Clearview AI appeared to have built, they were universally horrified and said that the weaponization possibilities were “endless.” A rogue police officer could use Clearview to stalk potential romantic partners. A foreign government could dig up secrets about its opponents to blackmail them or throw them in jail. People at protests could be identified by police, including in countries such as China and Russia with track records of repressing, and even killing, dissidents. With increasingly ubiquitous surveillance cameras, an authoritarian leader could use this power to track rivals’ faces, watching where they went and with whom they associated, to find compromising moments or build a dossier to be used against them. Keeping secrets for any reason, even safety, could prove impossible.

Beyond Big Brother and the danger of powerful governments was the even more insidious Little Brother: your neighbor, a possessive partner, a stalker, a stranger who bears you ill will. If it became widely available, Clearview could create a culture of justified paranoia.

It would be as if we were all celebrities with famous faces. We could no longer trust that when we bought condoms, pregnancy tests, or hemorrhoid cream with cash at the pharmacy, we did so anonymously. A sensitive conversation over dinner in a restaurant could be tied back to us by a person seated nearby. Gossip casually relayed over the phone while walking down the street could get blasted out by a stranger on Twitter with your name as the source. A person you thoughtlessly offended in a store or cut off in traffic could snap a photo of your face, find out your name, and write horrible things about you online in an attempt to destroy your reputation. Businesses could discriminate against you in new ways, refusing you entry because of who you worked for or something you once said online.

That an unknown startup heralded this new reality, rather than a technology giant such as Google or Facebook, did not surprise the experts with whom I spoke. “These small companies are able to, under the radar, achieve terrible things,” one said. Once they do, it’s hard to turn back.

People often defend a new, intimidating technology by saying it is like a knife, simply a tool that can be used for good or evil. But most technologies, from social media to facial recognition, are not neutral; and they are far more complicated than a knife. The countless decisions a creator makes about the architecture of a technology’s platform shape the way that users will interact with it. OkCupid encouraged daters to consider people’s personalities, for instance, by offering lengthy profiles and quizzes to determine compatibility, whereas Tinder’s focus was on appearance, presenting photos to users and telling them to swipe left or right. The people who control a technology that becomes widely used wield great power over our society. Who were the people behind Clearview?



WITH THE HELP of a colleague, I recruited a detective based in Texas who was willing to assist with the investigation, as long as I didn’t reveal his name. He went to Clearview’s website and requested access.

Unlike me, he got a response within half an hour with instructions on how to create an account for his free trial. All he needed was a police department email address. He ran a few photos of criminal suspects whose identities he already knew, and Clearview nailed them all, linking to photos of the correct people on the web.

He ran his own image through the app. He had purposefully kept photos of himself off the internet for years, so he was shocked when he got a hit: a photo of him in uniform, his face tiny and out of focus. It was cropped from a larger photo, for which there was a link that took him to Twitter. A year earlier, someone had tweeted a photo from a Pride Festival. The Texas investigator had been on patrol at the event, and he appeared in the background of someone else’s photo. When he zoomed in, his name badge was legible. He was shocked that a face-searching algorithm this powerful existed. He could see that it would be a godsend to some types of law enforcement, but it had horrible implications for undercover officers if the technology became publicly available.

I told him that I hadn’t been able to get a demo yet and that another officer had run my photo and gotten no results. He ran my photo again and confirmed that there were no matches.

Minutes later, his phone rang. It was a number he didn’t recognize, with a Virginia area code. He picked up.

“Hello. This is Marko with Clearview AI tech support,” said the voice on the other end of the call. “We have some questions. Why are you uploading a New York Times reporter’s photo?”

“I did?” the officer responded cagily.

“Yes, you ran this Kashmir Hill lady from The New York Times,” said Marko. “Do you know her?”

“I’m in Texas,” the officer replied. “How would I know her?”

The company representative said it was “a policy violation” to run photos of reporters in the app and deactivated the officer’s account. The officer was taken aback, creeped out that his use of the app was that closely monitored. He called immediately to tell me what had happened.

A chill ran through me. It was a shocking demonstration of just how much power this mysterious company wielded. They could not only see who law enforcement was looking for, they could block the results. They controlled who could be found. I suddenly understood why the earlier detectives had gone cold on me.

Though Clearview was doing everything in its power to stay hidden, it was using its technology to spy on me. What else was it capable of?

Concerns about facial recognition had been building for decades. And now the nebulous bogeyman had finally found its form: a small company with mysterious founders and an unfathomably large database. And none of the millions of people who made up that database had given their consent. Clearview AI represents our worst fears, but it also offers, at long last, the opportunity to confront them.


	
I. Steve Jobs pulled a fast one, hiding the prototype iPhone’s memory problems and frequent crashes by having his engineers spend countless hours on finding a “golden path”—a specific sequence of tasks the phone could do without glitching.








PART I THE FACE RACE







CHAPTER 1 A STRANGE KIND OF LOVE [image: ]


In the summer of 2016, in an arena in downtown Cleveland, Ohio, Donald Trump, a real estate mogul who had become famous hosting a reality TV show called The Apprentice, was being anointed as the Republican Party’s presidential candidate. Trump had no government experience, no filter, and no tolerance for political correctness, but his famous name, right-wing populist views, and uncanny ability to exploit his opponents’ weaknesses made him a powerful candidate. It was going to be the strangest political convention in American history, and Hoan Ton-That did not want to miss it.I

Ton-That, twenty-eight, did not look, at first glance, like a Trump supporter. Half Vietnamese and half Australian, he was tall—six feet, one inch—with long, silky black hair and androgynous good looks. He dressed flamboyantly in paisley print shirts and suits in a rainbow of colors made bespoke in Vietnam, where, his father told him, his ancestors had once been royalty.

Ton-That had always followed his curiosity no matter where it had taken him. As a kid, growing up in Melbourne, Australia, he had tried to figure out electricity, plugging an extension cord into itself in the hope that the current would race around in a circle inside. Once, after seeing someone steal a woman’s purse, he walked up to the thief and asked why he’d done it. The guy pushed him over and ran away. When Ton-That’s dad brought a computer home in the early 1990s, Ton-That became obsessed with it, wanting to take it apart, put it back together, play games on it, and type commands into it. Because his growth spurt came late, Ton-That was “little Hoan” to his classmates, and bullies targeted him, particularly those who didn’t like the growing Asian demographic in Australia. Ton-That had close friends with whom he played guitar, soccer, and cricket, but he felt like an outsider at school.

When he was fourteen, he taught himself to code, relying on free teaching materials and video lectures that MIT posted online. Sometimes he would skip school, tape a “Do Not Disturb” sign on his bedroom door, and spend the day with virtual programming professors. His mother was perplexed by his love of computers, pushing him to pursue a musical career instead after he placed second in a national competition for his guitar playing. “Very often, you’d find him on the computer and the guitar at the same time,” his father, Quynh-Du Ton-That, said. “Back and forth between the keyboard and the guitar.”

When it came time for college in Canberra, Ton-That chose a computer engineering program, but he was bored out of his mind by professors teaching a mainstream programming language called Java. Ton-That was into “computer snob languages,” such as Lisp and Haskell, but those were about as likely to get him a job as studying Latin or ancient Greek. Instead of doing schoolwork, he created a dating app for fellow students called Touchfelt and spent a lot of time on a new online message forum, eventually called Hacker News, which catered to a subculture of people obsessed with technology and startups. When a California investor named Naval Ravikant put up a post there saying he was investing in social media startups, Ton-That reached out to him.

He told Ravikant about his entrepreneurial ambitions and the lack of appetite for such endeavors in Australia. Ravikant told him he should come to San Francisco. So at just nineteen years old, Ton-That moved there, drawn halfway around the world by the siren song of Silicon Valley.

Ravikant picked up the jet-lagged Ton-That at the airport, found him a friend’s couch to sleep on, and talked his ear off about the booming Facebook economy. The social network had just opened its platform to outside developers. For the first time, anyone could build an app for Facebook’s then 20 million users, and there was a plethora of vacuous offerings. The epitome of those would be FarmVille, a game that let Facebook users harvest virtual crops and raise digital livestock. When the company behind FarmVille went public, it revealed an annual profit of $91 million on $600 million in revenue, thanks to ads and people paying real money to buy digital cows.

“It’s the craziest thing ever,” Ravikant told Ton-That. “These apps have forty thousand new users a day.”

Ton-That couch surfed for at least three months because he didn’t have the credit history needed to rent an apartment, but the San Francisco Bay area, with its eclectic collection of entrepreneurs, musicians, and artists, was otherwise a good fit for him. He loved being in the heart of the tech world, meeting either startup founders or those who worked for them. He became friends with early employees at Twitter, Square, Airbnb, and Uber. “You see a lot of this stuff coming out, and it just gives you a lot of energy,” he said.

America’s diversity was novel to him. “There wasn’t African American culture or Mexican culture in Australia,” he said. “I had never heard of a burrito before.” And he was shocked, at first, by San Francisco’s openly gay and gender-bending culture.

Eventually, though, Ton-That let his hair grow long and embraced a gender-fluid identity himself, though he still preferred he/him pronouns. Before he turned twenty-one, he got married, to a Black woman of Puerto Rican descent with whom he performed in a band. (They were in love, he said, but it was also his path to a green card.)

Desperate to make money and continue funding his stay in the United States, he jettisoned his ideals and got to work cranking out Facebook quiz apps. Rather than a “snob” computer language, he adopted what everyone else was using: a basic, utilitarian language called PHP. Speed was more important than style when it came to cashing in on the latest consumer tech addiction. After one of Ton-That’s apps got some traction, Ravikant gave him $50,000 in seed money to keep going.

More than 6 million Facebook users installed Ton-That’s banal creations—“Have You Ever,” “Would You Rather,” “Friend Quiz,” and “Romantic Gifts”—which he monetized with little banner ads. Initially, Ton-That could get a Facebook user to invite all of their friends to take the quiz with just a few clicks. But the social network was starting to feel spammy. Every time users logged in, they were bombarded with notifications about their friends’ FarmVille activities and every quiz any of their friends had taken. Facebook decided to pull back on third-party developers’ ability to send notifications to a user’s friends, putting an end to the free marketing that Ton-That and others had come to rely on and drying up their steady stream of new users.

Still, Ton-That couldn’t believe how much data Facebook had given him along the way: The people who had installed his apps had ceded their names, their photos, their interests, and their likes, and all the same information for all of their friends. When Facebook opened its platform to developers like Ton-That, it didn’t just let new third-party apps in; it let users’ data flow out, a sin outsiders fully grasped only a decade later during the Cambridge Analytica scandal. But Ton-That didn’t have a plan for all that data, at least not yet.

Soon the Facebook app craze faded, and a new tech addiction arrived in the form of mobile apps. Soon after Ton-That arrived in California, Apple released the iPhone. “It was the first thing I got in San Francisco before I even got an apartment,” he said. The iPhone almost immediately became an expensive, must-have gadget, and the App Store became a thriving marketplace, with monied iPhone users willing to hand over their credit card numbers for apps that would make the most of their precious devices. As the smartphone economy began to boom, Ton-That sold his Facebook quiz company, paid Ravikant back, and turned to making iPhone games.

It was fun at first—and lucrative. He created a Pavlovian game called Expando that involved repeatedly tapping the iPhone’s screen to blow up digital smiley face balloons, while tilting the phone this way and that to roll the balloons away from orange particles that would pop them. People paid up to $1.99 each to download it, which added up quickly when the game proved popular. But over time, the iPhone game space got more competitive and the amount Ton-That could charge dropped until eventually he had to make the game free and rely on the money he made from annoying banner ads.

At the beginning of the twenty-first century, companies like Google and Facebook convinced much of the planet that the tech industry had a noble plan to connect and enrich the global population, unlock the whole of human knowledge, and make the world a better place. But on the ground in San Francisco, many developers like Ton-That were just trying to strike it rich any dumb way they could.

One Tuesday in February 2009, Ton-That released ViddyHo, a YouTube imitator that required visitors wanting to watch a video to log in using their credentials for Google’s chat service. But when they did, ViddyHo used the credentials they provided to send messages as them to all their friends, saying, “Hey, check out this video,” with a shortened link to ViddyHo that would start the cycle anew. This was similar to a growth hacking trick pioneered by Facebook and LinkedIn—who rummaged through the contact books handed over by their users to email people who hadn’t joined yet—but ViddyHo’s technique was far more invasive, potentially illegal, and its vaguely porny name didn’t help matters. The super-spreader event soon had “ViddyHo virus” trending on Twitter.

“Fast-Spreading Phishing Scam Hits Gmail Users,” read a headline on The New York Times’ Bits blog. The story quoted a security expert who said, “These criminals really know how to get people’s attention.” Ton-That was taking a shower when his phone started going crazy, friends texting him to urge him to shut ViddyHo down. He did, but it was too late. Google blocked him, his internet service provider dropped his account, internet browsers threw up a warning message to anyone who visited ViddyHo.com, and the tech gossip blog Valleywag got on the case.

Valleywag was part of the Gawker Media empire, an influential collection of snarky news blogs with biting but incisive commentary. After Ton-That was linked to ViddyHo’s web domain registration, Valleywag posted a risqué photo of him sucking a lollipop under a headline that borrowed his tongue-in-cheek Twitter bio: “Was an ‘Anarcho-Transexual Afro-Chicano’ Behind the IM Worm?”

Valleywag called the “the classically quirky” Ton-That “a screaming stereotype of San Francisco’s Web crowd” and mocked his track record of chasing the latest technological trend. “That’s the irony of Ton-That’s involvement with ViddyHo,” the post said. “If he is indeed the perpetrator of the worm, it may make him hated. But it would be the first truly original thing he’s done.”

People recognized Ton-That on the streets of San Francisco in the days after the post ran. He was angry, feeling he’d been mischaracterized. Valleywag had reached out for comment, but Ton-That had ignored it, not understanding how the media work and hoping the whole thing would just blow over. “It was just a way to share videos,” Ton-That would say later. “It just kind of went out of control.”

A Valleywag follow-up post a month later said the police had been looking for Ton-That but that they had “never nabbed the hacker,” because he was back with a “new website” that was simply ViddyHo under a new name. An FAQ attributed the previous site’s problems to “a bug in our code.”

Ton-That was twenty years old at the time. The incident destroyed his online reputation, and the Valleywag posts, specifically, would haunt his Google results for years to come. Burned by going it alone, and wanting to be part of a team, he took an engineering job at Ravikant’s AngelList and then became an early employee at a fitness startup called FitMob. The benefits included equity and obscurity.

In 2015, around the same time Trump descended an escalator to announce his run for the presidency, FitMob was acquired by ClassPass, and Ton-That, as an early employee, got to cash out. He decided it was time for a change from San Francisco.

“Every party you go to there,” he said, “it’s like ‘Hey, what do you do? What’s your valuation? What are you working on?’ I just got really tired of it.”

Ton-That was at a crossroads. He had gotten divorced. He was frustrated professionally. He had spent almost a decade in the Bay Area, but his only lasting achievement was the eradication of his Australian accent. He wondered whether he should give up on the tech industry altogether.

He uploaded a few recordings of himself playing guitar to Spotify, including a hauntingly lovely melody he’d composed called “Tremolo.” He chose as his digital album cover a shirtless photo of himself, splashed in a red substance that looked like blood, lighting a cigarette. He was trying on different identities, trying to find the one that fit best. He traveled the world for a few months, visiting Paris and Berlin, Vietnam and Australia. He attended Burning Man, an annual festival in Black Rock Desert, Nevada, which attracts bohemians, creatives, and Silicon Valley types who consume art, music, and drugs as a form of soul-searching. Someone there took a serene-looking photo of him on a white bicycle, wearing a silky golden tunic and cream-colored pants, holding an oil-paper umbrella to shield himself from the bright desert sun; yet he had been a polarizing figure in his Burning Man camp. One campmate described him as charismatic and witty, while another said he was “a horrible human being” who loved to provoke and rile sensitive people. In other words, he liked trolling.

He eventually moved to New York City and told people, half jokingly, that he planned to become a model. But when someone he met at a party actually asked him to do a modeling gig, he agreed and discovered he hated it. So he stuck with tech. He released a handful of forgettable apps, many of which incorporated a new iPhone developer tool from Apple that made it possible to find a person’s face in photos. There was TopShot, where strangers could rate your appearance on a scale of 1 to 5, and Flipshot, which would mine your camera roll for unshared photos and prompt you to send them to friends. “All the best photos of you are on other peoples’ phones,” he once mused in a tweet.

Two of the apps revealed a new political bent. When he released a Twitter clone called Everyone in April 2016, the promo art included a sultry photo of Ton-That in a red Make America Great Again hat. “Come to Tompkins square park, it’s beautiful out and I have my guitar,” said a message below it. And there was Trump Hair, which let a user add “The Donald’s” signature coif to their photos. “It’s gunna be YUGE!” promised the tagline. (It wasn’t.)

Ton-That befriended technophiles like himself, but many of them leaned left. He wasn’t entirely happy about that, tweeting in early 2016, “Why are all the big cities in the USA liberal?” On Twitter, he was suddenly all in on the alt-right, retweeting celebrities, journalists, and publications affiliated with libertarianism and white supremacy who expressed frustration with the current climate of political correctness. “I’ll stop using stereotypes just as soon as they stop being right” was one sentiment that Ton-That deemed worth retweeting. He showed up at parties in a big white fur coat and his MAGA hat, and casually dropped extreme views into conversations: Chelsea Clinton’s wedding, he said, had been an opportunity to launder money; race and intelligence are linked (“look at the Ashkenazi Jews”); “There are too many foreign-born people in the U.S.,” he would say, according to friends who found those opinions confounding for many reasons, one of which being that he himself was an immigrant.

One of Ton-That’s best friends from San Francisco stopped talking to him. “We couldn’t find common ground. It had never happened to me before that I had ended a friendship that close,” said Gustaf Alströmer, who was a product lead at Airbnb at the time. He said that Ton-That had not been a partisan person when he lived in the Bay Area. According to Alströmer, Ton-That’s political interests had been more theoretical, about the fairest way to do voting or the best economic system for society. “He talked about racism in Australia and his father being an immigrant. He was thoughtful and had empathy and sympathy for people who came from the same background,” he said. “The words he used in 2016 contradicted everything he said before.” He attributed Ton-That’s change to falling in with the wrong crowd online. “You find people who agree with you on Slack and Reddit,” he said. “He was a person looking for an identity.”

Like Alströmer, many of Ton-That’s friends in New York couldn’t understand how he had come to identify with the nationalistic, pro-white MAGA crowd. Ton-That was smart and sensitive, a feminist who played guitar soulfully at parties and had wandered the radically inclusive camps of Burning Man just the summer before. At the same time, he was a contrarian who liked to play the devil’s advocate in an argument. His friends thought that was part of the reason he supported Trump. Donning a MAGA cap in Manhattan was a very easy way to get a rise out of people. “In today’s world, the ability to handle a public shaming/witch hunt is going to be a very important skill,” he tweeted presciently.



IN CLEVELAND, AT the 2016 Republican convention, Ton-That stuck out in a different way: He was an eccentrically dressed, long-haired hipster amid a drab khaki-and-button-down crowd. But he was there with someone who both looked the part and seemingly knew how to navigate this world: a paunchy, redheaded lightning rod named Charles Carlisle Johnson, better known on the internet as Chuck Johnson.

Johnson’s name is rarely invoked without the word “troll” shortly thereafter, not because of his shock of rust red hair or his fulsome beard but because of his dedication to the online art of needling liberals. Johnson, twenty-seven, described himself at the time as an investigative journalist with high-profile conservative connections. He had written a book about President Calvin Coolidge that had gotten blurbs from conservative firebrand Ted Cruz, George W. Bush’s torture defender John Yoo, and the media demagogue Tucker Carlson.

In 2014, after a summer fellowship at The Wall Street Journal and a few years reporting for Carlson’s Daily Caller, Johnson launched his own site, GotNews. He had gained notoriety there for, among other things, his theories about Michael Brown, a Black eighteen-year-old shot and killed by a police officer in Ferguson, Missouri. Brown’s death sparked a national uproar amid a building Black Lives Matter movement. The officer claimed that the unarmed Brown had posed a threat to his life. In defense of the officer, Johnson published photos from Brown’s Instagram account that he said suggested a violent streak, and sued unsuccessfully to get Brown’s juvenile court records. That was all chum in the alt-right water, and it worked. GotNews got views.

Johnson’s investigations frequently targeted Black men. In 2015, Johnson was banned from Twitter after saying he wanted to raise money to “take out” Black Lives Matter activist DeRay McKesson. He claimed to have proof that Barack Obama was gay and that Cory Booker, who was then the Democratic mayor of Newark, did not actually live in Newark. The Southern Poverty Law Center called GotNews “an outlet for conspiracies.” It was derided by the mainstream media and by Gawker, who dubbed Johnson the “web’s worst journalist.”

Occasionally, Johnson’s hunches were correct, such as the time he questioned the veracity of a Rolling Stone article about a brutal gang rape at the University of Virginia, a story that fell apart under further scrutiny. But his methods were extreme: He offered cash to anyone who could out the anonymous alleged victim in the story. Johnson did eventually identify her, but then accidentally posted a photo of the wrong woman, who was then harassed. He would later say he regretted the lengths he had gone to at GotNews, blaming the “intemperance of youth” as well as “mimetic desire,” a theory developed by René Girard, a French philosopher popular with the Silicon Valley set. In Johnson’s interpretation, enemies cannot help but mimic one another. If he became vicious and cruel, it was only to reflect the Gawker bloggers he despised.

Johnson later claimed that he had done the muckraking at the behest of the government, saying he was an FBI informant tasked with drawing out domestic extremists by saying crazy things online. Riveting in a supervillain sort of way, shamelessly blunt with a sharp mind that made surprising connections, he was a relentless self-promoter and networker whose contacts list contained the numbers of billionaires, politicians, and power brokers. Whether they would actually pick up when he called was another matter; he didn’t always keep friends for long.

When Charles Johnson and Hoan Ton-That decided to attend the Republican convention together, they had only recently met. Ton-That was a GotNews reader and asked to be added to a Slack group Johnson ran for extreme right-wing types. After bonding online, they decided to meet in person when Johnson came to New York.

“I loved Hoan from the second I met him,” Johnson said. “He showed up dressed in this flowery suit thing, made in Vietnam. He wore the most outlandish, craziest shit. He’s not like the other kids in the sandbox.”

They had dinner with Mike Cernovich, a men’s rights advocate who had used his considerable clout on Twitter to boost the #PizzaGate conspiracy theory alleging child sex trafficking by Democrats in the nonexistent basement of a D.C. pizzeria. Cernovich tweeted a photo of his dinner mates making the controversial “OK” hand gesture, an “all is well” signal co-opted by conservatives to communicate tribal solidarity and infuriate liberals. “Chuck Johnson and @hoantonthat say hi,” Cernovich captioned it. He couldn’t tag Johnson because he was still banned on Twitter.

Johnson and Ton-That’s first meeting lasted ten hours. Johnson said they had discussed psychology, genetics, and how technology could expand what is knowable about human beings. Johnson felt that the Victorian Era was when global peak IQ was reached and that important lines of inquiry from that earlier age had been unfairly “canceled,” such as physiognomy, the ability to discern the character of the mind from the features of the face. Though it was generally regarded by the academic community as racist and naive, Johnson thought scientists should reexamine physiognomy with the computing tools of the modern age. Because he believed that antiquity was the route to enlightenment, Johnson resolved at one point to read only books written before 1950. Ton-That later enthused to a friend that Johnson was brilliant.

Johnson had organized a group house in Cleveland for the Republican National Convention and was psyched to attend what he considered to be his generation’s Woodstock. He said that Ton-That could crash with him. A few days before the event, Ton-That emailed Johnson asking if the offer still stood.

“I’ll bring my guitar,” Ton-That said.

“Want to meet Thiel?” Johnson offered, meaning Peter Thiel, the philosopher-lawyer turned venture capitalist, who had co-founded PayPal and backed Facebook in its early days, accumulating fabulous wealth along the way. Thiel was a libertarian who believed that freedom and democracy were fundamentally incompatible, that death could be overcome, and that the pursuit of technological progress and any resulting profits was a raison d’être. A powerful, antidemocratic billionaire who might live forever; what could go wrong?

“Of course!” Ton-That responded.II

A gender studies professor who owned the three-bedroom house in Cleveland where they stayed remembers Ton-That and Johnson. It was the only time she ever rented out her home, unable to resist the laughably high rates being paid by out-of-state Republicans. The group turned out to be respectful guests, but she had been worried enough about hosting Trump supporters that she removed an Andy Warhol print of Chairman Mao Zedong from her living room wall. Her bookshelves, however, remained stocked with radical feminist literature, which amused her temporary tenants. In one photo from the week, Johnson sat in an armchair in his boxers, feigning enlightenment as he leafed through one of the tomes.

Ton-That followed through on his promise to bring his guitar and frequently serenaded his friends. In one smartphone video Johnson captured, Ton-That performs an original song he composed, inspired by Milo Yiannopoulos, a right-wing British provocateur who’d been kicked off Twitter that week for harassing a Black actress.

“You’re everybody’s favorite gay dude,” Ton-That sang. “And you’re always throwing grenades / Over to the other side / And they can’t survive / So what they do is / They ban you.”

Their Airbnb was a fifteen-minute drive from the Cleveland Cavaliers’ home base, which had been temporarily transformed from a sports arena into a political coliseum. Huge photos of NBA superstar LeBron James, a vocal critic of Trump, had been covered with Republican elephants. On the first night of the convention, Ton-That and Johnson took an Uber to the arena to hear Melania Trump speak. They sat in the nosebleed seats and took her in mainly on the huge screen above the stage.

The next morning, Johnson followed through on the introduction he had dangled, taking Ton-That in an Uber to an “epic house” in Shaker Heights to meet Peter Thiel, who had just rolled out of bed. His private chef fixed them a superfoods breakfast of eggs with salmon and avocado that they ate poolside. The main topic of conversation, according to Johnson, was Gawker. Thiel had hated the media company for many years by that point. It had covered him frequently, from headlining his sexuality—“Peter Thiel is totally gay, people”—to criticizing his “loopy libertarian” views, including a dream of building a floating city outside of any government’s jurisdiction and the belief that letting women vote had been bad for American democracy. The outlet had also closely covered the travails of his investment fund, Clarium Capital, which had lost billions of dollars before shutting down.

“I think they should be described as terrorists, not as writers or reporters,” Thiel once said of the site’s journalists. The billionaire had been secretly funding lawsuits against the company, hoping to bankrupt it, and just the month before he met with Ton-That and Johnson, one of them had succeeded.

A former professional wrestler, Hulk Hogan, had sued Gawker in Tampa, Florida, for publishing nearly two minutes of surveillance-cam footage that featured him having sex with a friend’s wife in a 2012 post headlined “Even for a Minute, Watching Hulk Hogan Have Sex in a Canopy Bed Is Not Safe for Work but Watch It Anyway.” Gawker assumed it would be protected by the First Amendment, America’s strong constitutional shield for speech, because, as it argued in court, the content of the post was accurate and of public interest. Gawker’s employees hadn’t stolen the tape, which would have been a crime; they were only reporting on and sharing its existence. American courts were generally protective of the media, but even if it were a challenging legal battle, Hogan had little to lose; his dignity had already taken the hit and he was backed by a billionaire. As it turned out, Thiel’s investment paid off: Hogan body-slammed Gawker. A jury in Florida awarded him $140 million, leading the media company to file for bankruptcy. A victorious Thiel then admitted his secret role in the case, sending chills down the backs of journalists across the country. The powerful can’t be held accountable if they can simply sue critics out of existence.

According to Johnson, Ton-That became emotional talking with Thiel about how much the blow against Gawker meant to him, given the way the company had damaged his own reputation. Johnson, too, had joyful tears in his eyes. He had sued Gawker a few years earlier for defamation, and while the company was winding down, it would settle his lawsuit for, according to Johnson, more than a million dollars.

Two days later, when Thiel gave a speech at the Convention, Johnson and Ton-That were no longer in the rafters but on the main floor of the arena, close to the stage, having obtained VIP passes. They took a giddy photo, smiling, with Thiel’s face projected onto the massive screen behind them. Thiel’s visage reflected his German heritage—a broad forehead, heavy brows—and a youthfulness at forty-nine that seemed to lend credence to rumors he was being injected with the blood of young people.

Seeming unaccustomed to such a large crowd, Thiel stared fixedly at three spots in the arena, swiveling his head robotically at the end of each clause—left, center, right… left, center, right—to make eye contact with an audience who likely didn’t know who, or how powerful, he was. He talked about how America was falling behind, how it was broken, and how a businessman like Trump was the one to fix it. Trump gave his own ominous speech later that night, invoking an America beset with violence, crime, and illegal immigrants and warning that his opponent, Hillary Clinton, would bring more of all three.

Johnson said that his and Ton-That’s fandom of Trump was “absurdist,” and that they appreciated how he livened up the typically boring political world with his antics. “If you’re a weird person and you see a weird man run for president, you’re like ‘Ah, I finally have a seat at the table. The weirdos are in control,’ ” Johnson said. “We got the joke of it.”

Who they truly respected was Peter Thiel and his call for tools to help “fix” America. Johnson and Ton-That chatted that week about how useful it would be to have a tool to pull up information on the other attendees at the convention, to be able to determine whether a stranger there was worth knowing or a foe to be avoided.

One night, after they got out of an Uber in front of their Cleveland Airbnb, Johnson asked Ton-That if he wanted to do more with his life than make small-time apps. “Do you want to do something big?” Johnson recalled asking him. Johnson remembers that Ton-That looked back at him with a wolfish grin and a trickster gleam in his eye and said, “This is going to be a lot of fun. Of course I’m in.”

And that was when their journey to unlock the secrets of the human face began. It was an ambition with very deep roots.


	
I. It’s pronounced Hwan Tawn-Tat, much like “Juan.”

	
II. Ton-That would later disavow the radically conservative views he expressed during this period, his time as a Trump supporter, and his friendship with Charles Johnson, but Johnson kept extensive documentation of their relationship in the form of emails, photos, and videos.








CHAPTER 2 THE ROOTS (350 B.C.–1880S) [image: ]


More than two thousand years ago, Aristotle declared that man was the only creature on the planet with a true face. Other animals had the basic components—eyes, a mouth, and a nose—but those organs alone did not suffice. A true face, according to the Greek philosopher, conveyed personality and character. It was a reflection of the human soul with all of its depth and nuance. Yet it was apparently simple enough to decode that Aristotle could assert with confidence that men with large foreheads were lazy while those with fatty tear ducts were liars.

“When men have large foreheads, they are slow to move; when they have small ones, they are fickle,” he wrote in his History of Animals. “When they have broad ones, they are apt to be distraught; when they have foreheads rounded or bulging out, they are quick−tempered.”

His list was lengthy. People with straight eyebrows were sweet, but if the brows were arched, the person would be cranky, funny, or jealous, depending on which way they curved. People with green eyes were cheery, and people who blinked a lot were indecisive. People with big ears would talk your own off. And on and on. (He also said that flat-footed men were “prone to roguery.”)

It was palm reading but for the face. The so-called science of judging a person’s inner self from their outside appearance came to be called physiognomy. Though Aristotle’s judgments seemed to be pulled out of thin air, they intrigued serious thinkers in the centuries that followed, particularly in the Victorian Era, when an English polymath named Francis Galton took the measure of man to even darker places.

Galton, born in 1822, the youngest of seven children, belonged to an esteemed family. His grandfather was Erasmus Darwin, a renowned doctor, inventor, poet, and published author. His older cousin was Charles Darwin, whose theory of evolution would shake the scientific world. As young men, Darwin and Galton were both pushed to become doctors, but Darwin instead took up the study of plants, beetles, and butterflies. When Darwin graduated from Cambridge in 1831, his professor recommended he join the crew of the HMS Beagle as the ship’s naturalist. Darwin was very nearly rejected from the five-year voyage that yielded his groundbreaking theories because the ship’s captain was an amateur physiognomist who didn’t like the cut of Darwin’s jib.

“He doubted whether anyone with my nose could possess sufficient energy and determination for the voyage,” wrote Darwin in his autobiography. “But I think he was afterwards well-satisfied that my nose had spoken falsely.”

When Darwin returned from the other side of the world to write his first book, The Voyage of the Beagle, Galton was half-heartedly pursuing medical school, put off by the grisly autopsies and macabre operations performed without anesthesia. After his father died in 1844, Galton dropped out, but, unsure what he should do next, he consulted a phrenologist.

Phrenology, a “scientific” cousin of physiognomy, was based on the belief that a person’s character and mental abilities could be read from the skull’s shape and its unique lumps and bumps. The phrenologist’s job was made a little easier because Galton, despite being just twenty-seven, was already balding like his cousin, with dark, thick sideburns. After thoroughly massaging Galton’s head, the phrenologist wrote a seven-page report in which he explained why the failed medical student was best suited for “roughing it,” as a colonizer or by serving in the military.

Galton resolved to become an explorer and spent two years traveling in an area now known as Namibia, in Africa, by horse, mule, and wagon, with nearly forty companions, shooting giraffes, rhinos, lions, and zebras for food and fun. Upon his return, he, like his cousin, wrote a book about his travels: Narrative of an Explorer in Tropical South Africa.

Galton’s tales of hunting and exploring were, in keeping with the time and place, viciously racist. He referred to the locals as “savages,” describing one ethnic group as “warlike, pastoral Blacks”; another as “intelligent and kindly negroes”; and a third as having “that peculiar set of features which is so characteristic of bad characters in England… the ‘felon face.’ ” “I mean that they have prominent cheek bones, bullet shaped head, cowering but restless eyes, and heavy sensual lips,” he wrote. Galton’s adventures into “the unknown” brought him name recognition and awards from the Royal Geographical Society.

“What labours and dangers you have gone through,” his cousin Charles Darwin wrote to him in 1853, shortly after the book was published. “I can hardly fancy how you can have survived them, for you did not formerly look very strong.”

It was a congenial ribbing between cousins and a reflection of a relationship that, on Galton’s side at least, inspired competition. In the wake of Darwin’s publication of On the Origin of Species in 1859, Galton searched for his own way to make contributions to the scientific world. His epiphany was to apply Darwin’s ideas about how populations evolve to human beings, and to search for evidence that spiritual and mental traits could be inherited along with physical ones. To assess whether “talent and character” were passed down in families, he looked at the pedigrees of “eminent” individuals, listing their relations and their accomplishments. He found, based on his own subjective definition of “eminence,” that the descendants of distinguished men were more likely to make significant contributions to society. He and Charles Darwin, “the Aristotle of our days,” he wrote, were proof of the theory, descending as they did from the inimitable Erasmus. Galton gave little consideration to the role of societal status, class, and the greater spectrum of opportunity that exists for the offspring of rich and famous people—nor to the fact that Darwin’s genius had almost been thwarted by his bulbous nose.

Seeking to push his ideas further, Galton superimposed photographs of criminals—sorted into rapists, murderers, and fraudsters—on top of one another, hoping to surface physical traits shared by each category of criminal. In his view, people born with certain traits were destined to follow a particular path: Intellectuals and criminals alike were born rather than made.

Darwin had found unique traits that emerged in isolated populations of animals on the Galápagos Islands, and Galton argued that the same was true of populations of races. He wrote, based primarily on other people’s “observations” of them, that people of West Africa had “impulsive passions, and neither patience, reticence, nor dignity.” Native Americans were “naturally cold, melancholic” with a “sullen reserve.” The new white Americans were “enterprising, defiant, and touchy” and “tolerant of fraud and violence,” because their forebears who had left Europe to settle in the new continent were restless sorts. He also ranked the races’ intelligence. These were all inherited traits, he confidently claimed, passed from parents to their children.

Galton thought that society should seek to perpetuate the best traits of humankind, like farmers trying to breed the hardiest plants and healthiest animals. He encouraged the marriage of the most able men and women to improve the quality of the human race overall. He coined the term eugenics from the Greek word eugenes, meaning “good in birth.” As for the less able, Galton later wrote that “habitual criminals” should be segregated, surveilled, and prohibited from having children. “It would abolish a source of suffering and misery to a future generation,” wrote Galton, whose theories were embraced by academics in those future generations and by the Nazi regime in Germany.

Charles Darwin wrote to Galton after his book Hereditary Genius came out in 1870, admitting to having read only about fifty pages of it. He called it “interesting and original” but challenging to digest. “I have always maintained that, excepting fools, men did not differ much in intellect, only in zeal and hard work,” he wrote, suggesting a deep disagreement with the premise of the book in an otherwise extremely polite letter.

Reviews of the book were mixed, with some reviewers calling Galton an “original thinker” and others mocking his overconfidence in his arbitrary theories. Galton’s photo composites and mining of family trees were ostensibly attempts to measure the human mind and soul. But instead of providing scientific rigor to the study of human nature, he wrapped bias and prejudice in the trappings of high-minded analysis.



GALTON WAS JUST one of many Victorians trying to bring the scientific method to the study of the human body. In France, a surly records clerk named Alphonse Bertillon was taking a different approach, seeking to discover what made individuals distinct, rather than the same, using methods that would come to be widely adopted by law enforcement agencies.

Bertillon was tall and haughty, with large ears, a bushy beard, and fierce, dark eyes. Born in Paris to a family of statisticians, he got a job, at twenty-six, at the police department. It was dismal. Bertillon worked in the basement copying information from arrest reports and background checks onto criminal identification forms. France had stopped branding convicted criminals at the beginning of the century and was keeping track of them instead via written descriptions on alphabetically arranged cards and with black-and-white cameras, a relatively new invention. But it was a terrible system. The accused would simply make up fake names, so the police couldn’t reliably check the card catalog to see whether someone was a repeat offender.

Bertillon was an order obsessive who yearned to better organize these convicts. So he visited prisons and used calipers to take inmates’ measurements: their heights; the lengths of their limbs, hands, and feet; the breadth of their heads; the distance between their eyes; the distance from the cheekbone to the ear, and so on.

Bertillon determined that each person was unique, his particular combination of measurements a reliable way to sort one from another. He proposed a system to his boss at the police department: Take eleven measurements of each criminal’s body and use that information to keep track of society’s bad elements, sorting arrested persons into categories of physical specimens, starting with the length of the head—small, medium, or large—then its breadth, then the distance from cheek to ear, and going on from there.

His boss thought he was insane. A few months later, Bertillon got a new boss, who was still skeptical, but approved a trial to see whether the system could truly identify a repeat offender. Within three months, thanks to Bertillon’s system, a person brought into the station for theft was identified as a recently released prisoner. More successes followed. The system was instituted in Paris in the 1880s and used for years, eventually spreading to law enforcement agencies in other countries.

Bertillon became a renowned criminologist who also pushed to standardize the photographing of people hauled in for misbehavior: two photos, one from the front and a second in profile; the modern mug shot.

In 1893, Francis Galton, intrigued by a system for tracking criminality, traveled to Paris to visit Bertillon’s laboratory and got a souvenir, a personalized card with his measurements and mug shots, his long sideburns gone white. But Galton, like police officers themselves, saw drawbacks to Bertillon’s meticulous measurements for the criminal justice system: It was challenging to measure an uncooperative subject, and different people took measurements in different ways.

Galton had heard about a British colonial officer in India who had become an evangelist for fingerprinting, and collected prints from whoever was willing to give them. When Galton got wind of the collection, he asked to study it. Galton hoped to find patterns of intelligence and evil in the whorls and ridges, but he was sorely disappointed. He could find no fundamental differences in fingerprints across ethnicities or between an eminent statesman and a “congenital idiot.” “No indications of temperament, character or ability can be found in finger marks, so far as I have been able to discover,” he wrote.

Bertillon thought his own methods were superior, but after Galton wrote a book about how fingerprints could be useful for criminal investigations—a piece of evidence unwittingly left behind at the scene of a crime—Bertillon reluctantly added room for them on his convict cards. After two prisoners in the United States were mistaken for each other in 1903 because they had similar body measurements and the same name, fingerprints became law enforcement’s preferred approach.

Bertillon did not agree with Galton that nefarious types were anatomically different from upstanding citizens, but Galton did have other intellectual company among his contemporaries. In 1876, an Italian physician and phrenologist named Cesare Lombroso published a book called Criminal Man dedicated to identifying deviants. It described criminals as if they were their own species, with distinct physical and mental characteristics.I A large jaw, a thin upper lip, protruding mouth, or the inability to blush were all damning features, as were bodily characteristics Lombroso described as “found in negroes and animals” and certain cranial bones “as in the Peruvian Indians.”

Some serious thinkers at the time were worried about atavism, the idea that humankind was devolving. Lombroso suggested that criminals demonstrated this degeneration and that they had the “physical, psychic, and functional qualities of remote ancestors.” In other words, if someone on the street looked like a “savage,” women should tightly clutch their purses. It was, again, racism masquerading as scientific rigor, a line of thought that seemed dangerously entwined with the desire to measure and classify the human form.

As outrageous as this sounds, Lombroso was taken seriously as a criminal anthropologist by law enforcement officials, who called him in to consult on unsolved cases. After a child was sexually assaulted in the late 1800s and infected with syphilis, police asked Lombroso to review the suspects. He identified one as the culprit based on his “sinister physiognomy,” Lombroso wrote later, as well as traces of a recent attack of syphilis.

His theories were influential. Charles Ellwood, who would become the president of the American Sociological Society, gushed after Lombroso’s book was translated into English that it “should mark an epoch in the development of criminological science in America.” In 1912, Ellwood wrote in the Journal of the American Institute of Criminal Law and Criminology that “Lombroso has demonstrated beyond a doubt that crime has biological roots.”

This belief that all things could be measured, even criminality, was a reflection of an embrace of statistics, standardization, and data science in the nineteenth century. This fervor was shared by industry—particularly American railroads, which became enthralled by the possibility of sorting and tracking their customers. Railways employed a rudimentary facial recognition system for conductors: tickets that featured seven cartoon faces—an old woman, a young woman, and five men with varying styles of facial hair. The conductor would mark each ticket with the assigned face closest to the ticket’s holder, so that if an elderly woman bought a round-trip ticket, a young man would not be able to use it to make the return journey.

Another more complicated system for sorting passengers left many of them disgruntled, according to the August 27, 1887, edition of The Railway News:


Much complaint has been made in consequence of the introduction of a new ticket system on overland roads to California. The trouble all arises from the fact that the ticket given at the Missouri River contains what is called a “punch photograph” of the holder. This is supposed to be a complete description of the passenger. Along the margin of the ticket is printed, in a straight column, the following words in small, black type:


	Male—Female.

	Slim—Medium—Stout.

	Young—Middle-aged—Elderly.

	Eye. Light—Dark.

	Hair. Light—Dark.

	Beard. Moustache—Chin—Side—None.





A train agent “photographed” a passenger by punching out all the words that didn’t describe him or her. The article noted that a woman labeled “stout” and “elderly” might take issue with the system but reported, more seriously, that it had caused problems for travelers trying to complete a round trip who were deemed not similar enough to their ticket description.

This analog facial recognition system inspired one important traveler: a son of German immigrants named Herman Hollerith. Hollerith, a former U.S. Census Bureau worker, thought the “punch” method could assist in that ambitious collection of demographic data from Americans across the country. He came up with the idea of cards with standardized perforations that could be read by an electromagnetic machine that looked like a waffle maker filled with pins. When the machine was closed on a card, the holes would allow pins through so they could make contact with a well of mercury, completing an electrical current. That circuit energized a magnetic dial tabulating the data, advancing a counting hand. If the pin dropped through the hole designated for a married person, for example, the circuit was closed and that person was counted as married. No hole: no circuit connection and no matrimonial bliss.

When put to the test, Hollerith’s system shaved many hours off bureau clerks’ tabulation of data, and after it was successfully used for the 1890 census, other census bureaus around the world leased his machine and bought his punch cards. It was one of the first modern computers, and Hollerith went on to found the company now known as IBM.

In the early twentieth century, an anthropologist at Harvard University named Earnest A. Hooton used IBM punch cards and the Hollerith card sorter to pick up where Galton, Bertillon, and Lombroso had left off. Starting in the late 1920s, Hooton took the measurements of 13,873 criminals and 3,203 civilians across America. In Crime and the Man, a more-than-four-hundred-page book about the study, published in 1939, he concluded that Lombroso was right. “Crime is not an exclusively sociological phenomenon, but is also biological,” he wrote. He waffled on whether it was possible to finger a potential offender on looks alone but, like Galton, suggested that repeat offenders should be “permanently incarcerated and, on no account, should be allowed to breed.” He believed that with more study, it would be possible to determine “what types of human beings are worthless and irreclaimable, and what types are superior and capable of biological and educational improvement.”

“We can direct and control the progress of human evolution by breeding better types and by the ruthless elimination of inferior types,” the Harvard anthropologist wrote. “Crime can be eradicated, war can be forgotten.”

The field of eugenics, with its idea that certain types of people were poisonous to society, was infamously adopted in Nazi Germany. That it was prevalent in America as well gets less attention in history textbooks. Native American and Black women and the “feeble-minded” were sterilized against their will in the United States as recently as the 1970s. Sterilization was justified, according to a chilling 1927 Supreme Court ruling, because “society can prevent those who are manifestly unfit from continuing their kind.”

Crime and the Man is not in wide circulation today. Even at the time, critics called Hooton’s theories “highly unorthodox,” “controversial,” and “startling.” But this strain of thought—that criminality and genius are biological, that who someone is can be read on their face—persisted, as did the belief that computers, with their vast abilities to process data, are capable of uncovering who we really are.


	
I. Lombroso’s daughter wrote in the introduction to a reprint of his book that he had once presented forty children with portraits of great men and of criminals, and 80 percent of the children were able to pick out the “bad and deceitful people,” proof apparently of his theory and not of a difference in portraiture styles.








CHAPTER 3 “FATFACE IS REAL” [image: ]


After the Republican National Convention in Cleveland, Hoan Ton-That returned to New York City and Charles Johnson to Clovis, California, outside of Fresno. Being three thousand miles apart wasn’t a problem; they had the internet and, according to Johnson, a vague idea about what they might create together: a tool to help make decisions about strangers.

Because two guys in their twenties might not be taken seriously by investors, Johnson thought they needed a third person with some gravitas—much like in the early days of Google, when Eric Schmidt had been brought in to provide “adult supervision” for the company’s young founders. Johnson even had a candidate for the job: Richard Schwartz, a longtime New York City politico who had once worked for Mayor Rudy Giuliani.

Schwartz grew up on Long Island, New York, moved to New York City to attend Columbia University, and then never left. After he graduated in 1980, he worked for the Department of Parks and Recreation, a formidable city agency with a huge budget. It was run at the time by disciples of Robert Moses, a polarizing public official credited with beautifying parts of New York City with parks and playgrounds who also, notoriously, ran highways through the middle of minority neighborhoods, leaving them ugly and polluted.

“I was taught deliberately many of the trade secrets of how to get projects done in government,” Schwartz said. “Because that’s what Moses was about.”

In 1994, when former prosecutor Rudy Giuliani became the first Republican mayor of New York City in decades after running a “law and order” campaign, he appointed Schwartz to be a policy advisor. Schwartz worked on the privatization of city services and on welfare “reform,” trying to reduce the number of people getting government benefits by instituting work requirements. At the end of Giuliani’s first term, Schwartz went private himself and launched a lucrative consulting business, called Opportunity America, that helped other cities cut down on their welfare rolls, leading one local journalist to point out that a “system that once gave a lot of money to poor people has been replaced by one that gives a lot of money to the people who put the poor to work.” Soon after, his firm got mired in a New York City corruption scandal, with allegations that Schwartz had used his mayoral connections to help a Virginia-based company land a $104 million job-training contract—a chunk of which was earmarked for Opportunity America. The controversy eventually blew over, but Schwartz sold his firm to that Virginia company for nearly a million dollars and got out of the welfare consulting business.

Then he made a surprising career move, landing a job in early 2001 as the editorial page editor at the New York Daily News. This led to more critical stories about Schwartz by media reporters who were perplexed by his lack of obvious qualifications. “Mort liked me,” he said of Mort Zuckerman, the billionaire real estate magnate who owned the paper, to whom he was introduced by Giuliani contacts. Schwartz oversaw editorial coverage of the terrorist attacks on the World Trade Center, including an ironic push, given his past work in privatization, for the federal government to take over airport security, presaging the creation of the Transportation Security Agency (TSA).

By 2006, he had left the Daily News to go into the behind-the-scenes world of management and strategic consulting, giving his advice and connections to whoever was willing to pay for them. His partner was a longtime PR guy named Ken Frydman; they had worked together for Giuliani and then for the Daily News. They parted ways after five years, Frydman said, because Schwartz had allegedly tried to cut him out of a financial deal. “He was my partner, but in the end, I couldn’t trust him,” Frydman said. “I do miss him. We made good money. We had good times.”

Schwartz got married and had a daughter, but by 2015, when he had lunch with the redheaded conservative upstart Charles Johnson, he didn’t have much else going on.



SCHWARTZ AND JOHNSON were both supreme networkers, so it’s not surprising that they would cross paths, but it was an unusual pairing. Schwartz, a baby boomer in a boxy, ill-fitting suit, had come to appreciate the protection that came from keeping a low profile, while the brash millennial Johnson had achieved his power by trolling the internet.

They met under a bridge at Schwartz’s go-to lunch spot: Pershing Square, an old-fashioned diner across from Manhattan’s Grand Central Station. The entrance was shadowed by Park Avenue, which ran overhead; Schwartz said he had gotten the unusual location for a restaurant approved when he worked for the city. It was ten months before Ton-That and Johnson met, and a month after Trump had announced that he was running for president.

“Richard wanted some reintroductions to Trump world. I had some. We compared notes on billionaires and real estate people in New York,” Johnson said, describing the meeting. “I collect superrich people. It’s a thing. Richard had some and I had some, and we were basically swapping them like baseball cards.”

Schwartz told Johnson his tales of life inside the Big Apple’s political machine and about his time working for Rudy Giuliani. For Johnson, it was like visiting a political museum, dusty but informative. As he left the lunch, he filed Schwartz away in his brain as someone with connections to wealthy families and the Giuliani political tribe.

A year later, while Johnson was hatching a plan to do “something big” with Ton-That, who was based in Manhattan, Schwartz sprang to mind. In July 2016, two days after Peter Thiel’s speech in Cleveland, Johnson was traveling home to his Indonesian American wifeI in California, when he dashed off an email to Ton-That and Schwartz: “You should meet in NYC ASAP!”

They soon did, and though thirty years separated them, they hit it off. Schwartz was fatherly and encouraging, qualities that resonated with Ton-That, whose own father, a professional gambler turned university professor, was half a world away. Schwartz said that Ton-That struck him as a “lost soul.”

Schwartz talked about how he had transformed the East Village’s Tompkins Square Park, where Ton-That liked to go play guitar. Schwartz had lived a block away from the ten-acre park in the 1980s when he was Ton-That’s age and working for the Department of Parks and Recreation. Back then, it had been a hangout for the homeless, drug dealers, partiers, and leather-clad punk rockers who blasted boom-box radios late into the night. Schwartz wanted it to be a more orderly place with dog runs, where families could gather and young professionals could have a coffee. In 1988, the city started enforcing a curfew on the previously twenty-four-hour park, and when people protested, hundreds of NYPD officers were called in, resulting in an all-night brawl that left dozens injured. The police presence increased, with a push to remove the park’s homeless camps, and in 1991 it closed for a year for renovations. That, combined with gentrification in the area, transformed it into the place Schwartz had envisioned, where residents sunbathed, families brought their kids to play, and a young lost soul in a MAGA hat could serenade his friends.

Ton-That asked him why he didn’t move to San Francisco—the liberal-leaning tech mecca had rampant homelessness—and fix that place up. Schwartz laughed. “No way,” he said. “I am never going there.”

Ton-That told Schwartz he loved building, too, but in the virtual world, spinning his ideas into computer programs. Schwartz listened, intrigued, but thought that Ton-That needed help to dream bigger. They started brainstorming. “If he can code half as well as it sounds like he could do, we could do anything,” Schwartz recalled thinking. “He was a classic character in search of an author.”

Schwartz left the meeting unsure where it would lead. He liked the genius coder immensely but thought the younger man was “too cool” for him. So he was surprised when Ton-That called him just a few days later. “Hey, buddy!” Ton-That said.



BY SEPTEMBER 2016, Ton-That, Schwartz, and Johnson were emailing one another frequently, discussing a tool they could build that would make it easier to judge people. Their original idea was to enter someone’s email address or social media handle, or even a photo of their face, into a search tool, which would return a report that accumulated everything available about the person online.

For Johnson, who prided himself on reexamining discredited sciences, such as physiognomy, for ideas worth salvaging, it was, unsurprisingly, the face that offered the most interesting possibilities. And he didn’t have to rely on Victorian Age science. Modern-day researchers were seeking to prove the merits of physiognomy. Psychologists at Tufts University asked volunteers to guess people’s sexuality based on cropped photos of their faces. They were right often enough that the academics suggested that “gaydar” was a real phenomenon. Another set of researchers did the same experiment with AI and said that it too could predict sexuality at rates better than chance. The suggestion that sexuality is written into our very facial structure was effectively dismantled by other academics who pointed out flaws in the studies, including a possible correlation between sexuality and personal grooming choices.

But there was more: Two Chinese computer scientists claimed to be able to predict a “criminal face” with 90 percent accuracy. Then, dueling American teams, one of which name-checked Cesare Lombroso as an inspiration, came up with their own computer programs for detecting deviants, claiming up to 97 percent accuracy. These so-called criminal detectors were also thoroughly savaged by critics, who said the programs weren’t predicting who was a criminal, just which faces had been cropped from mug shots.

Schwartz seemed the wariest of going in that direction. He pushed his partners toward applications they could more easily monetize, such as security. When he sent them an article from The Wall Street Journal about companies using selfies as a password alternative, however, Ton-That was dismissive. “This is really dumb,” he responded. “I can go to someone’s Facebook and print out a photo of their face.”

Ton-That aspired to do something greater. He was open to the idea that the face was a window into the soul, and that a computer might be trained to decipher it. “I do believe in genetic determinism,” he said in one email, “so if criminality or other traits are heritable it should show up in the face.” In messages he sent over the next few months, he suggested data crunching the faces of known murderers, cheaters, and drug abusers to find shared facial features that could potentially be used to predict whether someone might do you wrong. Johnson’s beliefs had clearly influenced him.

Ton-That was the workhorse of the group. He combed the internet for materials to flesh out their ideas, searching for digital collections of faces and academic research papers that might offer other promising ways to analyze people. It was the entrepreneurial equivalent of throwing spaghetti at the wall to see what sticks.

“Fatface is real,” Hoan wrote in one email to his collaborators about a 2013 study out of West Virginia University. Researchers had trained computers to predict a person’s body mass index and by extension aspects of their health, based only on a photo of their face.

Late that same night, he sent another email with the subject “Face & IQ,” including a link to a dubious 2014 study out of the Czech Republic. The researchers had gotten eighty student volunteers—forty men and forty women—to take an IQ test and have their portraits taken. Then another group of students looked at those portraits and hazarded a guess as to how intelligent each person was. Ton-That summed up the findings: “People could predict a man’s IQ from a face but not a woman’s.” “Makes sense from evolution,” he cryptically remarked, suggesting that only a man’s intelligence matters for mating purposes.II

An automated tool able to judge people at a glance based on computer vision could be lucrative, the team seemed to think. Ton-That came across an article about a computer vision company called Clarifai that allowed people to take a photo of a product they liked, such as a pair of sneakers, and be shown similar versions for sale. The company had just raised $30 million from investors. “People putting crazy money into this shit,” he wrote in an email sharing the article with his partners.

“Impressive and encouraging,” Schwartz replied.

But data mining people’s inner selves required access to the kinds of secrets that are generally exposed only against a person’s will, by reading a diary or by hacking into a private account. Security being an imperfect art, such breaches are not uncommon. In a revealing 2015 hack, so-called anticheating vigilantes exposed more than 30 million users of an extramarital dating site called Ashley Madison. The hackers got their hands on the site’s billing records and posted them online, revealing the members’ names and contact details. Ton-That described the breach as a gold mine of data on infidelity. “We could use email from Ashley Madison and look up their Facebook profiles and see what a cheating face looks like,” he wrote in an email, evoking the spirit of Galton’s “felon face.”

“Love this,” Johnson replied.

When a couple of Danish researchers scraped the dating site OkCupid and published the usernames of seventy thousand online daters, along with their answers to intimate quizzes, Ton-That saw more fodder for specious biometric data mining and suggested matching their faces to their “drug use and sexual preferences.” He reached out to one of the technologists who had done the OkCupid scraping—a Danish blogger with ties to the far right, who unabashedly believed in a link between race and intelligence—and said he was “good to bounce ideas off.”

“He suggested scraping inmates on death row,” Ton-That wrote, including a link to a collection of mug shots of condemned offenders in Texas.

“Good stuff man,” Johnson replied.

Some of Ton-That’s friends worried about how much time he was spending with Charles Johnson, whom they considered to be a dark influence on him. When Ton-That visited California, Johnson took him to a shooting range. “If you’ve never fired a gun, I’m suspicious of you,” Johnson said. He made a video of Ton-That fumbling with the bullets as he tried to load the weapon. “Guns rock,” Ton-That said after the target practice.

The emails among Johnson, Schwartz, and Ton-That continued for months, spiraling closer to the tool they would eventually create. Ton-That, who had built a Tinder bot to automatically swipe right on everyone suggested to him to help maximize his dating opportunities, proposed building another Tinder bot to scrape the faces of everyone on the hookup app. Then, they could map them to their stated interests and likes, as if there were some telltale facial feature that revealed whether someone liked dogs or long walks on the beach.

But the team was not only thinking about predictions based on faces; they were starting to think about identifying them. One day, “if our face matching gets accurate,” Ton-That wrote, you could use someone’s photo to find their otherwise anonymous Tinder profile. It was a potentially dangerous idea: A stalker could find the object of his obsession on the dating app and make it seem like an algorithmic happenstance.

In late October 2016, Ton-That sent Johnson and Schwartz an article from the British newspaper The Independent titled “China Wants to Give All of Its Citizens a Score—and Their Rating Could Affect Every Area of Their Lives.” A subhead explained, “The Communist Party wants to encourage good behaviour by marking all its people using online data. Those who fall short will be denied basic freedoms like loans or travel.”

Most people sharing the article on social media seemed terrified and enumerated the risks posed by this kind of policy: It could mean that all of your mistakes would follow you everywhere you went; there could be no fresh starts. Your opportunities would be limited by judgments rendered about you in the past, correct or incorrect as they might be. One person said that it was something straight out of Gary Shteyngart’s dystopian novel Super Sad True Love Story. Schwartz responded, “Amazing! Can we beat their 2020 deadline?”

A month later, Ton-That sent Schwartz and Johnson another ominous article about a new Russian face recognition app called FindFace that let people take photos of strangers and then find them on VKontakte, a social network like Facebook. A photographer had used the app to identify strangers on the subway. More nefariously, someone had used the app to find the real identities of porn actresses and sex workers and harass them. “This will be the future,” Ton-That wrote.

It was a future that industry, the government, and computer scientists had been pushing toward for decades, a dream so enticing that few seemed to consider that it could become a nightmare.


	
I. Johnson frequently mentions the ethnicity of the woman he married as proof that he is not a white supremacist.

	
II. Years later, Ton-That said he deeply regretted sending emails described in this chapter and that they do not represent his “views and values.”
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