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Preface



Noticing: A Personal Journey


How many times can a man turn his head,
and pretend that he just doesn’t see?


BOB DYLAN, “BLOWIN’ IN THE WIND”


During the first few nights after 9/11, I awoke abruptly with an image of the second airplane veering into the second tower. Even given the magnitude of the tragedy, this was strange for me. The stress of life seldom disrupts my rest; I normally sleep well and rarely remember my dreams. Now I was waking up with the same frightening image many nights in a row, and I couldn’t fall back to sleep—again, rare for me. So I gave up, headed to my home office in the wee hours, and thought about what social scientists like me know about what had just happened to the United States. After a few nights of this pattern, I had a vague notion that 9/11 should have been anticipated—and prevented. Here are the core pieces of evidence I jotted down during those early mornings:


• The U.S. government knew that terrorists were willing to become martyrs for their cause and that their hatred toward the United States was increasing.


• In 1993 terrorists had bombed the World Trade Center.


• In 1994 terrorists had hijacked an Air France plane and made an aborted attempt to turn the plane into a missile aimed at the Eiffel Tower.


• Also in 1994 terrorists had attempted to simultaneously hijack twelve U.S. commercial airplanes in Asia.


• Airline passengers know how easy it is to board an airplane with items, such as small knives, that can be used as weapons.


Soon after collecting these thoughts, I was having coffee with Michael Watkins, then my Harvard Business School colleague, and mentioned my analysis of 9/11. Michael asked me to follow him into his office, where he pulled out a file labeled “Predictable Surprises,” which became the title of our 2003 book. This work focused on how individuals and organizations can learn to recognize, prioritize, and mobilize action to avoid serious predictable surprises. In the chapter of our book that analyzed 9/11 as a predictable surprise, we anticipated the eventual conclusion of the 9/11 Commission: “The 9/11 attacks were a shock, but they should not have come as a surprise.”1


When Michael and I wrote Predictable Surprises, I was a well-known scholar and teacher in the decision-making field. I had written its leading textbook and generally thought that I made pretty good decisions in life. In 2013 I was chosen to be codirector with David Gergen of the Harvard Kennedy School Center for Public Leadership. A strong case can be made that, at its heart, leadership arises from effective decision making by individuals, teams, and organizations. That connection had long been on my mind but became all the more acute when writing about predictable surprises. I was beginning to realize that there was a serious gap in my understanding of human decision-making failures, a gap that also existed in the scientific and managerial literature on decision making. It was becoming increasingly clear to me that terrible things happen when our leaders fail to think about data that are outside their typical focus.


Two other episodes from my life drove home the truisms that all of us are prone to miss essential facts and that the benefits of widening our area of focus can be profound. First, in 2003 I attended a talk by another Harvard colleague, Mahzarin Banaji, where she showed a video—which you may have seen—made by psychologist Ulric Neisser in the 1970s. Before starting the eighteen-second video, Mahzarin told the audience that they would see two visually superimposed groups of three players passing a basketball. One trio wore white shirts, and the other trio wore dark shirts. Our task was to count the number of passes made by the trio wearing white shirts. The dual video, as well as the grainy nature of the film, made the task moderately complex. Before reading on, feel free to try to accurately count the passes among players wearing the white shirts in the Neisser video at http://www.people.hbs.edu/mbazerman/blindspots-ethics/neisser.html.


I counted the passes among the players with the white shirts, feeling confident. I am pretty good at focusing. When Mahzarin confirmed that the number of passes was eleven, the same number I had counted, I felt proud, mentally patting myself on the back. Then she asked the audience of a few hundred if they had seen anything unusual in the video. One woman in the back of the room mentioned “a woman with an umbrella,” who she claimed had walked in front of the players. The comment seemed truly bizarre, and I was even more surprised when a few others confirmed the woman’s account.


Mahzarin then replayed the video. Sure enough, there was a woman who clearly walked through the group of basketball players carrying an open umbrella. She is very easy to spot if you aren’t preoccupied with counting passes. (If you watched the video and don’t believe she was there, look again.) There are many variations of this video (in the most famous version, a person in a gorilla suit replaces the woman with the umbrella), and psychologists Chris Chabris and Dan Simons have even written a book entitled The Invisible Gorilla that features their fine work on the gorilla version of this task.


My failure to see the woman with the umbrella was common (somewhere between 79 and 97 percent of audience members do not see her) and now easily explained by the psychological literature, yet I still found it amazing. When I show this video in classrooms, my students, like me, focus on counting and generally miss this very obvious information in their visual world. Years after I saw the video for the first time, I remain obsessed by my failure to see the woman with the umbrella, and this obsession has organized my research and teaching over the past decade.


Of course, my success in life does not depend on seeing women with umbrellas in trick problems. A carefully developed ability to focus is more useful than not. Yet I wondered, is there a price to this focus? Beyond the realm of visual tricks, does focusing inhibit our ability to notice critical information? After we have learned to spot the umbrella or gorilla, isn’t there something more to be learned, namely the habit of spotting all (or at least more) of the metaphorical umbrellas and gorillas?


These questions lead to the third episode in my life that crystallized my thinking about noticing. In 2005 a Fortune 20 company hired me to create a course on decision making and negotiation in diplomatic contexts for the firm’s top seventy-five executives. The class was run in small groups, about fifteen executives per session. We built it around case studies of specific challenges my client had faced involving complex negotiations in the recent past. In the hour before the start of the first session, I was introduced to three distinguished-looking individuals who were referred to as my “special advisers”; I was told that they had expertise I could draw on during the class. I was confused, so I asked one of the senior staff members who had been involved in creating the course with me to explain what was going on. I learned that two of the three advisers were former ambassadors who had served in the country where the corporation was located and in the countries represented in the case studies that we would be analyzing. The third was an extremely high-level former intelligence official. I remember thinking that this would have been good information to know before the class was about to begin.


Making matters more complex, during class the three diplomats seemed to feel quite free to interrupt me on a regular basis. Even worse, their comments didn’t have much to do with where the class was headed, at least according to my plan. To be frank, my initial reaction was irritation. But as the first half-day of the program progressed, I began to develop a deep appreciation of their comments. They did make sense, I realized, and they offered unique insights. What made their comments unique was that they tended to lie not only outside the focus of the corporate executives but also outside my focus. These diplomats thought outside the box, systematically removing the blinders that confronted the rest of us. Consistently the executives and I were thinking one step ahead of the problem at hand and doing a fine job of working through the data that we defined as relevant. Meanwhile the diplomats were thinking three or four steps ahead and, in the process, including more diverse data for consideration and developing interesting and important insights. They tended to think intuitively about how the results of negotiations with one country would affect the decisions and behavior of neighboring countries.


Recalling my failure to see the woman with the umbrella, I realized that I was very good at working with the data in front of me, but not so good at noticing additional information that would allow me to better achieve my real objectives at work and in other spheres on my life. I finally came to realize that the diplomats were capable of expanding their awareness beyond common bounds—a skill that might benefit all of us, particularly those charged with leading others to decisions and actions. In the process of teaching this firm’s executives, I developed an appreciation of a new and different question for my research: Are we capable of developing skills that can overcome the natural bounds of human awareness? The answer, which I explain in this book, is yes.


As these episodes suggest, this book is rooted in my own experience. It is about the failure to notice: a failure that leads to poor personal decisions, organizational crises, and societal disasters. The Power of Noticing details each of these, highlighting recent research developments in our awareness of information that people commonly ignore. Generalizing from my own experience and my research over the past dozen years, I have created a blueprint that can help all of us notice critical information that we otherwise too easily ignore.


In his best-selling book from 2011, Thinking, Fast and Slow, Nobel laureate Daniel Kahneman discusses Stanovich and West’s distinction between System 1 and System 2 thinking.2 System 1 is our intuitive system: it is quick, automatic, effortless, implicit, and emotional. Most of our decisions occur in System 1. By contrast, System 2 thinking is slower and more conscious, effortful, explicit, and logical. My colleague Dolly Chugh of New York University notes that the frantic pace of managerial life requires that executives typically rely on System 1 thinking. Readers of this book doubtless are busy people who depend on System 1 when making many decisions. Unfortunately we are generally more affected by biases that restrict our awareness when we rely on System 1 thinking than when we use System 2 thinking.


Noticing important information in contexts where many people do not is generally a System 2 process. Similarly the nature of the logic that game theory encourages is System 2 logic. It requires that we step back and analyze the situation, think one or more steps ahead, and imagine how others will respond to our decisions—processes that our System 1 intuition typically fails to do adequately. Thus System 2 thinking and game theory are broadly compatible with noticing. The Power of Noticing will help you rely more often on System 2 thinking when making important judgments and decisions. When you do so, you will find yourself noticing more pertinent information from your environment than you would have otherwise. Noticing what is not immediately in front of you is often counterintuitive and the province of System 2. Here, then, is the purpose and promise of this book: your broadened perspective as a result of System 2 thinking will guide you toward more effective decisions and fewer disappointments.


THE BROADER ARGUMENT: OUR FAILURE TO NOTICE


The role of noticing is deeply rooted in the rapidly evolving field of behavioral decision research, now popularized through such acclaimed books as Nudge; Thinking, Fast and Slow; Predictably Irrational; and others. It has diffused to a number of other fields, including behavioral economics, behavioral finance, behavioral marketing, negotiation, and behavioral law. The field is rooted in Herbert Simon’s concept of “bounded rationality” and in Daniel Kahneman and Amos Tversky’s work on the systematic and predictable biases that affect even the best and brightest human beings. (Simon’s work helped earn him the 1978 Nobel Prize in Economics, which Kahneman received in 2002; he would have shared it with his research partner had Tversky lived.) Essentially Kahneman and Tversky created a revolution against the standard economic model, which historically assumed that humans were perfectly rational.


This literature is the foundation upon which I have based my own work over the past thirty years. I have taught decision-making courses at the Kellogg Graduate School of Management at Northwestern University and the Harvard Business School, and I am partially responsible for bringing the perspective of behavioral decision research to negotiation and to the area of behavioral ethics. Yet the concept of bounded rationality and the influential field of behavioral economics have largely defined problems according to how we misuse information that is right in front of us. By contrast, noticing concerns our bounded awareness, or the systematic and predictable ways we fail to see or seek out critical information readily available in our environment.


In Thinking, Fast and Slow, Kahneman does touch on the issue of noticing, explaining that people jump to conclusions based on limited information. He introduces the acronym WYSIATI to describe decision making that is based on the faulty assumption that “what you see is all there is.” The Power of Noticing addresses this limitation in human thinking, identifies what information we do not see or notice, and describes how we can use this knowledge to seek the information that will be most useful for making great decisions. While I agree with Kahneman’s description of how humans act, I want leaders to realize that “what you see is not all there is” (WYSINATI) and to identify when and how to obtain the missing information.


The need to overcome this limitation is everywhere evident. A slew of recent crises occurred not because people misused information but because everyone, and most crucially the leaders charged with solving or preventing problems, missed often readily available information:


• Many people failed to notice that obvious data suggested it was too cold to safely launch the Challenger space shuttle.


• Many overlooked the fact that Enron’s financial reports were fraudulent.


• Many did not recognize that Bernard Madoff’s claimed investment returns were impossible.


• Many at Penn State University turned a blind eye to the abuse suffered by children under their watch.


• Few foresaw that the U.S. housing market could trigger a global financial crisis.


These crises can be explained by the common failure of even very smart people to notice important information.


The Power of Noticing explains many failures in contemporary society that cause us to wonder, How could that have happened? and Why didn’t I see that coming? I document a decade of research showing that even successful people fail to notice critical and readily available information in their environment due to the human tendency to wear blinders that focus us on a limited set of information. Seeing this additional information is essential to our success. In the future it will prove a defining quality of leadership. Moreover we don’t need to give up the benefits of focusing to notice additional critical information. This book will help you recognize when to seek more useful information and apply it to your decisions. It will provide you with the tools you need to open your eyes and truly notice for the first time—and for the rest of your life.





1



Racing and Fixing Cars


Welcome to my executive decision-making class, or at least the closest that I can get to teaching my class within a book. I often teach through simulations, and one of my favorite simulations for executive students is a brilliant decision-making exercise written by Jack Brittain and Sim Sitkin that requires students to decide whether or not to race a car on a certain day given particular conditions. Before presenting you with the simulation materials, I want to make it clear to you, as I do to my other students, that this exercise is not really about racing or engines, topics that I know nothing about.


Here is a summary of the facts that my executive students read:1


1. A racing team was getting ready for its final race of the season after a very successful season. The team had finished in the top five in twelve of the fifteen races that it had completed.


2. The team’s car had suffered gasket failures in seven of the twenty-four races that it started (two races were not completed for other reasons), with each of the seven gasket failures creating various degrees of damage to the engine.


3. The engine mechanic thought that the gasket failures were related to ambient air temperature. The previous gasket failures were at 53, 56, 58, 64, 70, 70, and 75 degrees. The biggest failure occurred at the coldest temperature: 53 degrees. It was below freezing last night, and it was 40 degrees shortly before the race.


4. The chief mechanic disagreed with the engine mechanic’s view that the gasket failures were related to cold temperatures and pointed out that you don’t win races sitting in the pits.


5. The team had changed the seating position of the gaskets prior to the last two races, which may have solved the problem. However, the temperature for both of those races was in the 70s.


6. Today’s race is a high-profile event that will be covered on national television.


7. You estimate that if your team finishes the race in the top five, you will win a very big sponsorship that will put you in great financial shape for next year. However, if you have a gasket failure on national television, you will be out of business. Not racing or finishing out of the top five will not materially affect the team’s competitive position.


Do you race? It is time for you to make your decision.


The actual simulation materials provide more detail about the decision, but I have captured its essence. While the executives in my classes are reading these materials, I say to them three times, “If you want any additional information, please let me know.” Is there any other information that you need? For example, if you wanted to figure out whether temperature is related to gasket failure, what data would you need?


Most of my in-class executives do not ask for additional information, and most of them decide to race. They reason that the problem has only a 7/24 chance of occurring, and as the chief mechanic said, you don’t win races sitting in the pits. My students also consider the potential problem of low temperature but conclude that the data are inconclusive.


Tellingly, it is the rare executive who asks for critical information needed to test the temperature hypothesis. If you wanted to know if weather was related to engine failure, would you want to know the temperatures at which the engine failed, at which the engine didn’t fail, or both? Anyone armed with engineering skills, a basic knowledge of statistics, or simply a sound sense of logic can see that the answer is both. Yet despite being repeatedly told, “If you want any additional information, please let me know,” most executives never ask for the temperatures during the races when the engine did not fail.


For the few executives who do ask me about the temperatures during the races without gasket failures, I provide an additional information packet that reveals that races free of gasket failures occurred at 66, 68, 69, 72, 75, 79, 80, 82 degrees, plus two races at 70 and 76 degrees and three races at 67 degrees.


Does that change things? Now you might notice that your team failed to finish all four races that it started below 65 degrees, and that there is an extremely high correlation between low temperature and gasket failure. Perhaps a graph might help you see the pattern.
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In fact, using data from all twenty-four races, a logistic regression puts the probability of failure in the current race at more than 99 percent. But if you don’t have the data on successful races, you have no basis for seeing this pattern. Most executives don’t have these data because they don’t ask for them, and they decide to race.


If you don’t know how to run a logistic regression, don’t worry. You do not need to. Back-of-envelope thinking works too. Perhaps the following summary will be convincing:


Gasket Failure Using all Data






	Temperature


	Races with Blown Gaskets


	No. Races


	Prob.







	< 65


	4


	4


	100%







	65 - 70


	2


	10


	20%







	71 - 80


	1


	9


	11%







	> 80


	0


	1


	0%








In my class discussions, if it becomes clear that one executive correctly answered the problem because she asked for the data on the other seventeen races, others in the room object. The distribution of information, they protest, wasn’t fair. I point out that I repeated three times, “If you want any additional information, please let me know.” The executives respond that in other case studies they have worked on, the professor provided all the information they needed to solve the problem. They are right. But we are often presented with what seems like all the information we need to make a decision when, in fact, we should be asking for additional information.


What’s in front of you is rarely all there is. Developing the tendency to ask questions like “What do I wish I knew?” and “What additional information would help inform my decision?” can make all the difference. It can make you a far better decision maker, and it can even save lives.


Brittain and Sitkin wrote their simulation based on events that occurred on January 27, 1986, the evening before the launch of the space shuttle Challenger. Technically trained engineers and managers from Morton Thiokol and NASA discussed the question of whether it was safe to launch at a low temperature. Morton Thiokol was the subcontractor that built the shuttle’s engine for NASA. As you will not be surprised to hear, in seven of the shuttle program’s twenty-four prior launches, O-ring failures had occurred. Morton Thiokol engineers initially recommended to their superiors and NASA executives that the shuttle not be launched at low temperatures; they believed there was an association between low temperature and the magnitude of O-ring problems in the seven prior problem launches. NASA personnel reacted to the engineers’ recommendation with hostility and argued that Morton Thiokol had provided no evidence that should change their plans to launch.


Many of these experienced NASA engineers with rigorous training saw no clear observable pattern regarding the O-ring failures. Yet they clearly had the necessary background to know that in order to assess whether outdoor temperature was related to engine failure, they should examine temperatures when problems occurred and temperatures when they did not. But no one at Morton Thiokol presented and no one at NASA asked for the temperatures for the seventeen past launches in which no O-ring failure had occurred. As in the car-racing simulation, looking at all of the data shows a clear connection between temperature and O-ring failure and in fact predicts that the Challenger had a greater than 99 percent chance of failure. But, like so many of us, the engineers and managers limited themselves to the data in the room and never asked themselves what data would be needed to test the temperature hypothesis.


We often hear the phrase looking outside the box, but we rarely translate this into the message of asking whether the data before us are actually the right data to answer the question being asked. Asking for the right data puts you on the path to becoming a far better decision maker.


Postdisaster analyses documented that the Challenger explosion was caused by the failure of an O-ring on one of the solid rocket boosters to seal at low temperatures. The amazing failure of the Challenger’s engineers and managers to look outside the bounds of the data before them was an error committed by smart, well-intentioned people that caused seven astronauts to lose their lives and created the worst setback in NASA history. Unfortunately this type of error is all too common. We know from behavioral psychology that all of us routinely fall prey to the “what you see is all there is” error when making decisions. That is, we limit our analysis to easily available data rather than asking what data would best answer the question at hand. Even being steeped in the latest decision-making research isn’t a sufficient safeguard.



EMPATHIZING WITH NASA



NASA and Morton Thiokol made a truly terrible mistake. My first reaction is to hope that I would never make such an awful blunder. Some of my introspection provides comfort that I do not use just the information that is easily available when making an important decision. Unfortunately other introspection suggests that I might. Let’s start with the more positive data.


I was led to expect that at some point in life I would experience fifteen minutes of fame—real fame, not the academic stuff. When the time came, I got only nine minutes, but that was fine with me. On May 24, 2003, while working in my office, I received a call from a woman who introduced herself as “Louie from Car Talk.” As you may know, Car Talk was for years the most popular show on National Public Radio. The show, which went off the air in 2013 but continues in reruns, stars mechanics Tom and Ray Magliozzi, who provide advice on fixing your car and just about anything else that wanders into their minds on that particular day. I listened to the show occasionally and have been friends with Tom Magliozzi for the past thirty years. Tom, who is eighteen years older than I, was a doctoral student who took a couple of courses that I taught in the early 1980s when I was on the faculty at Boston University. At the time Car Talk was a popular local radio show. Ray ran the Good News Garage in Cambridge, Massachusetts, near where we all lived.


Louie proceeded to explain to me that in response to a Car Talk caller’s question, Tom had responded that Professor Max Bazerman at the Harvard Business School was the guy to consult. I wasn’t listening to the show that day, but Louie quickly found me on the Internet and asked if I would be the next caller. I agreed, and the next thing I heard was:2


Tom: Hello, you’re on Car Talk.


Max: Hi, it’s Max Bazerman.


Tom: Get out!


Ray: [raucous laughter] Hey!


Max: I heard you had a question for me.


Tom: Yeah, we do! And I figured you were the only guy who would really be able to answer it.


Max: Wow . . .


Tom: We just had a caller, Mary, who has a ’94 Accord with a lot of miles on it, and she’s selling it. She brought it to a dealer to find out what kind of shape it was in so she could be honest with a potential buyer. And they discovered that it needs about $500 of work—it needs a water pump and a timing belt. The question is this: Would the potential buyer be more likely to be favorably disposed to this car if she has it fixed first, and says, “And by the way, I just spent $500 to replace the water pump and the timing belt.” Or would they be more favorably disposed to buy it if she said, “And by the way, I happen to know that it needs a water pump and a timing belt, and I’m going to knock $500 off the price.”


Ray: And you can get it fixed by your mechanic or not get it fixed, your choice.


Max: Wow. So, Option A is to fix it, and Option B is to dock the price by how much it would cost to fix it.


Tom: Yes.


Max: And Mary wants to maximize how honest she appears to the buyer.


Tom: Or, she wants the buyer to buy it!


Ray: She wants to maximize . . .


Tom: . . . the likelihood that the buyer will buy it.


Max: So between A and B, I think I’ll go with C. So it seems to me . . .


Ray: [laughter] I knew this was coming!


Tom: I knew this, I knew this was coming!


Max: So it seems to me that if you just fix it, nobody’s interested in what’s happened to your car in the past, unless you actually know about cars. And most of us are clueless about cars.


Tom: Yeah.


Max: We just want to know that it wasn’t in a very big accident.


Tom: I agree with that.


Max: And two, when you tell me that these things are broken but here’s $500, I get a little bit concerned that by the time I get out of the repair shop it’s actually going to be $800.


Ray: Or more . . .


Max: Yeah, so if Mary’s pretty confident about this $500, I think that I would tell them, and then offer to send the car to get those repairs done, and to pay the bill.


Tom: Oh, so whatever it is.


Max: Exactly.


Tom: Oh . . .


Max: What do you think?


Ray: Yeah, no, I agree.


Tom: Option C . . .


Ray: Option C is what . . . if you take the car, if you buy the car . . .


Tom: I just found out that it needs a water pump and a timing belt, and I am going to get it . . . if you buy it I will go and get it fixed, and deliver it to you with a new water pump and a new timing belt.


Max: Exactly. Or if you want to take it to Good News Garage and have it done, I’ll pick up the bill.


Tom: And they’ll say, “Take it any place but there.”


Max: Exactly, any place but there.


Ray: [laughter] Right.


Max: So what do you think?


Tom: What we think? You’re the expert, we don’t know what we think!


Ray: No, Max, I’m with you, man.


Max: All right!


Tom: Yeah, no, I think C is right. And we hadn’t even gotten that far.


Max: Excellent.


The conversation rambled on a bit more, and we came to a pleasant close. The show turned out to be a popular episode, so it’s replayed regularly, and millions of listeners, to my delight, have heard me convince the notably opinionated Magliozzi brothers to accept my recommendation. I hear from lots of old friends each time it airs. The well-known psychologist and ethicist Dan Batson and his colleagues complimented the advice in subsequent academic writing. And I still like my advice.


In my answer I used a very simple idea: do not limit your options or data to what is placed in front of you. I thought “outside the box”—you know, those nine dots that form a box that, at some point or another in life, you were asked to connect with four lines without picking up your pen or pencil. There are many ways to solve this puzzle, but all require that the lines you draw extend outside the box formed by the dots. (If that’s too difficult to visualize, you can run an Internet search for “nine dots solution.”)
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Often the best decisions require you to reject the options presented to you and to look beyond the data that are in front of you. But, as I noted earlier, I don’t always get this right.


More recently I attended a talk that my Harvard colleague Richard Zeckhauser was presenting. He provides audiences with the following “Cholesterol Problem”:


Your doctor has discovered that you have a high cholesterol level, namely 260. She prescribes one of many available statin drugs. She says this will generally drop your cholesterol about 30 percent. There may be side effects. Two months later you return to your doctor. Your cholesterol level is now at 195. Your only negative side effect is sweaty palms, which you experience once or twice a week for one or two hours. Your doctor asks whether you can live with this side effect. You say yes. She tells you to continue on the medicine. What do you say?


I have naturally problematic lipids, have studied cholesterol in some detail, and am not shy. So I publicly went with staying on the statin. Zeckhauser responded, “Why don’t you try one of the other statins instead?” I immediately realized that he was probably right. Rather than focusing on whether or not to stay on the current statin, broadening the question to include the option of trying other statins makes a great deal of sense. After all, there may well be equally effective statins that don’t cause sweaty palms or any other side effects. My guess is that many patients err by accepting one of two options that a doctor presents to them. It is easy to get stuck on an either/or choice, which I avoided on Car Talk but fell victim to at Zeckhauser’s lecture. I made the mistake of accepting the choice as my colleague presented it. I could have and should have asked what all of the options were. But I didn’t. I too easily accepted the choice presented them to me.


The Car Talk and cholesterol examples show that focusing on the options at hand, and failing to generate new options, can lead to subpar decisions. The car racing and Challenger examples show what happens when we fail to seek out the data we need to make the right choice between two fixed options (race/launch versus not race/launch). More broadly, both types of problems illustrate the common mistake of focusing too narrowly on the information in front of us.


Understanding what is at work when we fail to notice is crucial to understanding how we can learn to pay attention to what we’re missing. The promise of this book is to provide you with exactly this understanding and a blueprint for noticing for the rest of your life.


BASKETBALL, GORILLA, AND OUR VISUAL BLINDNESS


In the preface I admitted to my failure to see the woman with the umbrella in Neisser’s video from the 1970s. Using a video in which a person in a gorilla costume walks through a basketball game thumping his chest, clearly and comically visible for more than five seconds, Dan Simons and Chris Chabris have replicated Neisser’s findings numerous times.3 When I last checked, YouTube had over a hundred related videos publicly available, and one of them had over 15 million hits. The magnitude by which people can miss seeing obvious visual information due to their focus elsewhere is truly amazing. Neisser called this phenomenon “inattentional blindness.”


Inattentional blindness provides part of the explanation for how an airplane pilot, attending to her controls, can overlook the presence of another airplane in her runway. Car accidents are frequently the result of drivers focusing on things other than driving, such as talking or texting on their cell phones. I believe the research on inattentional blindness provides the evidentiary basis for outlawing the use of electronic devices while driving. It is one thing to miss a guy in a gorilla suit in a video and quite another to miss a car merging on the freeway.


Inattentional blindness is intrinsically fascinating. It is also strongly suggestive of the root causes of the phenomenon that leads most decision makers to overlook a broad array of information that is readily available to them, what my colleague Dolly Chugh and I call “bounded awareness.” For instance, I am amazed by the many times my spouse has claimed to have told me something of which I have absolutely no recollection. I would like to conclude that Marla must have imagined the interaction. But if I could miss seeing the woman with the umbrella in Neisser’s video, it is more than possible that Marla did indeed ask me to respond to a cousin’s email about visiting Boston or to let her know about some details of my schedule and that my mind was focused elsewhere.


Of course, this is not a marriage therapy book in which I will teach you to listen to your spouse more carefully. Rather this book is about how our focus can prevent us from seeing critical information in the most important decisions that face individuals, groups, organizations, and the broader society. But what you take away from this book can be applied to your most important relationships.
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