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Foreword
      

      One of the concepts that I’ve always been intrigued with is the idea of institutional knowledge. Institutional knowledge is the accumulated wisdom of many individual practitioners across many years, even generations,
         of practice and in a multitude of situations and scenarios. Those professions that have developed deep wells of institutional
         knowledge for their practitioners have become our most respected careers.
      

      There are many examples of how the institutional knowledge of a certain profession, once it reached critical mass, resulted
         in enormous breakthroughs in productivity, creativity, and innovation. When the master merchants of medieval Genoa and northern
         Italy developed the concept of double-entry accounting (which they kept as a trade secret as long as they could), the new
         skills which enabled them to always know how many assets and liabilities they had at any given moment transformed their merchant
         houses into the wealth-generating powerhouses that financed the Renaissance. Double-entry accounting was a small change from
         the long-standing practice of single-entry running tallies (like in check book registers), but as is common with the law of
         unintended consequences, it proved to be so valuable that it served as the founding principle used by chartered and certified
         accountants today. When the master builders of medieval Europe incorporated the algebraic and geometric formulas of recently
         translated Arab-owned Greek manuscripts of Euclid and Pythagoras, they were able to transform the squat and ponderous churches
         of Christendom into the soaring and incredibly beautiful Gothic cathedrals that, for the first time in history, had more window
         than wall and stood more than a couple stories in height.
      

      There are other more recent examples too. The physicians of England and Italy first argued in the 1850s that illness was not
         caused by bad-smelling air (the so-called miasma theory of disease propagation that had stood for centuries), but was instead caused by invisible agents too small to see. The medical
         profession, when complemented by the first anesthesias, soon ushered in a new phase of human health and longevity that is
         the basis of modern medicine. Here’s another example many people may not know. Western civilization’s first scientists where
         Christian monks who had devoted their lives to explaining divine creation. In this endeavor, they were called natural philosophers (that is, philosophers who explained the natural world and were exemplified by individuals such as Francis Bacon). They helped
         develop the foundational principles that would become the scientific method that is now so common as to be taken for granted in the Western world. Yet, in their day and in succeeding generations, these
         concepts and the accumulating institutional wisdom transformed the world.
      

      Today, in the early 21st century, we have a host of new professions centered on information technology (IT) that didn’t exist
         for earlier generations. Among the foremost of these careers is my own chosen profession, database administration. Database
         administration holds its prominent place because of the absolute value of data to the organization. If an application server
         experiences a catastrophic failure, management’s first question is “How fast can we recover the database?” The hardware is
         inconsequential. The application, while not trivial, is not the first order of business. The database comes first because
         the hardware and application is the medium that hosts the part of the application that is valuable–the data. In this sense,
         database administrators are vital to organizations because they are the guardians of that most valuable corporate asset–its
         data.
      

      As you read Rod’s book, I hope you come away with two major impressions (in addition to the vast number of tips and tricks).
         The first is that, through Rod’s collection of accumulated wisdom, you can see that our profession is maturing rapidly. Database
         administrators now must not only know the internals of the SQL Server relational engine, but must also have a good understanding
         of the underlying hardware, high availability, security, monitoring, performance tuning, troubleshooting, as well as the all
         important backup and recovery. Secondly, you begin to see, as you read Rod’s book and its accompanying website at www.SQLCrunch.com, that good processes are often as valuable as understanding the underlying technology. Individuals that enact worst processes
         (or simply fail to implement best practices) run the risk of spending their time on redundant work and inefficient activities,
         as well as to put at risk the very assets (that is, the database) over which they are guardians.
      

      My work at Quest Software since 2002 and my years on the board of directors for the Professional Association for SQL Server
         have enabled me to evangelize the message of rigorous processes and high quality standards for all activities undertaken by
         database administrators. In the following years, I’ve had the good fortune to meet many like-minded practitioners like Rod.
         In a word, we’ve been devoted students of institutional knowledge for the SQL Server professional.
      

      While Rod’s book is not an exceptionally big one, its information is highly concentrated and contains an exceptional wealth
         of actionable knowledge. Don’t forget that many publishers equate the size of the book with its value and, consequently, attempt
         to manipulate its perceived value with lots of graphics, wide spacing, and large fonts. There’s no need for that with this
         book, since it’s simply loaded with excellent and immediately useful information. Whether you’re a new and inexperienced database administrator or an old
         hand with decades of experience, I know that you’ll find the collected institutional knowledge in this book to be extremely
         valuable. By applying the knowledge offered in the pages of this book, you’ll design, configure, implement, and maintain databases
         that are as good as any in the world. This will lead to better applications and, in turn, better organizations built upon
         those organizations.
      

      KEVIN KLINE

      Technical Strategy Manager, Quest Software

      Founding board member of PASS, the Professional Association for SQL Server

      http://sqlblog.com/kevin_kline/

      



Preface
      

      I love SQL Server. I often find myself defending its various shortcomings as I’d defend a good friend. In a relatively short
         period of time, it’s developed from a good small-to-medium-size departmental database management system into a world class,
         enterprise-ready system capable of handling the most intense transaction workloads. That’s a staggering achievement, and it’s
         only getting better. SQL Server 2008 continues to build on the solid foundation provided by recent versions, and the future
         for SQL Server looks very bright indeed.
      

      While I only began writing this book in January 2008, it’s been a work in progress for about 15 years. Ever since I started
         working with SQL Server in the mid 1990s, I’ve been compiling notes on the best way to execute various DBA tasks. In the early
         years, as I fumbled my way around SQL Server 6.0, I made plenty of mistakes. Although frustrating, they were excellent learning
         experiences, and I committed to never repeating a previous mistake. A colleague of mine recently said, “Experience is realizing
         when you’ve just made the same mistake twice!”
      

      Keen to share in the knowledge I’d collected, my colleagues and clients encouraged me to convert my personal file of SQL Server best practices into a format that others could access. In late 2007 I started the sqlCrunch.com website for
         that purpose. This book takes the concept further, and while all the information contained in these pages can be found in
         other locations, I believe SQL Server 2008 Administration in Action is valuable in that it presents a large collection of best practices in a single book. In short, it’s the sort of book I
         wish I had had when I first started as a SQL Server DBA!
      

      This book has two goals, and which of these applies to you depends on your background. For experienced DBAs, the goal is to
         introduce you to the new features of SQL Server 2008 that will improve your administration routines. For new DBAs, or for
         those who administer databases on a part-time basis, the goal is to fast-track your adherence to best practices by avoiding
         common mistakes. In either case, the intention is not to give you step-by-step instructions on how to do a particular task
         but to provide general directions on best practices. You’ll need to do the hard yards yourself, but my hope is that this book
         will steer you in the right direction and save you a lot of time and energy by avoiding the mistakes that I’ve made myself—sometimes
         more than once!
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About this Book
      

      It’s getting harder and harder to define the role of a SQL Server DBA. Depending on the organization, a DBA may be involved
         in a huge number of tasks from data modeling and physical server design through operational tasks such as backup/restore,
         performance tuning, and security administration. And that’s only scratching the surface; specialist development DBA roles
         are increasingly common, as are those that specialize in the business intelligence space.
      

      While this book will appeal to a broad range of SQL Server professionals, it’s primarily targeted at the production OLTP DBA
         whose role includes tasks such as installation, configuration, backup/restore, security, and performance tuning. In order
         to devote as many pages as possible to these topics, the following areas are not covered:
      

      

      
	Business intelligence tools: SQL Server Integration Services, Analysis Services, and Reporting Services
         

         	Development topics: T-SQL programming, locking, and transaction isolation levels
         

         	Replication and full-text search
         

      

In the areas that the book does cover, I’ve deliberately avoided using a step-by-step approach in favor of an emphasis on
         best practice. As a result, inexperienced readers may need to supplement their reading with other sources for more detailed
         coverage. SQL Server Books Online, included as part of a SQL Server installation, is the best resource for this purpose. Further,
         while many new SQL Server 2008 features are covered, the book’s major themes are applicable to earlier versions of SQL Server.
      

      
How this book is organized
      

      This book is presented in three parts.

      

      
	
Part 1 “Planning and Installation” covers best practices for environment planning, hardware selection and configuration, installation,
            and clustering.
         

         	
Part 2 “Configuration” includes chapters covering security, SQL Server configuration, policy-based management, and data management.
         

         	
Part 3 “Operations” concentrates on the day-to-day operational tasks such as backups, DBCC checks, index maintenance, monitoring,
            and automation, and it introduces a number of new 2008 features including Resource Governor and Data Collector.
         

      

The final section of each chapter summarizes best practices in a list format. For the experienced DBA, the best way of reading
         this book is to start with the best practices, and if you require more information, you can read the chapter for the appropriate
         background.
      

      In Appendix A, I offer my opinion on DBA worst practices. Sometimes, reading about inappropriate and/or downright bad practices is the best (and quickest) way to avoid
         common mistakes.
      

      
Companion website
      

      Best practices of any sort, including those for SQL Server, tend to be controversial at times. A best practice in one environment
         may not be appropriate in another, or it may change over time. Further, internet forums are a great source of false best practices,
         and once “out there,” they tend to take on a life of their own. This book is careful not to make definitive and broad-sweeping
         best-practice statements, particularly those in which environment-specific circumstances play an important role.
      

      Like any technical book, this book cannot be all things to all people. Together with the diversity of the SQL Server product,
         different types of DBAs necessitate the exclusion of certain topics from its scope. I apologize in advance to those readers
         looking for topics that are either not covered or covered in insufficient depth. For this reason, I encourage you to visit
         the book’s companion website, www.sqlCrunch.com.
      

      In order to maximize the value of this book, each chapter has an accompanying website page (listed at the end of each chapter)
         providing links to white papers, scripts, blogs, and technical articles appropriate to the chapter’s content. In order for
         you to make the best possible choices for your own environment, I encourage you to supplement the knowledge gained from this
         book with information from the provided website links.
      

      
Code conventions and downloads
      

      All source code in listings or in text is in a fixed-width font like this to separate it from ordinary text. Code annotations accompany many of the listings, highlighting important concepts. In some
         cases, numbered bullets link to explanations that follow the listing.
      

      The source code for the examples in this book is available online from the publisher’s website at www.manning.com/SQLServer2008AdministrationinAction.
      

      
Author Online
      

      The purchase of SQL Server 2008 Administration in Action includes free access to a private web forum run by Manning Publications, where you can make comments about the book, ask
         technical questions, and receive help from the author and from other users. To access the forum and subscribe to it, point
         your web browser to www.manning.com/SQLServer2008AdministrationinAction

      This page provides information about how to get on the forum once you’re registered, what kind of help is available, and the
         rules of conduct on the forum. Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between
         individual readers and between readers and the authors can take place. It’s not a commitment to any specific amount of participation
         on the part of the author, whose contribution to the book’s forum remains voluntary (and unpaid). We suggest you try asking
         him some challenging questions, lest his interest stray!
      

      The Author Online forum and the archives of previous discussions will be accessible from the publisher’s website as long as
         the book is in print.
      

      
About the title
      

      By combining introductions, overviews, and how-to examples, In Action books are designed to help learning and remembering. According to research in cognitive science, the things people remember
         are things they discover during self-motivated exploration.
      

      Although no one at Manning is a cognitive scientist, we are convinced that for learning to become permanent it must pass through
         stages of exploration, play, and, interestingly, retelling of what is being learned. People understand and remember new things,
         which is to say they master them, only after actively exploring them. Humans learn in action. An essential part of an In Action guide is that it is example-driven. It encourages the reader to try things out, to play with new code, and explore new ideas.
      

      There is another, more mundane, reason for the title of this book: our readers are busy. They use books to do a job or to
         solve a problem. They need books that allow them to jump in and jump out easily and learn just what they want just when they
         want it. They need books that aid them in action. The books in this series are designed for such readers.
      

      



About the Cover Illustration
      

      The illustration on the cover of SQL Server 2008 Administration in Action is taken from a French book of dress customs, Encyclopédie des Voyages by J. G. St. Saveur, published in 1796. Travel for pleasure was a relatively new phenomenon at the time and illustrated guides such as this one
         were popular, introducing both the tourist as well as the armchair traveler to the inhabitants of other far-off regions of
         the world, as well as to the more familiar regional costumes of France and Europe.
      

      The diversity of the drawings in the Encyclopédie des Voyages speaks vividly of the uniqueness and individuality of the world’s countries and peoples just 200 years ago. This was a time
         when the dress codes of two regions separated by a few dozen miles identified people uniquely as belonging to one or the other,
         and when members of a social class or a trade or a tribe could be easily distinguished by what they were wearing. This was
         also a time when people were fascinated by foreign lands and faraway places, even though they could not travel to these exotic
         destinations themselves.
      

      Dress codes have changed since then and the diversity by region, so rich at the time, has faded away. It is now often hard
         to tell the inhabitant of one continent from another. Perhaps, trying to view it optimistically, we have traded a world of
         cultural and visual diversity for a more varied personal life. Or a more varied and interesting intellectual and technical
         life. We at Manning celebrate the inventiveness, the initiative, and the fun of the computer business with book covers based
         on native and tribal costumes from two centuries ago brought back to life by the pictures from this travel guide.
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Part 1. Planning and installation
      

      Laying the correct foundations is crucial for any project. In the context of SQL Server administration, this involves the
         correct selection and configuration of hardware components, and preparation and planning for good installation choices. Part 1 focuses on these tasks. You’ll learn how attention to detail at this early stage lays the groundwork for a solid platform
         and allows you to avoid many common mistakes.
      

      


Chapter 1. The SQL Server landscape
      

      In this chapter, we’ll cover

      

      
	An overview of SQL Server 2008
         

         	SQL Server editions and features
         

         	SQL Server tools overview
         

         	DBA responsibilities
         

      

If there’s one job where a lack of planning leads to a chaotic and reactive work environment, it’s that of the database administrator
         (DBA). DBAs are often so consumed by the current crisis that the idea of planning for the future armed with appropriate budget
         resources seems like an impossible dream.
      

      The aim of this book is to assist you in achieving that goal by laying out best practices for database administration with
         SQL Server. We’ll cover hundreds of best practices across many categories, including hardware selection and configuration,
         installation and upgrades, security, index maintenance, backups, and a lot more.
      

      Before we launch into the nuts and bolts of database administration, let’s start with a broad overview of the SQL Server product
         itself. We begin this chapter with a brief look at the major new DBA features introduced in SQL Server 2008 before moving
         on to the various SQL Server editions and their corresponding features and limitations. We then take a brief look at some of the SQL Server tools that we’ll cover in more detail throughout the book,
         before closing the chapter with a summary of the key areas of DBA responsibility—areas that we’ll spend the rest of the book
         exploring.
      

      
1.1. SQL Server 2008: evolution or revolution?
      

      When Microsoft released SQL Server 2005, the general consensus was that SQL Server had finally arrived as an enterprise class database management system. With a host of new features, including Common Language Runtime (CLR) integration,
         dynamic management views/functions, and online index rebuilds, it was correctly considered a revolutionary release of the product, coming some 12 years after the first Microsoft release of SQL Server, as shown in figure 1.1.
      

      Figure 1.1. From there to here: a brief history of SQL Server from 1993 to today
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      While SQL Server 2008 improves many of the features first introduced in 2005, it too has an impressive collection of new features,
         many of which we’ll cover throughout this book. From a DBA perspective, the standout new features include the following:
      

      

      
	
Policy-based management— Arguably the most significant new SQL Server 2008 feature for the DBA, policy-based management dramatically simplifies the
            process of managing a large number of SQL Server instances through the ability to define and apply configuration policies.
            As you’ll see in chapter 8, changes that violate policy can either be prevented or generate alerts, with groups of servers and instances remotely reconfigurable
            at the click of a button.
         

         	
Resource Governor— While SQL Server 2005 included coarse-grained control of server resource usage via instance memory caps, CPU affinity, and
            Query Governor Cost Limit, SQL Server 2008 permits the definition of resource pools into which incoming connections are classified via group membership. As you’ll see in chapter 16, each pool’s memory and CPU usage can be constrained, therefore enabling more predictable performance, particularly for mixed-purpose
            SQL Server instances—for example, a data entry environment that’s also used for reporting purposes.
         

         	
Data Collector— Covered in chapter 15, the new Data Collector feature enables the collection of performance and management-related information such as performance
            monitor counters, dynamic management view data, and query statistics. In addition to the automated collection, upload, and
            archival of such information, numerous reports are provided to enable the analysis of the collected data over time, making
            it a powerful and low-maintenance tool for baseline analysis and various other tasks.
         

         	
Backup and data compression— In SQL Server 2005 and earlier, third-party utilities were used to compress backups. SQL Server 2008 includes not only backup
            compression, but also the ability to compress data within the database, enabling significant disk space and cost savings, and in some cases, a significant performance boost. We’ll
            cover data and backup compression in chapters 9 and 10.
         

         	
Transparent Data Encryption— SQL Server 2005 included the ability to encrypt individual columns within a table, but no way of encrypting the entire database
            and associated backup files. As such, anyone with access to the physical data files or backup files could potentially take
            the database offsite and have full access. SQL Server 2008 introduces the Transparent Data Encryption (TDE) feature for exactly
            this purpose; see chapter 6 for more.
         

      

In addition to these major new features are a whole range of others, including T-SQL enhancements, fine-grained auditing,
         support for geospatial data, NTFS-based FileStream binary large objects (BLOBs), and IntelliSense support. I believe that
         the release of SQL Server 2008 is as significant as the release of 2005.
      

      A number of the new features introduced in SQL Server 2008 are only available in the Enterprise edition of the product. As
         we move through the book, I’ll point out such features wherever possible, but now is a good time for a broad overview of the
         various SQL Server 2008 editions and their features.
      

      
1.2. Editions and features
      

      Like earlier versions, the major editions of SQL Server are Enterprise and Standard, with a number of other specialized editions. Let’s briefly walk through the editions, noting the significant features and
         limitations of each.
      

      1.2.1. Enterprise
      

      The edition of choice for mission-critical database systems, the Enterprise edition offers all the SQL Server features, including a number of features not available in any other edition, such as data
         and backup compression, Resource Governor, database snapshots, Transparent Data Encryption, and online indexing. Table 1.1 summarizes the scalability and high availability features available in each edition of SQL Server.
      

      Table 1.1. Scalability and high availability features in SQL Server editions
      

      










	 
               	
                  Enterprise

               
               	
                  Standard

               
               	
                  Web

               
               	
                  Workgroup

               
               	
                  Express

               
            


	
                  Capacity and platform support

               
            




	Max RAM
               	OS Max[a]

               	OS Max
               	OS Max
               	OS Max[b]

               	1GB
            


	Max CPU[c]

               	OS Max
               	4
               	4
               	2
               	1
            


	X32 support
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	X64 support
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	Itanium support
               	Yes
               	No
               	No
               	No
               	No
            


	 
               	 
               	 
               	 
               	 
               	 
            


	Partitioning
               	Yes
               	No
               	No
               	No
               	No
            


	Data compression
               	Yes
               	No
               	No
               	No
               	No
            


	Resource Governor
               	Yes
               	No
               	No
               	No
               	No
            


	Max instances
               	50
               	16
               	16
               	16
               	16
            


	Log shipping
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            


	DB mirroring
               	All[d]

               	Safety[e]

               	Witness[f]

               	Witness
               	Witness
            


	—Auto Page Recovery
               	Yes
               	No
               	No
               	No
               	No
            


	Clustering
               	Yes
               	2 nodes
               	No
               	No
               	No
            


	Dynamic AWE
               	Yes
               	Yes
               	No
               	No
               	No
            


	DB snapshots
               	Yes
               	No
               	No
               	No
               	No
            


	Online indexing
               	Yes
               	No
               	No
               	No
               	No
            


	Online restore
               	Yes
               	No
               	No
               	No
               	No
            


	Mirrored backups
               	Yes
               	No
               	No
               	No
               	No
            


	Hot Add RAM/CPU
               	Yes
               	No
               	No
               	No
               	No
            


	Backup compression
               	Yes
               	No
               	No
               	No
               	No
            





         a OS Max indicates that SQL Server will support the maximum memory supported by the operating system.
         

      

      
         b The 64-bit version of the Workgroup edition is limited to 4GB.
         

      

      
         c SQL Server uses socket licensing; for example, a quad-core CPU is considered a single CPU.
         

      

      
         d Enterprise edition supports both High Safety and High Performance modes.
         

      

      
         e High Performance mode isn’t supported in Standard edition. See chapter 11 for more.
         

      

      
         f “Witness” indicates this is the only role allowed with these editions. See chapter 11 for more.
         

      

      1.2.2. Standard
      

      Despite lacking some of the high-end features found in the Enterprise edition, the Standard edition of SQL Server includes support for clustering, AWE memory, 16 instances, and four CPUs, making it a powerful base
         from which to host high-performance database applications. Table 1.2 summarizes the security and manageability features available in each edition of SQL Server.
      

      Table 1.2. Security and manageability features in SQL Server editions
      

      










	 
               	
                  Enterprise

               
               	
                  Standard

               
               	
                  Web

               
               	
                  Workgroup

               
               	
                  Express

               
            


	
                  Security and auditing features

               
            




	C2 Trace
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	Auditing
               	Fine-grained
               	Basic
               	Basic
               	Basic
               	Basic
            


	Change Data Capture
               	Yes
               	No
               	No
               	No
               	No
            


	Transparent Data Encryption
               	Yes
               	No
               	No
               	No
               	No
            


	Extensible key management
               	Yes
               	No
               	No
               	No
               	No
            


	Manageability features
            


	Dedicated admin connection
               	Yes
               	Yes
               	Yes
               	Yes
               	Trace flag[a]

            


	Policy-based management
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	—Supplied best practices
               	Yes
               	Yes
               	No
               	No
               	No
            


	—Multiserver management
               	Yes
               	Yes
               	No
               	No
               	No
            


	Data Collector
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            


	—Supplied reports
               	Yes
               	Yes
               	No
               	No
               	No
            


	Plan guides/freezing
               	Yes
               	Yes
               	No
               	No
               	No
            


	Distributed partitioned views
               	Yes
               	No
               	No
               	No
               	No
            


	Parallel index operations
               	Yes
               	No
               	No
               	No
               	No
            


	Auto-indexed view matching
               	Yes
               	No
               	No
               	No
               	No
            


	Parallel backup checksum
               	Yes
               	No
               	No
               	No
               	No
            


	Database Mail
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            





         a Trace flag 7806 is required for this feature in the Express version.
         

      

      1.2.3. Workgroup
      

      Including the core SQL Server features, the Workgroup edition of SQL Server is ideal for small and medium-sized branch/departmental applications, and can be upgraded to the Standard
         and Enterprise edition at any time. Table 1.3 summarizes the management tools available in each of the SQL Server editions.
      

      

      Table 1.3. Management tools available in each edition of SQL Server
      

      









	 
               	
                  Enterprise
                  

               
               	
                  Standard

               
               	
                  Web

               
               	
                  Workgroup

               
               	
                  Express

               
            



	SMO
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	Configuration Manager
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	SQL CMD
               	Yes
               	Yes
               	Yes
               	Yes
               	Yes
            


	Management Studio
               	Yes
               	Yes
               	Basic[a]

               	Yes
               	Basic[a]

            


	SQL Profiler
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            


	SQL Server Agent
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            


	Database Engine Tuning Advisor
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            


	MOM Pack
               	Yes
               	Yes
               	Yes
               	Yes
               	No
            





         a Express Tools and Express Advanced only. Basic Express has no Management Studio tool.
         

      

      1.2.4. Other editions of SQL Server
      

      In addition to Enterprise, Standard, and Workgroup, a number of specialized SQL Server editions are available:

      

      
	
Web edition— Designed primarily for hosting environments, the Web edition of SQL Server 2008 supports up to four CPUs, 16 instances, and
            unlimited RAM.
         

         	
Express edition— There are three editions of Express—Express with Advanced Services, Express with Tools, and Express—each available as a separate downloadable package. Express includes the core database engine only; the Advanced Services
            and Tools versions include a basic version of Management Studio. The Advanced Services version also includes support for full-text
            search and Reporting Services.
         

         	
Compact edition— As the name suggests, the Compact edition of SQL Server is designed for compact devices such as smart phones and pocket PCs,
            but can also be installed on desktops. It’s primarily used for occasionally connected applications and, like Express, is free.
         

         	
Developer edition— The Developer edition of SQL Server contains the same features as the Enterprise edition, but it’s available for development
            purposes only—that is, not for production use.
         

      

Throughout this book, we’ll refer to a number of SQL Server tools. Let’s briefly cover these now.

      
1.3. SQL Server tools
      

      SQL Server includes a rich array of graphical user interface (GUI) and command-line tools. Here are the major ones discussed
         in this book:
      

      

      
	
SQL Server Management Studio (SSMS)— The main GUI-based management tool used for conducting a broad range of tasks, such as executing T-SQL scripts, backing up and restoring databases, and checking logs. We’ll use this tool extensively throughout the book.
         

         	
SQL Server Configuration Manager— Enables the configuration of network protocols, service accounts and startup status, and various other SQL Server components,
            including FileStream. We’ll cover this tool in chapter 6 when we look at configuring TCP/IP for secure networking.
         

         	
SQL Server Profiler— Used for a variety of performance and troubleshooting tasks, such as detecting blocked/deadlocked processes and generating
            scripts for creating a server-side SQL trace. We’ll cover this tool in detail in chapter 14.
         

         	
Database Engine Tuning Advisor— Covered in chapter 13, this tool can be used to analyze a captured workload file and recommend various tuning changes such as the addition of one
            or more indexes.
         

      

One very important tool we haven’t mentioned yet is SQL Server Books Online (BOL), shown in figure 1.2. BOL is the definitive reference for all aspects of SQL Server and includes detailed coverage of all SQL Server features,
         a full command syntax, tutorials, and a host of other essential resources. Regardless of skill level, BOL is an essential
         companion for all SQL Server professionals and is referenced many times throughout this book.
      

      Figure 1.2. SQL Server Books Online is an essential reference companion.
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      Before we launch into the rest of the book, let’s pause for a moment to consider the breadth and depth of the SQL Server product
         offering. With features spanning traditional online transaction processing (OLTP), online analytical processing (OLAP), data
         mining, and reporting, there are a wide variety of IT professionals who specialize in SQL Server. This book targets the DBA,
         but even that role has a loose definition depending on who you talk to.
      

      
1.4. DBA responsibilities
      

      Most technology-focused IT professionals can be categorized as either developers or administrators. In contrast, categorizing
         a DBA is not as straightforward. In addition to administrative proficiency and product knowledge, successful DBAs must have
         a good understanding of both hardware design and application development. Further, given the number of organizational units
         that interface with the database group, good communication skills are essential. For these reasons, the role of a DBA is both
         challenging and diverse (and occasionally rewarding!).
      

      Together with database components such as stored procedures, the integration of the CLR inside the database engine has blurred
         the lines between the database and the applications that access it. As such, in addition to what I call the production DBA, the development DBA is someone who specializes in database design, stored procedure development, and data migration using tools such as SQL Server
         Integration Services (SSIS). In contrast, the production DBA tends to focus more on day-to-day administration tasks, such
         as backups, integrity checks, and index maintenance. In between these two roles are a large number of common areas, such as
         index and security design.
      

      For the most part, this book concentrates on the production DBA role. Broadly speaking, the typical responsibilities of this
         role can be categorized into four areas, or pillars, as shown in figure 1.3. This book will concentrate on best practices that fit into these categories.
      

      Figure 1.3. This book targets best practices across the four key areas, or pillars, of a DBA’s responsibility: security, availability, reliability, and recoverability.
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      Let’s briefly cover each one of these equally important areas:

      

      
	
Security— Securing an organization’s systems and data is crucial, and in chapter 6 we’ll cover a number of areas, including implementing least privilege, choosing an authentication mode, TCP port security,
            and SQL Server 2008’s TDE and SQL Audit.
         

         	
Availability —Ensuring a database is available when required is a fundamental DBA responsibility, and in this regard, SQL Server 2008
            includes a number of high-availability solutions, including failover clustering, database mirroring, and transaction log shipping,
            each of which we’ll cover in this book. We’ll also examine the importance of service level agreements in a high-availability
            plan, and learn how to design redundancy into server components.
         

         	
Reliability— Unexpected performance and corruption problems not only disappoint users, but they also lead to long, chaotic, and reactive
            working days for a DBA. Throughout this book, we’ll cover a number of proactive maintenance and design practices, such as
            using the SQLIOSIM utility to validate a storage system, and using Database Console Commands (DBCC) to validate the integrity
            of a database.
         

         	
Recoverability— Of course, should disaster strike, a DBA needs to spring into action with a plan of attack for restoring a database as quickly
            as possible, and in chapter 10, we’ll cover this process in detail.
         

      

Ensuring databases are secure, available, reliable, and recoverable are core DBA responsibilities. In subsequent chapters, we’ll drill down into each of these responsibilities in more detail,
         beginning with the next chapter, in which we focus on the important topic of sizing a storage system.
      

      


Chapter 2. Storage system sizing
      

      In this chapter, we’ll cover

      

      
	Characterizing I/O load
         

         	Determining the required number of disks
         

         	Selecting RAID levels and storage systems
         

         	Tuning storage area networks
         

         	Evaluating solid-state disks
         

      

Performance tuning SQL Server applications involves finding and addressing performance bottlenecks. While there will always
         be a bottleneck somewhere, the goal is to reduce the bottlenecks until application performance meets or exceeds the usage
         requirements, typically defined in a service level agreement (SLA).
      

      Although it’s undeniable that the largest performance gains usually come from good application design, inadequate hardware
         makes resolving performance problems much more difficult. Poorly designed storage systems account for arguably the largest
         percentage of hardware-based performance problems for SQL Server solutions, and fixing them is usually more complicated than
         a simple memory or CPU upgrade. It follows that a well-designed storage system removes the biggest hardware-based performance
         obstacle, and that storage design should therefore lead the way in sizing servers for use in SQL Server environments.
      

      This chapter begins by covering the various I/O loads generated by the two major categories of database applications: online
         transaction processing (OLTP) and online analytical processing (OLAP). We’ll look at the importance of striping data across
         multiple disks, the use of RAID technology to provide resilience against disk failure, and formulas for estimating the required
         number of disks to support the expected application load.
      

      We conclude this chapter with a look at the various types of storage systems, including direct-attached storage (DAS) and
         Fibre/iSCSI storage area networks (SANs), and explore some of the challenges of using SANs with SQL Server. Finally, we cover
         the emergence of solid-state disks (SSDs) and the significant ramifications this technology will have on server sizing and
         performance tuning.
      

      
2.1. Characterizing I/O workload
      

      To determine an application’s ideal storage system and disk quantity, it’s important to understand the type and volume of
         I/O the application will generate. This section focuses on the different types of I/O, the metrics used to classify workload,
         and methods used in measuring and estimating values for the I/O metrics.
      

      In section 2.2, we’ll take the information we’ve learned here and use it to derive the number of disks required to support an application’s
         I/O workload.
      

      2.1.1. OLTP vs. OLAP/DSS
      

      When classifying the nature of I/O, two main terms are used: OLTP and OLAP. An example of an OLTP database is one that stores data for a point-of-sales application, typically consisting of a high percentage of simple, short
         transactions from a large number of users. Such transactions generate what’s referred to as random I/O, where the physical disks spend a significant percentage of time seeking data from various parts of the disk for read and/or write purposes.
      

      In contrast, as shown in figure 2.1, an OLAP, or decision support system (DSS), database is one that stores data for reporting applications that usually have a smaller number of users generating
         much larger queries. Such queries typically result in sequential I/O, where the physical disks spend most of their time scanning a range of data clustered together in the same part of the
         disk. Unlike OLTP databases, OLAP databases typically have a much higher percentage of read activity.
      

      Figure 2.1. Characterizing I/O workload is a crucial prerequisite in designing the appropriate storage system. Unlike OLTP, OLAP systems
         typically consist of fewer but larger sequential read dominant transactions.
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      Note that even for classic OLTP applications such as point-of-sales systems, actions like backups and database consistency
         checks will still generate large amounts of sequential I/O. For the purposes of I/O workload classification, we’ll consider
         the main I/O pattern only.
      

      As you’ll see a little later, the difference between sequential and random I/O has an important bearing on the storage system
         design.
      

      2.1.2. I/O metrics
      

      To design a storage system for a database application, in addition to knowing the type of workload it produces (OLTP or OLAP), we need to know the volume of workload, typically measured by the number of disk reads and writes per second.
      

      The process of obtaining or deriving these figures is determined by the state of the application. If the application is an
         existing production system, the figures can be easily obtained using Windows Performance Monitor. Alternatively, if the system
         is yet to be commissioned, estimates are derived using various methods. A common one is to use a test environment to profile
         the reads and writes per transaction type, and then multiply by the expected number of transactions per second per type.
      

      
Existing Systems
      

      In chapter 17, we’ll focus on the methods used to collect and analyze system bottlenecks, including disk I/O bottlenecks. For the purposes
         of this section, let’s assume that disk I/O is determined to be a significant bottleneck and we need to redesign the storage
         system to correct it. The task, then, is to collect I/O metrics to assist in this process.
      

      We can use the Windows Performance Monitor tool (covered in chapter 14) to collect the disk I/O metrics we need. For each logical disk volume—that is, the drive letter corresponding to a data
         or log drive—the following counters, among others, can be collected:
      

      

      
	
PhysicalDisk— Disk reads per second
         

         	
PhysicalDisk— Disk writes per second
         

      

Note that the averages of these values should be collected during the database’s peak usage period. Designing a system based on weekly averages that include long periods of very low usage may result in the system
         being overwhelmed during the most important period of the day.
      

      In the next section, we’ll use these values to approximate the number of physical disks required for optimal I/O performance.

      
New Systems
      

      For a system not yet in production, application I/O is estimated per transaction type in an isolated test environment. Projections
         are then made based on the estimated maximum number of expected transactions per second, with an adjustment made for future
         growth.
      

      Armed with these metrics, let’s proceed to the next section, where we’ll use them to project the estimated number of disks
         required to design a high-performance storage system capable of handling the application load.
      

      
2.2. Determining the required number of disks and controllers
      

      In the previous section, we covered the process of measuring, or estimating, the number of database disk reads and writes
         generated by an application per second. In this section, we’ll cover the formula used to estimate the number of disks required
         to design a storage system capable of handling the expected application I/O load.
      

      Note that the calculations presented in this section are geared toward direct-attached storage (DAS) solutions using traditional
         RAID storage. Configuring SAN-based Virtualized RAID (V-RAID) storage is a specialist skill, and one that differs among various
         SAN solutions and vendors. Therefore, use the calculations presented here as a rough guideline only.
      

      2.2.1. Calculating the number of disks required
      

      In calculating the number of disks required to support a given workload, we must know two values: the required disk I/O per
         second (which is the sum of the reads and writes that we looked at in the previous section) and the I/O per second capacity
         (IOPS) of the individual disks involved.
      

      The IOPS value of a given disk depends on many factors, such as the type of disk, spin speed, seek time, and I/O type. While
         tools such as SQLIO, covered in the next chapter, can be used to measure a disk’s IOPS capacity, an often-used average is
         125 IOPS per disk for random I/O. Despite the fact that commonly used server class 15,000 RPM SCSI disks are capable of higher
         speeds,[1] the 125 IOPS figure is a reasonable average for the purposes of estimation and enables the calculated disk number to include
         a comfortable margin for handling peak, or higher than expected, load.
      

      
         1 Take the manufacturer’s published specifications with a grain of salt.
         

      

       




	
            




         Storage virtualization
         The process of selecting RAID levels and calculating the required number of disks is significantly different in a SAN compared
            to a traditional direct-attached storage (DAS) solution. Configuring and monitoring virtualized SAN storage is a specialist
            skill. Unless already skilled in building SAN solutions, DBAs should insist on SAN vendor involvement in the setup and configuration
            of storage for SQL Server deployments. The big four SAN vendors (EMC, Hitachi, HP, and IBM) are all capable of providing their
            own consultants, usually well versed in SQL Server storage requirements, to set up and configure storage and related backup
            solutions to maximize SAN investment.
         

      

      


	
            



 

Here’s a commonly used formula for calculating required disk numbers:

      Required # Disks = (Reads/sec + (Writes/sec * RAID adjuster)) / Disk IOPS

      Dividing the sum of the disk reads and writes per second by the disk’s IOPS yields the number of disks required to support
         the workload. As an example, let’s assume we need to design a RAID 10 storage system to support 1,200 reads per second and 400 writes per second. Using our formula, the
         number of required disks (assuming 125 IOPS per disk) can be calculated as follows:
      

      Required # disks = (1200 + (400 * 2)) / 125 = 16 DISKS

      Note the doubling of the writes per second figure (400 * 2); in this example, we’re designing a RAID 10 volume, and as you’ll
         see in a moment, two physical writes are required for each logical write—hence the adjustment to the writes per second figure.
         Also note that this assumes the disk volume will be dedicated to the application’s database. Combining multiple databases
         on the one disk will obviously affect the calculations.
      

      Although this is a simple example, it highlights the important relationship between the required throughput, the IOPS capacity
         of the disks, and the number of disks required to support the workload.
      

      Finally, a crucial aspect of disk configuration, and one that we’ll cover in more detail in chapter 9, is the separation of the transaction log and data files. Unlike random access within data files, transaction logs are written
         in a sequential manner, so storing them on the same disk as data files will result in reduced transaction throughput, with
         the disk heads moving between the conflicting requirements of random and sequential I/O. In contrast, storing the transaction
         log on a dedicated disk will enable the disk heads to stay in position, writing sequentially, and therefore increase the transaction
         throughput.
      

      Once we’ve determined the number of disks required, we need to ensure the I/O bus has adequate bandwidth.

       




	
            




         Storage formats
         Here are some typical storage formats used by SQL Server systems:

         ATA— Using a parallel interface, ATA is one of the original implementations of disk drive technologies for the personal computer.
            Also known as IDE or parallel ATA, it integrates the disk controller on the disk itself and uses ribbon-style cables for connection
            to the host.
         

         SATA— In widespread use today, SATA, or serial ATA, drives are an evolution of the older parallel ATA drives. They offer numerous
            improvements such as faster data transfer, thinner cables for better air flow, and a feature known as Native Command Queuing
            (NCQ) whereby queued disk requests are reordered to maximize the throughput. Compared to SCSI drives, SATA drives offer much
            higher capacity per disk, with terabyte drives (or higher) available today. The downside of very large SATA disk sizes is
            the increased latency of disk requests, partially offset with NCQ.
         

         SCSI— Generally offering higher performance than SATA drives, albeit for a higher cost, SCSI drives are commonly found in server-based
            RAID implementations and high-end workstations. Paired with a SCSI controller card, up to 15 disks (depending on the SCSI
            version) can be connected to a server for each channel on the controller card. Dual-channel cards enable 30 disks to be connected
            per card, and multiple controller cards can be installed in a server, allowing a large number of disks to be directly attached
            to a server. It’s increasingly common for organizations to use a mixture of both SCSI drives for performance-sensitive applications
            and SATA drives for applications requiring high amounts of storage. An example of this for a database application is to use
            SCSI drives for storing the database and SATA drives for storing online disk backups.
         

         SAS— Serial Attached SCSI (SAS) disks connect directly to a SAS port, unlike traditional SCSI disks, which share a common bus.
            Borrowing from aspects of Fibre Channel technology, SAS was designed to break past the current performance barrier of the
            existing Ultra320 SCSI technology, and offers numerous advantages owing to its smaller form factor and backward compatibility
            with SATA disks. As a result, SAS drives are growing in popularity as an alternative to SCSI.
         

         Fibre Channel— Fibre Channel allows high-speed, serial duplex communications between storage systems and server hosts. Typically found on
            SANs, Fibre Channel offers more flexibility than a SCSI bus, with support for more physical disks, more connected servers,
            and longer cable lengths.
         

         Solid-state disks— Used today primarily in laptops and consumer devices, solid-state disks (SSDs) are gaining momentum in the desktop and server
            space. As the name suggests, SSDs use solid-state memory to persist data in contrast to rotating platters in a conventional
            hard disk. With no moving parts, SSDs are more robust and promise near-zero seek time, high performance, and low power consumption.
            We’ll cover SSDs in more depth later in this chapter.
         

      

      


	
            



 

2.2.2. Bus bandwidth
      

      When designing a storage system with many physical disks to support a large number of reads and writes, we must consider the
         ability of the I/O bus to handle the throughput.
      

      As you learned in the previous section, typical OLTP applications consist of random I/O with a moderate percentage of disk
         time seeking data, with disk latency (the time between disk request and response) an important factor. In contrast, OLAP applications spend a much higher percentage
         of time performing sequential I/O—thus the throughput is greater and bandwidth requirements are higher.
      

      In a direct-attached SCSI disk enclosure, the typical bus used today is Ultra320, with a maximum throughput of 320MB/second per channel. Alternatively, a 2 Gigabit Fibre Channel system offers approximately
         400MB/second throughput in full duplex mode.
      

      In our example of 2,000 disk transfers per second, assuming these were for an OLTP application with random I/O and 8K I/O
         transfers (the SQL Server transfer size for random I/O), the bandwidth requirements can be calculated as 2,000 times 8K, which
         is a total of 16MB/second, well within the capabilities of either Ultra320 SCSI or 2 Gigabit Fibre Channel.
      

      Should the bandwidth requirements exceed the maximum throughput, additional disk controllers and/or channels will be required
         to support the load. OLAP applications typically have much higher throughput requirements, and therefore have a lower disk to bus ratio, which means
         more controllers/channels for the same number of disks.
      

      You’ll note that we haven’t addressed storage capacity requirements yet. This is a deliberate decision to ensure the storage
         system is designed for throughput and performance as the highest priority.
      

      2.2.3. A note on capacity
      

      A common mistake made when designing storage for SQL Server databases is to base the design on capacity requirements alone.
         A guiding principle in designing high-performance storage solutions for SQL Server is to stripe data across a large number
         of dedicated disks and multiple controllers. The resultant performance is much greater than what you’d achieve with fewer,
         higher-capacity disks. Storage solutions designed in this manner usually exceed the capacity requirements as a consequence
         of the performance-centric approach.
      

      In our previous example (where we calculated the need for 16 disks), assuming we use 73GB disks, we have a total available
         capacity of 1.1TB. Usable space, after RAID 10 is implemented, would come down to around 500GB.
      

      If the projected capacity requirements for our database only total 50GB, then so be it. We end up with 10 percent storage utilization as a consequence of a performance-centric design. In contrast, a design that
         was capacity-centric would probably choose a single 73GB disk, or two disks to provide redundancy. What are the consequences of this for our example?
         Assuming 125 IOPS per disk, we’d experience extreme disk bottlenecks with massive disk queues handling close to 2,000 required
         IOPS!
      

      While low utilization levels will probably be frowned upon, this is the price of performance, and a much better outcome than
         constantly dealing with disk bottlenecks. A quick look at any of the server specifications used in setting performance records
         for the Transaction Processing Performance Council (tpc.org) tests will confirm a low-utilization, high-disk-stripe approach
         like the one I described.
      

      Finally, placing capacity as a secondary priority behind performance doesn’t mean we can ignore it. Sufficient work should
         be carried out to estimate both the initial and future storage requirements. Running out of disk space at 3 a.m. isn’t something
         I recommend!
      

      In this section, I’ve made a number of references to various RAID levels used to provide disk fault tolerance. In the next
         section, we’ll take a closer look at the various RAID options and their pros and cons for use in a SQL Server environment.
      

      
2.3. Selecting the appropriate RAID level
      

      In the previous section, we looked at a method for determining the number of disks we need in order to deliver the required
         I/O performance. This process included adjustments to take into account redundant disks used to provide protection against
         disk failure. Designing disk redundancy with RAID is the focus of this section.
      

      A good server design is one that has no, or very few, single points of failure. Among the most common server components that
         fail are disks. Contributing factors include heat and vibration. A good data center design recognizes this and takes measures
         to reduce failure rates, such as locating servers in temperature-controlled positions with low vibration levels.
      

      Despite environmental precautions, disks still fail, and the server design needs to take this fact into consideration. The
         commonly used method for providing protection against disk failure is Redundant Array of Independent/Inexpensive Disks, or RAID.
      

      In addition to providing tolerance against disk failure, certain RAID levels increase performance by striping data across
         multiple disks and therefore distributing I/O load among the disks in the RAID volume. The stripe size, specified when building
         the RAID volume, can make a significant difference in I/O performance; you’ll learn more about this in chapter 3.
      

      This section will look at four RAID levels and their advantages and disadvantages from a cost, fault protection, and performance
         perspective. Note that there are more RAID levels than discussed here, but these are the common ones used for SQL Server implementations.
         As with the previous section, this section is geared toward RAID in DAS solutions. SAN-based V-RAID is quite different, although
         there’s usually some correlation between V-RAID and traditional RAID, so the principles are still important.
      

      2.3.1. RAID 0
      

      Despite the name, RAID 0, as shown in figure 2.2, actually provides no redundancy at all. It involves striping data across all the disks in the RAID array, which improves
         performance, but if any of the disks in the array fail, then the whole array fails. In that sense, RAID 0 actually increases the chance of failure. Consider RAID 0 as the zero redundancy RAID.
      

      Figure 2.2. Providing zero disk failure tolerance, a RAID 0 partition is optimized for performance only, and is therefore not suitable
         for use with SQL Server. (Image provided courtesy of Advanced Computer and Network Corp., http://www.raid.com.)
      

      [image: ]

      Some have suggested that RAID 0 may be acceptable for the tempdb database, given that tempdb starts out empty every time SQL
         Server is restarted and therefore redundancy of tempdb isn’t really important. Although this is true, it’s also true that
         a failure in any of the tempdb disks will cause SQL Server to fail, and you’re then faced with rebuilding the disks before
         SQL Server can be restarted. For most sites, this would lead to an unacceptable outage.
      

      While RAID 0 increases I/O performance through striping, due to the lack of redundancy it provides, I don’t recommend you
         use it for any serious SQL Server implementation.
      

      2.3.2. RAID 1
      

      RAID 1, as shown in figure 2.3, is essentially disk mirroring. Each disk in a RAID 1 array has a mirror partner, and if one of the disks in a mirrored pair
         fails, then the other disk is still available and operations continue without any data loss.
      

      Figure 2.3. A RAID 1 partition mirrors each disk to a mirror pair, therefore allowing continued operation in the event of a disk failure.
         (Image provided courtesy of Advanced Computer and Network Corp.)
      

      [image: ]

      Useful for a variety of SQL Server components, including backups and transaction logs, RAID 1 arrays provide good read performance,
         and write performance suffers little or no overhead.
      

      The downside to RAID 1 is the lower disk utilization. For every usable disk, two disks are required, resulting in a 50 percent
         utilization level.
      

      2.3.3. RAID 5
      

      RAID 5, as shown in figure 2.4, requires at least three disks. It addresses the low disk utilization inherent with RAID 1 by using parity to provide redundancy
         rather than storing a duplicate copy of the data on another disk. When a disk failure occurs in a RAID 5 array, the data stored
         on that disk is dynamically recovered using the parity information on the remaining disks.
      

      Figure 2.4. Each write to a RAID 5 partition involves multiple reads to calculate and store parity information. For SQL Server systems
         with substantial write activity, RAID 5 is often a poor choice. (Image provided courtesy of Advanced Computer and Network
         Corp.)
      

      [image: ]

      Disk utilization in RAID 5 is calculated as # of drives-1/# of drives. For three disk volumes, the utilization is 66 percent, for five disk volumes, 80 percent, and so forth. RAID 5’s main advantage
         is higher disk utilization than RAID 1, and therefore a lower overall storage cost; however, the downsides are significant.
         Each write to a RAID 5 array involves multiple disk operations for parity calculation and storage; therefore, the write performance
         is much lower than other RAID solutions. Further, in the event of a disk failure, read performance is also degraded significantly.
      

      Such overhead makes RAID 5 unsuitable for a lot of SQL Server implementations. Exceptions include installations with either
         predominantly read-only profiles or those with disk capacity or budgetary constraints that can handle the write overhead.
      

      2.3.4. RAID 10
      

      RAID 10 combines the best features of RAID 1 and 0, without any of the downsides of RAID 5. Also known as RAID 1+0, RAID 10
         is the highest performance RAID option. As shown in figure 2.5, RAID 10 offers the high-performance striping of RAID 0 with the fault tolerance of RAID 1’s disk mirroring without any of
         the write overhead of RAID 5. The downside of RAID 10 is the cost. Requiring at least four disks, RAID 10 arrays benefit from
         lots of disks to stripe across, each of which requires a mirror partner. In large deployments, the cost of RAID 10 may be
         prohibitive for some organizations, with the money perhaps better spent on other infrastructure components.
      

      Figure 2.5. RAID 10 combines the benefits of mirroring and striping while avoiding the parity overhead of RAID 5. As such, a RAID 10 partition
         provides excellent performance and redundancy at the expense of higher cost. (Image provided courtesy of Advanced Computer
         and Network Corp.)
      

      [image: ]

      RAID 10 offers the most advantages to SQL Server and, despite the cost, should be seriously considered for environments requiring
         both high performance and fault tolerance. Table 2.1 compares RAID 10 with RAID 0, 1, and 5.
      

      Table 2.1. RAID level comparisons
      

      








	
                  Attribute

               
               	
                  RAID 0

               
               	
                  RAID 1

               
               	
                  RAID 5

               
               	
                  RAID 10

               
            



	Disk failure tolerance
               	0
               	>=1
               	1
               	>=1
            


	Disk utilization %
               	100%
               	50%
               	66%+
               	50%
            


	Read performance
               	High
               	High
               	High
               	High
            


	Write performance
               	High
               	Medium
               	Low
               	Medium
            


	SQL Server suitability
               	Bad
               	Good
               	Limited
               	Good
            




Finally, it’s worth mentioning that RAID can be implemented at either the software level, via the Windows operating system,
         or the hardware level, using dedicated RAID controller cards. Software RAID shouldn’t be used in server class implementations
         as doing so consumes operating system resources and doesn’t offer the same feature set as hardware implementations. Hardware
         RAID requires no operating system resources and provides additional benefits, such as more RAID-level options, battery- backed
         disk cache (covered in chapter 3), and support for swapping out failed disks without bringing down the system.
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