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			Advance Praise for 
Big Tech Tyrants

			“Most Americans have no idea of how much information Google, Amazon, and Facebook have gathered on them. Big Tech Tyrants is your reference guide into the world of big data surveillance without the jargon. It will help you understand why privacy matters.”

			—Wayne Allyn Root, Radio and TV Personality

			 

			“Floyd Brown and Todd Cefaratti as digital publishers have had a front row seat to watch the changes in technology that have revolutionized: news, politics, and commerce. They will provide you insights into how Big Tech Tyrants use data to manipulate how and what you think. These companies make you dance to their tune.”

			—Mike Huckabee, Former Governor and Host of Huckabee

			 

			“I have spent my career in business, politics, and media. These three sectors of our economy have been whipsawed by technological changes. Big Tech Tyrants is the most comprehensive exposé I have seen about the dark side of the forces of big data collection and the misuse of it by large tech firms.”

			—Herman Cain, Former CEO and Media Commentator

			 

			“Brown and Cefaratti provide brilliant insight as to how the collection of personal data is daily misused and exploited by the modern-day robber barons of Silicon Valley. Until you read Big Tech Tyrants, you won’t understand how much data these firms collect and how they use it to manipulate your very reality.”

			—David Bossie, Deputy Campaign Manager, Trump for President

		


		

	
			[image: ]
		


		
			











A BOMBARDIER BOOKS BOOK

			An Imprint of Post Hill Press

			 

			Big Tech Tyrants:

			How Silicon Valley’s Stealth Practices Addict Teens, Silence Speech, and Steal Your Privacy

			© 2019 by Floyd Brown and Todd Cefaratti

			All Rights Reserved

			 

			ISBN: 978-1-64293-290-4

			ISBN (eBook): 978-1-64293-291-1

			 

			Cover Design by Cody Corcoran

			 

			No part of this book may be reproduced, stored in a retrieval system, or transmitted by any means without the written permission of the author and publisher.

			 

			 

			 

			[image: ]

			Post Hill Press

			New York • Nashville

			posthillpress.com

			 

			Published in the United States of America

		


		
			Forewarning

			It’s early summer, 2020. The presidential campaign is heating up. Challengers to President Donald Trump—from both parties, as well as independents—blast social media boasts in bids to unseat a much-maligned chief executive. Google, Twitter, and Facebook have become the primary battlefields for all the bluster and brag, attack and counterattack. Words and images—jpegs, MP3s, and streaming videos—fill millions of computer screens of all sizes, and iPhones and Androids are bursting their memory limits with the incoming and outgoing tides of political information and imagery. 

			But all is not as it seems, even to skeptics who have been warning about those seeking to undermine the gold standard of American democracy: the vote. Now, with November 3 in the near future, voters can sense that something is not right with certain candidates. But they don’t know why.

			One candidate—once known as a friendly, home-loving, hard-working mother of three—somehow now elicits an unsettling impression on Facebook, one of infidelity and deceit.

			The YouTube post of a rousing speech given by a beloved Iraq War veteran falls flat on otherwise excited crowds, and one-time supporters begin to have doubts without being able to put their fingers on just why. 

			Facebook feeds (user-generated content) have changed; they are not quite the same. Long-time friends aren’t liking each other’s comments as they once did. Newsfeeds are either far more intriguing or far more irritating than before. 

			Opinion polls begin to describe an electorate that is wandering, confused, uncertain. And the more some candidates work to overcome their sudden reversals in the polls, the less traction they seem to get. But other candidates are doing far better than anyone predicted. Key races are swinging Blue to Red, or Red to Blue. But why?

			What is going on in 2020? 

			Is it possible that some unseen force is adulterating reality, using tools that didn’t exist even a decade ago? Tools fashioned of silicon and lines of code, wielded by the darker angels of greed for whom national elections are not about raising up leaders, but about stifling, manipulating, rewriting, repurposing truth and facts, sounds and images, in order to gain financial and intellectual dominion over a troubled and vulnerable land?
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			In the Beginning…

			All Was Well

			Out from a place called Silicon Valley came the modern-day hit parade. Eye-popping new technologies, gadgets that inspired and delighted us, discoveries promising to raise us to levels of prosperity unlike anything the world has ever known.

			Busloads of kids who’d once journeyed to Hollywood in search of fortune and fame now found their way to San Jose, Cupertino, and Mountain View, California.

			They came to companies named Facebook, Google, Amazon, and Apple. Companies that were bringing the entire planet together in a virtual single town square, an agora of delights. All of mankind’s knowledge made instantly accessible. Anything we wanted materialized on our doorstep overnight. Into each of our hands, a supercomputer. 

			For all of this amazingness, multiple trillions in new wealth was being generated. And all the world wanted to be along for the ride. We all wanted seats on that bus, to bask in the glory of these Mt. Olympus-poised companies, and to offer up sacrifices to their god-like talents. Or at least we were happy to revel in all the Yowza!

			But Something Went Wrong

			As if we had suddenly been cast out of a bright and promising dawn into a veiled dusk of suspicion, we discovered that one of these companies was running addiction algorithms on its users, stealthily modifying user behavior to soften them up for commercial pitches from advertisers.

			Another company came to control what 90 percent of the world sees online and was using that competition-free dominance to punish enemies and push a political agenda on the country. 

			Then there was the company that refused to pay sales tax, treated employees like dirt, and flattened thousands of competitors, relegating millions of jobs to the dustbin of the unemployed. 

			And let’s not forget the company that aided and abetted terrorism on our native soil by denying federal investigators access to possibly incriminating records, while loyal fans cheered on their new silicon deity.

			Something had apparently gone very wrong in that meandering little valley south of San Francisco. We had allowed these tech wizards into the most intimate parts of our lives; we had trusted them. We, the people—from federal, state, and local governments, to corporations, small businesses, and farms, to cities, towns, and hamlets, to mom and pop and even our children—had given them a long leash. But instead of delivering a better world like they’d promised, they reneged on their many public vows and got caught up in the pursuit of “the T Algorithm”—the silicon trophy for being the first company to be worth a trillion dollars. 

			And in that pursuit, the game changed drastically.

			This Is the Story of Golden Boys Turned Tyrants

			This true story shows how Facebook and Google, as well as Amazon and Apple, grew so large and oppressive that today they wield unchallenged power over a nation they themselves have impoverished, sitting pretty, high above it all as they systematically dismantle our most cherished freedoms and replace them with…

			Well, with what? That’s also what this story is about.

		


		
			Strike 1

			Addiction Algorithms

			An Ingenious Behavior-Shifting Machine


			The Meta Tilt, or turning point, in online audience manipulation began in April 2013, on a bright and sunny day nearly shouting with possibility. Especially for the young computer nerd who had found his way from Goldman Sachs through the San Francisco ad tech scene to Facebook, where he was about to pitch Mark Zuckerberg on a new business model the CEO was sure to hate. And this on the eve of the company’s upcoming IPO. 

			Such is the story told by Antonio García Martínez in Chaos Monkeys, an autobiography about his time at Facebook and a metamorphic narrative of the valley. It is a story about the approach he and other young techies took to disrupt and dishevel established industries:

			•	Taxis figuratively driven off the road by Uber 

			•	Hotels replaced with Airbnbs 

			•	Entertainment pumped up with Netflix

			•	Dating seriously redefined by Tinder

			•	And on and on…

			Martínez called his colleagues “chaos monkeys” for the way they messed with industry after industry in a reckless simian-like fervor. He even wrote, “The question for society is whether it can survive these entrepreneurial chaos monkeys intact, and at what human cost.”1

			Facebook is the most successful “thing” ever to happen, measured by audience: 2.2 billion people spend an average of 
50 minutes a day on it.2

			The antecedents of Martínez’s pitch that day could be found in the work of B. F. Skinner, the behaviorist from the 1950s who set up a methodical system for prompting caged animals to take a specific action in response to specific stimuli. People were outraged—because it was the first time they had given serious thought to mind control and the immediacy of it in our lives. No longer the realm of science fiction, subconscious behavior modification was becoming a “thing,” a real and unsettling thing. Along with subliminal advertising that inserted hidden prompts into the messages all around us (a sexy outline of a woman on top of a can of Coke, swooshing logos, carnivore-like automobile grilles, subtle signals of wealth, power, and action), we discovered that people were trying to mess with our minds. 

			Yet all of Skinner’s behavior hacks and Madison Avenue’s trickery were small potatoes compared to today’s young techies. 

			So elementary.

			Why try to modify someone’s behavior—often against her expressed will—when you can just as easily lay some stealth algorithms on her that she actually enjoys? Now that’s tech art—the kind of black magic that Martínez had in mind for Zuckerberg that day.

			There were no projectors in the conference room. Zuckerberg likes his presentations printed out and stacked in neat little folders. He’s old-fashioned that way. Martínez was cocky (his own words), but also nervous. He knew Facebook’s revenue growth had been slowing, its revenue apparently peaking. Advertisers were beginning to question the much-sought-after panacea of “social media marketing” the Valley had been peddling. 

			Plain fact, it wasn’t working for the advertisers or for Facebook. 

			Insiders Were Questioning if Social Platforms Would Even Survive

			It wasn’t a question of engagement. 

			In social parlance, engagement begins with sharing. That is, sharing a story on Facebook is the most “active” thing you can do, like handing a stack of a hundred house-warming invitations to the mail carrier of old. Facebook assumes, reasonably, that when you “share” a story, this kind of story is most important to you. “Commenting” on a story is a little less time-consuming, like jotting a thought on a Post-it Note and slapping it onto a desk, so commenting becomes a little less important. Merely clicking “like” on a story is like a wave to someone across the street—not a big commitment, so even less important in Facebook’s rankings of stories you see. 

			But it all matters. 

			All of these actions, along with thousands of data points, get crunched in Facebook’s machine-learning system to make predictions about what you’ll see on your Facebook “News Feed.”

			All of this is known in the industry as engagement, and Facebook’s success in engaging people is why 2.2 billion people spend an average of fifty minutes a day on the site. 

			It captures our attention today better than any other thing the world has ever known. 

			And of course, Facebook is only the tip of the social spear. It’s well documented that kids are spending an average of ten to twelve hours a day across all digital media. And adults aren’t far behind at almost six hours, up from three hours a day in 2009. This includes all the time spent on cellphones, computers, gaming consoles, and streaming devices. Cellphone use alone has mushroomed from a third of an hour a day in 2008 to 3.3 hours currently. 3 

			But capturing attention and engaging people is very different from monetizing it all. Facebook was, in its early years, terrible at that. Which is why young Martínez was on the hot seat that bright April day. He needed to produce something to jump-start Facebook, lest the social platform devolve into yet another could-have-been, another flash in the tech pan. He had a couple ideas in his pocket.

			One involved using Facebook’s Like buttons—what’s known as a “social plug-in”—to vacuum up people’s browsing behavior on more than half the entire web where Facebook’s buttons are positioned. Anywhere you see a little Facebook icon on a webpage, you can be sure Facebook is watching you, seeing your every keystroke, your time on every page, your every action online. But despite seeing everything everyone was doing, the company had no luck monetizing it. They had the richest repository of user data the world had ever seen, but they were not leveraging the data for maximum commercial return. So this first idea of Martínez’s was almost a throwaway.

			With Facebook watching your every move online, 
what could go wrong?

			Getting to Know You—Really Well

			Martínez’s next idea was more radical. He proposed that Facebook take all their own data on users and couple it with all the data they could find in the outside world. This would mean tapping into every user’s browsing history, online shopping habits, offline purchases in physical stores—essentially vacuuming up a whopping 1,700 points of data that exist on each one of us. Martínez ran through “detailed technical schematics, with walk-throughs of data flows and outside integration points.” But he knew all his analysis was being ignored. Zuckerberg was bored by all that; the boy wonder went with his gut. 

			“You can do this,” is pretty much all he said. 

			Martínez had his marching orders, though it would take another year before Facebook really ramped up on his proposals—the ones that would cause the biggest firestorm the fledgling online world had ever seen. 

			That firestorm would come first from a product Facebook called “Custom Audiences” (and is similar to a product Google has). Custom Audiences would have so much of your personal data, they could identify you in a police lineup 90 percent of the time. Nobody in the advertising business had ever accomplished anything even close (though not for lack of trying).

			To a marketer, this was the Holy Grail. Martínez put it something like this: If you show up bleary-eyed at eleven p.m. at your local Target, they know if you are looking for tampons or a six-pack of Bud Light.

			Piling onto the firestorm to come was the second product, “Facebook Exchange.” This was algorithms taking over digital media, creating a New York Stock Exchange of eyeballs where our every human wish, hope, want, need, or dream was commoditized and traded tens of billions of times a day—hundreds of thousands of times a second—all for money.

			And lots of money. Because with Custom Audiences slaved to Facebook Exchange, any advertiser could dynamically fine-tune any ad for any user on any device at any time of day. It was like being in the users’ minds, knowing them better than they knew themselves.

			Yes, just like that.

			And when this ad-serving juggernaut was thrown against Facebook’s News Feeds on the mobile app, the lid blew off Facebook’s money-making potential. Not necessarily a bad thing, except the lid also blew off Facebook’s ability to control the mischief that could play out on its platform. 

			Such are the fruits of unintended consequences: some sweet, some sour, some rotten. 

			This was an important time, historically. Our culture was changing. Cellphones were going mainstream. Their small keypads were becoming the touchstones of a new religion, an ever-present chiclet rosary for a growing generation of willing, eager believers. These devices were suddenly everywhere. With everyone carrying a cellphone all the time; with teens even sleeping with theirs; with a majority of girls telling researchers they would give up their boyfriend before they would relinquish their cellphone, Facebook had the perfect behavior modification platform designed to detect, examine, react, and provide feedback on the most mundane, or the most intimate, of human activities. 

			Users could now be constantly tracked and measured and unknowingly given cues and prompts on a steady drip, all custom-tailored. Users could be hypnotized little by little by technicians they’d never see, for purposes they may or may not approve of. They could be reduced to prompt-and-respond lab animals instantly recognizable by B.F. Skinner himself. 

			Which is exactly what happened.

			Twitter sells conflict, Instagram sells envy, Facebook sells you.

			—Walter Kirn4

			And with that, the entire online experience went south. Not just for the users, but for concerned parents and anyone who cares about our culture. Because this was not simply a matter of adults deciding to open up their lives online in exchange for a networking experience. People were now giving up something that has defined us as social creatures for millennia: our ability to self-set the parameters of our basic privacy. And by “basic privacy” we mean the expectation that our personal life is ours and not something to be constantly surveilled, pricked, and sucked into an algorithmic syringe expertly operated by corporations that make money by manipulating our behavior. These techniques reduce us to a handful of pixels to be ripped apart online, bought and sold and parsed twelve ways to Sunday, sometimes causing us no real harm, but other times opening us up to all kinds of liabilities and bad, even dangerous experiences. 

			This new kind of data mining is little different than injecting Botox: the results can be beautiful…or they can be hideous. 

			When Facebook takes all the data points they have on us, and packages them for outsiders, the process can lead to any number of outcomes. But most often, one of two things happen:

			1.	We get messages targeted very closely to our interests from merchants we care about. We get them so often it can become annoying, but there are worse problems to have.

			2.	Aspects of our lives that we’d prefer to leave private, that we’d assumed are private, are made public, causing us all manner of harm.

			When you think about all the things Facebook knows about you, you begin to get a finer appreciation of the real cost of lost privacy.

			Here’s What Facebook Knows About You

			Here’s what the algorithms gorging on data about you are piecing together: 

			•	What other sites are you visiting on the web?

			•	What kinds of links do you click on regularly? 

			•	When do you switch from public to private mode, and for how long?

			•	Which videos do you watch partially, which all the way through? 

			•	How quickly do you move from one page to the next, one site to the next? 

			•	Where are you physically when you do these things? 

			•	Who are you connecting with online, and then in person? 

			•	What facial expressions do you make while online (yes, this involves your computer’s built-in camera)?5

			•	How does your skin tone change in different situations? 

			•	What were you doing just before you decided to buy something or not? 

			•	What are your political affiliations, and how active are you in politics?

			•	Do you vote regularly, and if not, why not?6

			•	Where do you live; where are you most likely to go next?

			•	Where did you go to school; do you keep in touch with old classmates?

			•	Are you single, married, about to change that?

			•	Are you questioning who you are, your sexuality, your gender?

			•	When’s your birthday and the birthdays of all your friends?

			•	What’s your current job; are you happy at it or looking to leave?

			•	What are the birthdates of your children, and how do you celebrate them?

			•	What did you spend money on in the last minute, day, week, year?

			•	When are you likely to die?

			•	How do all of these data points on you cross-reference with everyone you know?

			Facebook says this data collection is essential to their mission—to create a more relevant set of connections for you, and to help advertisers and developers serve you better-targeted ads and apps. Facebook has said, “When we ask people about our ads, one of the top things they tell us is that they want to see ads that are more relevant to their interests.”7

			But they said that in 2014. Before young Martínez convinced Zuckerberg to dial up the addiction algorithm. Before Facebook went looking for “partners”—thousands, even millions, of them. All with an agenda. So even if you can trust Facebook to treat you right, you don’t know about all its partners who earn that special distinction by writing Facebook a check.

			Along with advertisers, third-party app developers were granted admission onto Facebook’s platform. That created a two-way street where the developers had access to Facebook users and the games, quizzes, and dating apps they developed and uploaded.

			The Potential for Mischief Was Always Known

			What outsiders can do, and have done, with the Facebook data feed is ominous. Some sociologists at the University of North Carolina ran a study to show how much damage could be done on Facebook. They studied only Facebook Likes and didn’t venture deeper into the platform’s data treasure trove. Just using Likes, they found they could predict, with 80 to 90 percent accuracy, the “latent” traits of 58,000 Facebook users who volunteered for the study. These traits included religious and political views, sexual orientation, ethnicity, personality, intelligence, happiness, use of addictive substances, and closeness to parents along with the usual easy markers like age, weight, and gender.8 

			Fancy Ad Targeting Was Only the Beginning

			These algorithms are constantly crunching on you, trying to figure you out, but it’s actually not accurate to say that they understand you. It’s more about there being power in numbers. The larger, the more powerful. 

			For example, say the algorithms that are constantly crunching your data learn that people who like the same movies, food, and sports as you are not fans of a political candidate when that candidate is described in a news story using the font Verdana instead of Helvetica. So if the guys at the social platform don’t like that candidate, the font you see in your News Feed can be changed to Verdana—because odds are you will like that candidate less, as well, if you see the story in Verdana font. 

			Seems like a little thing, right?

			So far it is, but hang on. 

			If this same slight tweaking is done over and over again on a multitude of factors by algorithms that never sleep, then your behavior can be subtly shifted and you are totally unaware. Nobody may know why a different font has this effect, and it doesn’t matter why it does. Only that it does. Because statistics are reliable. And so the candidate can be presented to you in the right font, right colored background, right framing technique, so that you form an opinion about that candidate that’s in line with the unseen manipulators’ goals. 

			This may sound like a stretch to you. But we know people are susceptible to the slightest shifts in their environment. We are all impacted by the shifts—even if we don’t know it. You might even find this idea insulting, because we are suggesting that you’re being turned, little shift by little shift, into a well-trained dog, or lab rat. Being remote-controlled by unseen manipulators, or, if you prefer, puppeteers. 

			But that’s exactly what’s happening. And they’ve normalized it; that is, there is now a business model attached to this. 

			A model of surveilling people and manipulating them in unseen ways on an ongoing basis. A model that essentially turns social media platforms into crime scenes, holding guns to users’ heads, rifling through their intellectual and emotional pockets, and escaping through a well-designed maze. You have to consent to the platform’s terms because there are no real alternatives. 

			It’s an emotionally manipulative model that manipulates your feelings. This becomes especially dangerous when you consider that, increasingly, more people—especially young people—are actually deciding what is true based on their feelings, and they think feelings are more important than facts. 

			This is activity we used to consider unethical, inhumane even. But no longer, as people like Zuckerberg are re-engineering who we are. 

			People have really gotten comfortable not only sharing more information and different kinds, but more openly and with more people. That social norm is something that has evolved over time. 

			—Mark Zuckerberg, Facebook CEO

			Getting to the Core of an Eye-Watering Problem

			In order to fully understand and address the massive problem the Big Tech Tyrants have unleashed, it’s critical to define the problem very clearly. Doing this is not easy. It’s kind of like peeling back the layers of an onion—your eyes water a little more with each layer, but you need to get to the core of it.

			Is the problem, as some say, that there are now literally billions of strangers crammed into online environments that are (technically) stone-cold and lacking the genuine community and empathy that’s found in face-to-face interactions, and so the worst in the human character is thrown onto the online display? Or is that only part of it, because these online conversations we have can often bring out the best in us, especially in times of crisis?

			Is the problem then, as others say, all the controlling strings in our lives are now concentrated in the hands of just a few puppeteer companies? Or again, does that only partially explain it, since big companies are not necessarily bad companies, just as little companies are not necessarily good companies?

			Is the problem, as still others say, that we now all carry pretty much the same smartphone with us and these little gadgets are optimized for mass behavior-shifting? Or is that only part of it, because surely our smartphones, iPads, Kindles, and other devices are good for other uses, as well. 

			Or could the problem actually be a new business model being worked out in Silicon Valley that turns people into products that others pay to manipulate?

			So which of these concerns best explains the state we’re in? Too many people crammed into an impersonal medium? A few big companies calling all the shots? Our having devices in our hands for 24/7 behavior shifting? 

			We believe that all of these things help explain the state of online affairs, but that it’s a corrupt and even evil business model that’s at the core of this eye-watering onion. 

			In the olden days, say five years ago, advertisers would measure their results by how sales or awareness, or another objective, increased after a given ad ran. But with the new business model, the platforms (Facebook and Google primarily) count up the number of “stealth shifts” they’ve delivered. The more, the better, presumably. That indicates that the platform is working the way it has been engineered—explicitly from the perspective of that platform’s operator.

			It’s not sensationalizing to call it evil at the core because the “stealth shifts” that pay out best for Facebook and its partners are the negative ones. 

			The sadder, madder, more infuriated you become, the more time you spend on Facebook, and the more money they make. 

			The more they dial up the hottest buttons of discontent and discord, the more money they make. 

			The more harm they do to the social and political fabric, the more money they make. 

			Through machine-learning algorithms—what’s known as narrow artificial intelligence—they run through countless terabytes of data in an effort to impact our emotions and nudge us toward an outcome they desire. And it’s all done independently of our choosing, or even our awareness. Which is why, quite clearly, the opportunities for grand mischief scale up exponentially.

			It’s a degrading, depressing business model. 

			The platform’s objective is to mix in just enough positive emotions—along with an overwhelming wave of negative emotions—because that’s what keeps users using. If folks were to grow happier or more pleased after their time online, they might take a breather from their obsession with social media and, God forbid, go out and smell the flowers or ride a bike or engage in some other revenue-crimping activity. 

			Better, then, to keep them perched on the edge of their seat worrying about their social media ranking numbers or whether the world is coming to an end or the terribleness of their political opponents. All things guaranteed to keep them engaging—clicking, commenting, poking, swiping or whatever inventive new “engagement device” the engineers dream up next.

			An aside from the gambling underworld:

			These online exploitation algorithms were not pioneered by Facebook and Google, but by the gambling sites to “hook suckers.” These gambling sites admit to being angry at the rip-off, 
but ecstatic at how effective social media has become 
at identifying easy marks for them.9

			In this sense, these social platform operators are like the corner dealer, doling out nickel bags of weed for free to kids, getting them good and glassy-eyed before handing them off to a “partner” who has something harder to sell them.

			This is Facebook’s business model—and Google’s as well. It’s the culmination of the young quant Martinez’s labor as a self-described “chaos monkey” in Silicon Valley. Sowing so much chaos that no simple solution will un-mess the mess. 

			That doesn’t mean it can’t be done. Or that we mustn’t find a way.

			Other companies now reach out to customers and prospects using personalized messaging, and that can be a good thing. When eBay recommends an item we may want to purchase, or when Netflix’s algorithm offers up a movie choice for us, they are providing a value-adding service. They are helping us make a decision. They are not being paid by unseen partners to “stealth shift” our behavior independently from, and invisible to, our very reason for being on the site.

			These algorithmic shifting technologies are far more troubling than dark ads (seen only by the person they are targeted to; nobody else knows it happened) from Russian, Chinese, North Korean, or Iranian propagandists. 

			Fact is, governments have been meddling in other countries’ elections at least since 1954, when the US tried to influence the outcome in Iran. Psychological operations (PSYOPS) are a valuable battlefield tool for military and intelligence personnel to employ as a technique to affect the “hearts and minds” of enemy combatants and civilian populations. Changing minds to improve political, social, or philosophical outcomes has historical models reaching back thousands of years. Only the technology has changed. 

			The outrage you hear about Russian trolls in Washington is just a page from the political playbook of an election loser or party out of power. Had the last election gone differently, the other party would be howling about it. It’s the Kabuki theater of Washington, just another curtain call. If the Russians were acting as electoral terrorists, as some have charged, then their crimes are misdemeanors compared with the daily business model of Facebook. 

			That’s something that’s arguably criminal, as we’ll see.

			Facebook is better named Facehook. 
It’s got its barbs in 2.2 billion mouths.

			Shifting Us Into Separate Realities

			When each of us sees a different world that Facebook serves up in our unique News Feeds, we can lose touch with the bigger reality (68 percent of Americans get news on social media).10 The social cues that used to be built into our daily lives fade away. Our perception of true reality beyond the platform suffers. And then turns dangerous. 

			Take the case of the North Carolina man who bought into the rumor generated during the 2016 election that Hillary Clinton was running a child sex ring out of the basement of a pizza shop in Washington, D.C., so he went in guns blazing. Was he nuts? Was he an idiot? Was he whipped up by a false belief spread so easily online? 

			Yes. He may have felt like Truman Burbank in the 1998 movie, The Truman Show, where an entire reality was created around one man so people could be entertained by him.

			Of course you can go back in time, to any period, and find similar acts of crazy from people who appeared “cut off” from reality. The Salem witch trials and the Inquisition come to mind as they were about persecuting people without any evidence of wrongdoing. The trials were based more on emotion than facts. But these things happen often now. Do the Justice Brett Kavanaugh hearings ring a bell? Brett Kavanaugh was persecuted for political reasons and not factual reasons. The persecutor’s “evidence” was based on hearsay and emotions and not factual evidence. Bottom line is the persecutors didn’t like the political beliefs of the one being persecuted even though they lost the election and the president had every right to appoint justices who he wanted. They happen with such maddening regularly that it appears many people are no longer living in the same world as the rest of us. 

			Think of it this way. A thought experiment, if you will. What would happen if the Department of Motor Vehicles in every county and every state gave a different driving test to each applicant? Some people would be told the city speed limit is twenty-five, others forty-five miles per hour. Some would learn that traffic turning left has the right of way. And so on down the line—everyone getting different rules. How would that turn out? 

			We know that accidents, countless quarrels, and madcap (or deadly) confusion would reign. 

			But as bizarre as this sounds, it’s pretty much what we’ve done in the new online marketplace…all mediated by the social platforms. It’s the new normal. All across this new agora, there is a rattling of assessments being made about each of us, impacting each of us, mostly unknown to each of us. 

			How many friends do we have? 

			How many followers? 

			Are we hot? Or not? 

			How many affinity points have we earned? 

			How many virtual gold stars or pink badges or some other invented reward have we gotten for actions we’ve taken, content we’ve generated, polls we’ve taken to build up the social platforms?

			Social platforms call these questions intermediate-layer interpretations, and they are output by the algorithms. They are used to optimize ad delivery—to learn which ads will have which effect on you. The more questions they can answer about you, the better they can target ads to you. So the algorithms are constantly at work trying to decide:

			•	Which news stories hold you longest? 

			•	Which beached whale photo holds you?

			•	Which calico cat?

			•	Which refugee child?

			•	Which family members?

			•	Which former flames?

			•	Which new gadgets?

			Which, which, which…in an eternal whirl of intelligent algorithms giving you the precise mix of content to keep you clicking, tapping, and scrolling longer. And all coming to an algorithmic crescendo—your ranking in the online world, your value, your worth to the social platforms. 

			This “which, which, which” is the guts of the addiction algorithm, tapping a neurological process we barely understand. All we know is that the neurotransmitter dopamine is the chemical that helps control our brain’s reward and pleasure centers and gets really involved in changing our behavior in response to getting rewards. So each little “which” becomes a little dopamine hit that we want to keep striving for—modern-day rats on the treadmill.

			But the platforms’ addictiveness goes well beyond these positive dopamine hits. It’s not the whole story. Because the platforms use punishment and negative reinforcement mercilessly.11

			Sorting Us Into Depressing Isolation Boxes

			In countless TED Talks, the Tech Tyrants have waxed eloquent about making our world a happier, more connected place—and yet the science says otherwise. In our real-world associations, we’ve grown more isolated than ever, or at least most of us have. If you’d like to see the academics’ take on this, we’ve recommended some articles.

			“Social Media Use and Perceived Social Isolation Among Young Adults in the U.S.” Lead editor: Brian A. Primack. 
Published: American Journal of Preventive Medicine12


			“Facebook’s Emotional Consequences: Why Facebook Causes a Decrease in Mood and Why People Still Use It.” 
Editors: Christina Sagioglou, Tobias Greitemeyer. 
Published: Science Direct13


			“Facebook Use Predicts Declines in Subjective Well-Being in Young Adults.” Editor: Cédric Sueur. 
Published: Institut Pluridisciplinaire Hubert Curien14

			“Association of Facebook Use With Compromised Well-Being: 
A Longitudinal Study.” Editors: Holly B. Shakya, 
Nicholas A. Christakis. 
Published: American Journal of Epidemiology15

			Odd as it may sound, Facebook’s researchers have actually been caught bragging about this thing they call “isolation boxes” or “filter bubbles.” Yes, they actually tooted their horns in public over their ability to isolate their users and inflict torments that anger or sadden the users, without them realizing why.16 

			Why would they brag about tormenting people…and so publicly? You’d think it would be bad for the brand. 

			Or maybe they knew exactly what they were doing: periscoping their product offering. After all, as we’ve seen, Facebook has users (the product) and partners (the revenue source). Facebook wants those partners to know what they are capable of.

			These large corporations (and governments and political campaigns) now have new tools and stealth methods to quietly model our personality, our vulnerabilities, identify our networks, and effectively nudge and shape our ideas, desires and dreams.

			—Zeynep Tufekci, Sociologist at the University of North Carolina17

			Changing What Happens to Us in Real Life

			For those who might dismiss these concerns with a blithe, “I’m an open book—no secrets—don’t care what they know about me” attitude, let’s look closer at how much these behavior-shifting algorithms impact you in real life. 

			They are responsible for the news you see on Facebook and Google, as many people do, but you can always get your news elsewhere, right?

			Then they’re responsible for the type of people you get introduced to as potential mates or business partners, and also the kinds of products you have set before you. Again, you know you have options.

			Not so with the judgments algorithmically made about you on the social platform. Here you’ll find decisions being made about you that can open up or close off:

			•	Your next job position—from even getting an interview.18 

			•	Your next car or home loan—from closing for you.19 

			•	Your next auto insurance claim—from going your way.20 

			•	Your next overseas trip—from being allowed into certain countries.21 

			•	Your children’s future schools—from being allowed to attend.22 

			These are all examples of how third parties are relying on the data assessments received from Facebook or Google instead of doing their own due diligence work (like they used to). They’re tapping your social feed, and so, yes, the contents of that feed have become very important.

			There are still more examples. And some are disturbing. It’s known that the government tracks the attendance of people at political rallies. They do it from data handed over by Facebook, Twitter, and Instagram.23 

			Your postings can even get you killed. This is an extreme case, but telling: Back in 2007, some enemy soldiers took geotagged photos of Apache helicopters arriving in Iraq; insurgents followed the online posts to the helicopters and took them out in a mortar attack. US assets have been targeted with the help of social media for more than a decade. It continues today all around the world.24

			Outright Weaponizing the Social Platforms

			Earlier we touched on how these AI (artificial intelligence)-driven algorithms could make a bunch of little shifts to affect a major shift. 

			The social platform designers have found that changing the font used in a photo caption or the color of the border around the photo could make a given percentage of people trust a candidate less or more. Just font and color, that’s all. But that’s making a difference that nobody outside of the platform (or, perhaps, nobody inside the platform, since it’s machine-driven) would even know about. Once the order was given, “Shine this candidate in as bad a light as possible, but leave no tracks,” the algorithm would take those instructions and go to town, spinning through every possible permutation of trillions of optional data points to find the ones throwing the most shade on a political opponent.

			Why does the font or the color make a difference? Maybe the font was associated with a widely seen story of horror that day, or some other reason. It’s well-documented the effect different colors have on people’s emotions, i.e., “true blue.” A 2014 study examining the effects of color on moods cited various researches that “the color that surrounds us in our daily lives has a profound effect on our mood and on our behavior.”25Some colors induce positive emotions (respondents’ in the above survey’s favorite color was blue; blue is calming and associated with logical thought), while other colors are negative or stimulating (red is associated with aggression, “fight or flight,” and power). It’s all in the numbers—the terabytes of data—which don’t lie.

			Each little shift in behavior that’s triggered adds over time to a big shift, like the effect of a lowly copper penny that’s doubled every day and, after a month, is worth more than five million dollars! This is how behavior shifts rip apart the bonds of society and lead to a widespread tribalism marked by self-interested behavior. 

			It’s built right into the shifting algorithm, right into the code, seizing upon any latent prejudice buried in our heads—deep for some, shallow for others—and then scratching at those little neural memories, creating an itch, and surfacing bad behavior.

			The Four “Dark Patterns” of Manipulation

			There are four dark patterns, summarized by Consumer Watchdog, that Facebook uses to trick, cajole, and coerce consumers into unknowingly revealing valuable data about themselves: 

			1.	Privacy-intrusive default settings: Facebook and Google set the least privacy-friendly choice as the default option. This is a problem, given that research has shown that users rarely change pre-selected settings.

			2.	Illusion of choice: Users do not have an option to opt out of disclosing their data entirely. Disclosure of personal information is a condition for using the service. Yet Facebook and Google create the illusion of choice by providing “the feeling of control” when the choice is actually very limited.

			3.	Hiding privacy-friendly choices: Privacy-friendly choices require significantly more clicks to reach and are often hidden away.

			4.	Deceptive design choices: Disclosure of personal data is presented as beneficial to users, often in combination with threats of lost functionality of services if users decline. 

			As a result of these dark patterns, Facebook users have been shuttled onto isolated tracks and users can spend so long on those tracks, they lose any sense of peripheral vision. We can very easily begin to develop a somewhat distorted worldview. And we don’t know how it’s being done to others around us, or how their views are being distorted. All of this is opaque to us all. 

			They have our attention. They cleaved us off from the herd. We no longer know what others are thinking or doing. Sure, there is some overlap, and there are other ways to get news and views. But more and more, we no longer have shared experiences, for those with whom we once shared common rails are now being manipulated and diverted to their own separate tracks. Where once we, as a common-bond society, saw the same signal lights of progress or danger, now we see individual signals custom-designed for journeys we didn’t even know we were going to take—sometimes toward progress; more often, lately, toward danger. 

			This is the tilt in our new algorithmically designed town square: The world each of us sees (or that we think we see) is visible only to us. It’s not visible to others, and how can that not lead to misunderstandings, political handwringing, and a fracturing of society’s center, itself no longer capable of holding?

			Content is chosen for us, ads are customized to us, and we don’t know how or why. What we see is very different from what our friends see, what our neighbors see. And none of us has any way to know what others are seeing. Each social platform feed is unique; we become isolated in what are known as “filter bubbles.” 

			Over time we know less and less about each other because we’ve lost a portion of our shared interests and experiences. Our once-mutual sense of empathy begins to diverge and we gradually—or not so gradually, it has turned out—lose the ability to understand one other. 

			Astrophysicists tell us that the universe is expanding and accelerating, and that all the galaxies we can now see are rushing away from each other, eventually to disappear over the visible horizon of space-time. One day, under this scenario, the night sky will be empty, all other worlds having slipped beyond our view. So, too, have we begun to slip away from each other as the greed-motivated moving hands of technology drive us apart—soon to be alone, by design. 

			Empathy is the fuel of civil society. Without it, we are left with dry rules and competitions for power. We are left feeling as if life has become a near-Hobbesian reality—nasty, brutish and uncivilized, though not short. If anything, the growing coarseness of the online experience can feel as if it will never end.

			Of course, we can fight the filter. We can seek out the kinds of content that other people are probably seeing. We can keep up with political views we may disagree with—and no longer see in our own feed. We can seek out people in real life! But it’s an uphill battle. It takes a kind of rigor that few of us have outside our normal routines. 

			We’re fighting fine-tuned algorithms that know what they’re doing. Do we have a chance?

			The practiced ease with which this new business model can shift emotions in addictive and manipulative ways just screams “trouble ahead, all the signals are red,” as we’ve seen. Weaponized information can sway elections, help hate groups recruit, and give society’s refuse the tools they need to lay minefields of social discord.

			Outside of China, this is not a popular business plan. Only Facebook and Google truly rely on it for almost all of their revenues. Other Big Tech Firms like Apple, Amazon, Twitter, Netflix, and Uber slip into this behavior-shifting mode occasionally as well, because it has been normalized. But they are not dependent on it.

			In their simplest models, they stealthily take data from you and make money off it. Their wealth is made entirely of the data you gave them. Call us old-fashioned, but we believe a company should get rich by making things people want, not by making people feel less than adequate by showing them what they don’t have. 

			Capitalism was never meant to be a zero-sum game. 

			Bumming out your users for profit is a nasty—some would say evil—game. And so clearly the biggest names in the Valley are nasty and evil. 

			“Let us spy on you and secretly manipulate you in return for free stuff” is not a business model any nation should be proud of. We can do better, friends.

			You can’t make a society wealthy by making it crazy.26

			—Jaron Lanier, Scientist and author of the Ten Arguments 
for Deleting Your Social Media

			Just because this terrible business model has been normalized doesn’t mean it must endure. After all, the model is still in its diapers stage—started by Google and perfected by Facebook beginning in 2014. Just as a toddler teeters hazardously between falling and walking (and grabbing the dining room tablecloth) until their motor skills kick in, this business model will, we hope, mature into a solid citizen contributing to society. 

			Maybe a platform’s users can be convinced to pay to use the platform when, unthinking or unknowing, they practically consider it an entitlement. Maybe another company will come along with a healthier model and shoulder aside these companies who now own the world. 

			And maybe pigs will take to the skies in flight.

			These platforms are not going to change unless they are made to change. In later sections we’ll talk more about how that can happen, and how America can win in the deal.

			Facebook spokespeople say their company “complies with the law, follows recommendations from privacy and design experts, [and helps] people understand how the technology works and their choices.”27 

			Google’s people say, “We’ve updated our privacy settings ‘over many years to ensure people can easily understand, and use, the array of tools available to them.’” 

			But the Electronic Privacy Information Center and other advocacy groups say in a letter to the Federal Trade Commission (FTC), “We urge you to investigate the misleading and manipulative tactics of the dominant digital platforms in the United States, which steer users to ‘consent’ to privacy-invasive default settings.”28

			The Norway Council of Consumers added:

			Facebook “gives the user an impression of control over use of third-party data to show ads, while it turns out that the control is much more limited than it initially appears,” and that Google’s privacy dashboard “turns out to be difficult to navigate, more resembling a maze than a tool for user control.”29

			Now the FTC is looking at these tactics. John Simpson of Consumer Watchdog, along with other privacy groups, is questioning:

			Did Facebook’s “tactics constitute unfair and deceptive trade practices under Section 5 of the FTC Act” and so if “the FTC needs to take a stand against Facebook and Google for deceiving the American people, as well as Europeans, into giving up their privacy.”30 

			We join with these privacy groups in urging FTC action. But that alone is not likely to make any significant difference in how these platforms harvest our information and sell out our privacy like we’re little more than green lines of code from The Matrix. 

			That kind of solution will have to come from a higher level.

			Facebook is under such scrutiny by regulators in the US and Europe as we write, they are constantly changing the screens you see, what’s known as the “user interface.” So these screens may have been scrubbed and sanitized to appear less controlling, and more caring. But the business model has not changed—
that’s what matters.


			Deciding What You’ll See (or Not See) in This World


			Few who would pose as modern gods succeed. Certainly not on the level of Google of Mountain View—our modern Mt. Olympus. From its rarefied heights, Google has become humanity’s oracle, its source of wisdom and knowledge of all that exists in the universe. 

			It knows just about everything about us—down to our deepest secrets. It tells us where we are and where we need to go. It answers our every question, from the “time of day” to “how to build a time machine.” If we are to judge Google by the questions we ask of it, our willingness to believe in it, and our surety in following its guidance 3.5 billion times a day, there is no institution from the oldest church down to the local PTA board that we hold in higher esteem and implicit trust. 

			A subsidiary of Alphabet Inc., in 2017 Google earned $109.7 billion in profits, which they’ve used to wipe out one traditional brand and media outlet after another. Nobody has been able to compete with the Google god. How do you compete with a machine that can deliver pretty much any answer—no matter how difficult the query—in just .000003 seconds? 

			But are we getting pretty much what we’re looking for or, unknown to us, are we actually getting what Google wants us to see—based on Google’s own business objectives, not based on what we asked for?

			Few have questioned how Google’s results are obtained and packaged for us. It’s hard to argue with the amazing convenience of it. That convenience is one of the great accomplishments of our time. It is why Google has become a modern god in our lives; why we take it on faith that this modern god cares for us. But what is this faith based on? 

			What are these wizard gods doing behind the curtain?

			Google Is Profiling Us for Fun and Profit

			For starters, Google is creating a profile of you—whether you want them to or not. It’s called a “shadow profile,” and like the dark companion it suggests, it goes on in the shadows of your daily life, with or without your consent. 

			Google allows everyone, whether they have a Google account or not, to opt out of its ad targeting. Yet, like Facebook, it continues to gather your data.31 

			This matters because of how these shadow profiles can be used.

			This matters because of a tool called Google Analytics, which is used by more than half of the Fortune 500 companies and an estimated 50 million merchant websites. It is used by so many precisely because it’s so good at what it does. It tracks everything on the internet…right down to you. Whether you are logged in or not. Whether you have opted in to tracking or not. 

			Like it or not, ask for it or not, you are being tracked. When Butch and Sundance were being hunted down by paid trackers, they frequently took note of their dogged pursuers’ intensity with the remark, “Who are those guys?” Today, you don’t even have the advantage of seeing your pursuers, but they most assuredly are on your trail. 

			This tracking continues onto your mobile devices. There again, Google is always listening, always watching, always recording, and doing it almost everywhere you go.

			Because it owns the operating system, Google is able to constantly harvest data through the world’s two billion Android mobile devices. Android users of Gmail will keep getting asked to enable access to the device’s camera and microphone until they say yes. Android users will also be asked by the Google Maps app to turn on “Location Services.” Like with the free Gmail accounts, the free Maps is a very useful tool—which is why so many of us use it. But these services are more than a way to serve ads to you. They are a way of knowing what you’re doing all the time.

			Google can cross-track devices to almost instantly identify just about everyone in the world no matter where they are or which device they’re using. They can determine who—and where—we really are, whether or not we reveal ourselves voluntarily.

			Meanwhile, the billion-plus people who have Google accounts are tracked in even more ways. Google uses our browsing and search history, apps we’ve installed, demographics such as age and gender and, from its own analytics and other sources, where we’ve shopped. Google says it doesn’t use information from “sensitive categories” such as race, religion, sexual orientation, or health. But that becomes a semantic distinction.

			That’s because Google’s data-harvesting capabilities actually extend to the thousands of data brokers in the US who have up to 1,700 data points on each of us and collectively know everything about us that we might prefer they didn’t—such as whether we are pregnant, about to get divorced, or trying to lose weight.32 Google works with these brokers directly, selling them ad-targeting information. 

			Google says it vets these brokers to prevent targeting abuses. This vetting process must begin and end with their ability to pay their bill net 30. Because hundreds of these outside partners buy up all the Google data, they can build precisely the kinds of “sensitive information” files on people that can lead to privacy abuses.

			That’s the business they’re in. Selling this information to insurers, bankers, competitors, employers, political groups, and anyone else who might be interested.

			Google also delivers to data brokers what’s known as “Lookalike Audiences”—profiles of people who are similar to the people a broker may be targeting for an ad campaign. This means you can be targeted with ads even if you have never shown an interest in a product.

			This is a fairly tame practice compared to a secret effort Google ran to open up your most private conversations to anyone with a checkbook. 

			As we learned in a Wall Street Journal investigation, hundreds of outside developers have been allowed to scan through more than one billion users’ Gmail accounts using their own third-party apps.33 In some cases, these developers could look right into the Gmail inboxes, into the messages—even as they were being composed by unwitting users—and peruse away to their heart’s content. 

			Sensitive information and all. 

			Two marketing companies, for example—Edison Software and Return Path—were given the keys to Gmail and allowed to read thousands of emails. Their intentions may have been entirely honorable and solely in the interests of improving their own products. But what about those who weren’t?

			When the Journal broke this story—and only then—Google was quick to announce that they would stop letting marketers scan users’ email for any reason. Google buckled under just days after having insisted publicly that they don’t open up Gmail to developers for any reason. As per Google’s press release: 

			“The practice of automatic processing has caused some to speculate mistakenly that Google ‘reads’ your emails…To be absolutely clear: no one at Google reads your Gmail, except in very specific cases where you ask us to and give consent, or where we need to for security purposes, such as investigating a bug or abuse.”34

			Nobody should have been surprised that Google had been lying. But more than that, for us anyway, we got to wondering what Google meant when it referred to this “practice of automatic processing.” What could that mean in this context?

			Is it a made-up phrase, intended to further obfuscate, or to somehow justify themselves? And whatever it means, it would suggest that there are no humans involved, it being automatic and all. But the very act of letting human developers read human users’ emails is the opposite of automatic processing; it’s manual processing, by definition. So was Google wrapping a misdirection inside a fabrication to hide a lie?

			Perhaps the best answer comes from all the money Google, along with Facebook and Amazon, have been spending to lobby US politicians. Their lobbying has most directly been targeted at liberal politicians who publicly decry abusive, monopolistic corporations while privately taking record donations from those same corporations.

			Halfway through 2018, public disclosures showed that Google had spent $5.83 million, Facebook $3.67 million, and Amazon $3.47 million in buying political cover for themselves—and the bulk has gone to Democrats.35

			Google knows the game it is playing and which party is more likely to provide cover. 

			The company actively opposed the California Consumer Privacy Act as it was headed to the voters. The act was intended to grant consumers three basic protections: 

			“The right to tell a business not to share or sell your personal information, the right to know where and to whom your data is being sold or shared, and the right to know that your service providers are protecting your information.”36 

			Into 2018, even after Facebook dropped its opposition to the act when it became clear the bellwether California voters cared about it, Google persisted. The act itself was later superseded by legislation. But yes, Google well knew the game it was playing.

			That’s why they hire guys like David Goodfriend, a Washington lawyer and former deputy staff secretary to President Bill Clinton.37 Goodfriend brags that he “fights mergers for a living” and that “strong antitrust enforcement is in my progressive DNA.” So when he was first asked to represent America’s truest monopoly, he demurred, saying it ran against his principles. Yet he did manage to say yes to Google. Why? 

			Goodfriend says it’s because of “the alt-right’s rise,” and he knows clearly his dog whistles. He knows that ascribing his actions on the alt-right threat gives him a pass. 

			It sends a message out to all good progressives. The alt-right is attacking Google; therefore, I must defend Google. Goodfriend insists he “saw a real danger in the alt-right’s thinly veiled use of antitrust as a way to score political points” and an “alt-right smokescreen” in an op-ed he wrote. He positioned Google as “freethinking, open-minded people with power who are willing to resist.” Resist what, you might wonder? He didn’t say.

			It no doubt meant resisting the alt-right, which, in his mind, includes everyone who doesn’t vote the Democratic Party line. So half the country, or thereabouts, is left out of the Google vision for America as defined by their chief lobbyist, David Goodfriend.

			The liberal lawyer also tried to demean conservative criticism of Google by asking: Why are conservatives upset about Google’s antitrust activities and not the Sinclair Broadcast Group—a conservative organization, to be sure, and one that owns a lot of TV stations? Well, Google’s revenues were almost $110 billion in 2017, whereas Sinclair’s were less than $3 billion. Sinclair has a lot of TV stations but doesn’t come close to impacting our lives the way Google does. So Goodfriend’s argument is more red herring than real, and he had better up his game if he wants to save his client.

	 

			Relative size of Google and Sinclair

			Sinclair revenue in 2017: $2.7 billion38

			Google revenue in 2017: $109.65 billion39

	 

			We do join with Goodfriend in believing antitrust enforcement has become a joke in America, with both Republican and Democratic administrations ignoring the growth of a new kind of monopoly threat. We’ll talk more about antitrust in Section 3, but for now we have to view Goodfriend’s whistling as him begging for cover. Here’s a former senior Clinton aide getting paid a bundle to circle the wagons for Google. He must feel embarrassed for himself. So embarrassed that he frames his retainer as a fee for doing battle to save America from the imminent alt-right takeover.

			Creating a New Religion That’s Above the Law


			If there is a universal head nod to savoir faire, it is to the Apple logo. It makes tens of millions of people feel sexier, prettier, more virile, and even closer to God. Like a religion, Apple has its own belief system, its own idols, and a cult of people eager to worship. Among its congregants are the creatives, style-setters, and innovators. Instead of a rosary or the Book of Common Prayer in their hands, they have the iPhone—establishing a connection in the church of cool. 

			And with its line of products elevated to such exalted status, Apple is able to price at a premium—like an automotive company with Ferrari’s margins and Honda’s volume, making it the most profitable company in history. So profitable that just the cash the company has on hand very nearly tops the GDP of the entire country of Malaysia.40

			And here’s another way to look at Apple…

			In December 2015, in San Bernardino, California, a young couple showed up at their office holiday party in ski masks and fired seventy-five rounds from AR-15s at their co-workers, killing fourteen before dying in a shootout with police. The FBI obtained the iPhone 5c of the male shooter, Syed Rizwan Farook, then obtained a court order for Apple to unlock the phone. Apple CEO Tim Cook defied the order.41

			Cook has often communicated in speeches: “Our view of privacy started from our values, and then we created our business model to that; we’ve felt strongly about privacy when no one cared.”42 

			Does this mean a company can choose to circumvent or ignore lawful investigations of crimes? 

			At the time, Apple argued that they could not permit the FBI to have a back door to their new operating system (iOS) because then it would be vulnerable to every Tom, Harry, and FBI Dick to come along. They also said that the government cannot conscript private companies to spy on private citizens. 

			The most entertaining retort to Apple’s arguments came from NYU professor Scott Galloway in his excellent book, The Four: The Hidden DNA of Amazon, Apple, Facebook and Google. He wrote:

			“If Apple was creating a back door for others to use, it was a pretty unimpressive door. More like a doggy door. Apple estimated that it would take six to ten engineers a month to figure this out. That ain’t the Manhattan Project. Apple also maintained this key could end up in the wrong hands and prove hugely dangerous. We aren’t talking about the microchip that gave rise to the Terminator, which travels back in time to destroy all humanity. And the FBI even agreed to let the work take place on the Apple campus, ensuring it didn’t become an app we can download from the FBI’s website… 

			“Their second argument, that a commercial firm shouldn’t be enlisted in government fights against its will, is a marginally better one. However, does this mean if Ford Motor can construct a car trunk the FBI can’t unlock, where it believes there is a kidnap victim suffocating, then the Bureau can’t ask Ford to help them get in? Judges issue search warrants every day. They comply with search-and-seizure laws that prevent indiscriminate searches, and order homes, cars, and computers searched for evidence or information that might prevent or solve a crime. Yet, somehow, we’ve decided the iPhone is sacred. It isn’t obliged to follow the same rules as the rest of the business world.”43

			Clearly in veneration of Apple’s achievements, we have allowed a single company to rise above the law, no longer contained by it, unfairly disrespecting other companies which must play by the rules. Do you imagine for a second that if the shooter’s phone had been an Android, Google would not have been forced to open it up? Or if it had been a BlackBerry, that congressmen wouldn’t be calling for the Canadian government to insist the company break it open?

			Instead, Apple is given a pass, creating two levels of companies in this country—those that must submit to lawful authorities, and those imbued with such religious gravitas that they are granted unequal stature. In short, they are granted the very inequality that their admirers profess to disdain. 

			Yes, Apple has given us an historic run of innovation and profitability, delivering one eye-popping billion-dollar product after another. But should that lift them to some exalted status above a nation of laws? 

			Putting Children in Harm’s Way (Purposely)


			A young student at Rutgers University named Tyler Clementi leaps to his death from a bridge after a private moment of him kissing another man is posted online in a hateful way. School officials and authorities decry the terrible posting, but no mention is made of the role Facebook, Twitter, and Apple’s iChat play in this eighteen-year-old’s death.44

			Beautiful young Phoebe Prince hangs herself after nine teenagers stalk and harass her for months, calling her an “Irish slut” and “whore” on Facebook and Twitter as well as on the schoolyard. The online bullies face criminal charges; the social platforms are left in the footnotes.45

			School bullying is nothing new, of course, but it’s magnified online. The social platforms make it too easy, by design, and as a result, half of all teenagers say they’ve experienced digitally abusive behavior. 

			As far back as 2011, the American Academy of Pediatrics was warning that teens who use social network sites, and spend time comparing their profiles to their classmates’, are more vulnerable to anxiety and what the doctors call “Facebook depression.”46

			This isn’t just an American phenomenon. 

			A study in the Archives of Pediatrics & Adolescent Medicine of a thousand Chinese teenagers found remarkably similar results. “Heavy users” of social media were more than twice as likely to feel depressed as “normal users.” Other factors are at play, the researchers noted. But the social platforms—and especially Facebook—have been negatively impacting the mental health of teens from the day the platforms were thrown by the chaos monkeys out into the marketplace (without a thought to the consequences for society).

			Then there is the story of the young Indian man who posts a video on Facebook at seven p.m. saying he is about to commit suicide and asking viewers to share it. Moments later, he turns on the camera so viewers can watch him tying the rope around his neck and hanging himself from the ceiling fan. Both videos are viewed and shared thousands of times.47 

			His live suicide is the first of many to come, each one hosted by Facebook.

			It’s a dismaying fact that a small percentage of people will take their own lives. In the US, about one in ten thousand commit suicide. Most of them do so because, they say, they can no longer tolerate the stresses of life. Does that mean society should accept these stressors as something we can do nothing about? Or perhaps the stress agents should be treated like the accessories to murder they may well be?48

			Nina Stanford, a media consultant, on how difficult it is for regulators to keep pace with the social platform’s operations: 
“It’s like we’re ants in a hurricane.”49

			A man who knows something about this is Dr. Howard Gardner, a professor at Harvard, who developed the idea of multiple intelligences—that is, the many ways to measure intelligence and the contributions that we can each make to society.50 He calls the digital revolution we are going through an “epochal change,” rivaling the invention of the printing press in its impact on how we interact with our fellow human beings.51

			We’ve basically thrown our kids into this giant social petri dish from the moment we start posting adorable pictures of them in their pink and blue infant clothes: 

			•	By age four or five, they are using a keyboard and playing games on colorful plastic digital devices. 

			•	By seven or eight, the first set of kids get their own phone, diving into virtual worlds, staring at screens more than embracing the world around them. 

			•	As early as six or seven, children may accidently see internet pornography.52

			•	In a few more years they’ll be streaming videos and many will get Facebook pages—even though they’re legally underage, and usually with parents unawares. 

			•	By this time, at about age ten, they’ll be living almost completely in a virtual world—putting on shows, taking off clothes, acting out and performing for invisible audiences, with hardly a thought to the consequences of it all.

			SurveyMonkey and Fortune polled 3,000 people aged eighteen to twenty-four and found they “are the most apt to be online constantly” but also the least likely “to think about their personal privacy” when using the web.53 

			This is a portrait of the youthful mind we all recognize. But it is also more. 

			This same polling also found that 67 percent of these young adults distrust Facebook, 56 percent distrust Google, and 41 percent distrust Apple. So the distrust is high, but so is the continued use. The simple definition of an addiction is not being able to stop. 

			And they clearly cannot.54

			This puts the social platforms in the same category as Schedule II and III drugs like opioids and cocaine—exceedingly addictive. We regulate the heck out of Schedule II and III drugs, but not the social platforms. Yet each exerts a related effect on the human brain.

			People become addicted to the social platforms by design—very careful design. Features are built in to induce certain behaviors: keep pushing that button, keep scrolling on the page, life will get better for you. These are the designs built in.

			One Snapchat feature, for instance, assigned a fireball graphic next to the names of all the user’s friends. And it kept track, with big flashy numbers, of how many days in a row the user sent a “snap” (a photo) to that friend; skip a day and the number went back to zero. It was a subtle way to keep the users hooked. And it worked like gangbusters.55

			Even the mundane act of “posting” is addictive in nature. 

			Diana Tamir, an associate professor of psychology at Princeton, and Jason Mitchell of Harvard’s Neuroscience Lab studied this and published their results in the paper “Disclosing Information About the Self Is Intrinsically Rewarding.”56 They ran MRI scans on people while they posted and found that even posting something as simple as their dinner plans lit up the pleasure centers in the brain. Lit them up just as brightly as they do with primary rewards like food and sex.

			It’s no wonder that a poll of 1,000 teens by Common Sense Media found them choosing to communicate with each other by text, social media, video chatting, or phone 66 percent of the time, and in person 32 percent of the time. For them, actual human interaction is becoming a relic of their parents’ era. One commented:

			“I start to wonder, are we getting into some negative feedback loop? You’re distracted with people when you’re with them, and they’re distracted, and it isn’t as fun in person so you’d rather be communicating online.”57

			No study is required to prove how addictive these little behavior modification tricks have worked. James Steyer, a professor at Stanford, has seen firsthand the impacts of the social networks on his students in the lecture halls of a top institution:

			Technology “has literally changed the way people relate to each other, get together, and present their image to the world.” 

			More than half of them say “they wished Facebook didn’t exist.” 

			These very bright young adults didn’t like how it engulfed their time, diminished the quality of their friendships, and damaged basic communications skills. But…

			They had to be on it “because everyone else was.”58

			Steyer talked about his own eighteen-year-old daughter, and how she just rolls her eyes when grown-ups natter on about the positive vibe of Facebook. It’s very different for most kids. Facebook is being used not in addition to face-to-face relationships, but instead of. Posting and text messaging are quick and efficient, yes, but also cold. 

			Gone are the emotional nuances of facial expressions, the tone of voice. 

			Gone is the intimate act of looking people in the eye, or even hearing their voice over the phone, and knowing instinctively and through learned behavior what they truly are saying. 

			The effect can be cruel and damaging—especially for a generation that has never known any other way to communicate.

			The supposed efficiency of texting and online messaging has stripped human emotion out of social communications. 

			The only real emotion comes from emojis—and though easily laughed at, they oddly help restore humanity to online communications. So much so that entire movies are being made with emojis as the stars. And we can’t help but think this suggests a pining for some deeper connection that has been lost. But as a result, teens now spend an inordinate amount of time trying to read between the lines and wondering what the sender really meant, often undermining the very efficiency the texting supposedly was intended to communicate. 

			As a result of this, today’s teens report feeling greater insecurity and social anxiety than their parents reported. When the most intimate communications—personal confessions, breakups, jealousy—are now communicated solely over a cold platform, the net result is a culture that’s less compassionate and caring. This is not just something kids are going through on their own. Talk to kids honestly, and they’ll admit that when they see their own parents “living” on their cellphones, they feel less loved and cared for.

			Half Their Lives Spent on a Platform

			Kids now spend more time on social media than anything else. More time than they spend with their families, their friends, school, exercising, daydreaming, eating and drinking, reading, chasing butterflies, even sleeping. In short, it’s the biggest part of their life, with an average of nine hours a day given over to it; twelve hours if you count multitasking.59 So, basically, half their lives. During this “half their lives” period…

			What kinds of life lessons are they learning and who, or what, is most influencing their thinking?

			What are the implications for healthy development when half your life is being played out on a public platform where there are huge social pressures to project an idealized image? 

			When every online action is designed to get a reaction, how do issues of self-esteem, narcissism, anxiety, and authenticity play out for today’s teens?

			For the first decade of social media, we simply couldn’t answer these questions with any certainty. We had ideas, sure. But they were mostly anecdotal. Now, as time has passed, academics and researchers have been able to weigh in. Leading pediatricians, cognitive researchers, and child health experts have observed in clinical settings and in studies the impact that a constant digital connection has had on an entire generation of youngsters who appear to be having more problems with attention and concentration. Before, we didn’t know for certain; now we do.

			Researchers Can Now Quantify the Damage Done

			MIT’s Sherry Turkle was the first to sound the big alarm—long before anyone wanted to listen—about how the amazing technologies cascading out of Silicon Valley were increasingly isolating people in digital pods. Her seminal insights brought out in her book, Alone Together: Why We Expect More from Technology and Less from Each Other, said it all in the title. Our being constantly connected online has had the effect, rather paradoxically, of leaving us feeling more and more alone. 

			Dr. Dimitri Christakis, the director of the Center for Child Health, Behavior, and Development at Seattle Children’s Research Institute, has found that attention deficit hyperactivity disorder (ADHD) has become ten times more common in children in the past two to three decades. ADHD is the term given to abnormal levels of distractedness, impulsiveness, and overactivity. And Dr. Christakis’s studies link this sharp spike in ADHD to the design of social media:

			“[Kids] can create a habit of mind where [their] brain is constantly seeking something more interesting, something more stimulating, because it’s always available—and that leads to distractibility.”60

			Texting and Facebooking may be more psychologically addictive than physically addictive, but addictive nonetheless. Christakis adds:

			This addiction grows out of “a combination of genetic predisposition, coupled with exposure to those behaviors.”61 

			So some of us are more genetically predisposed to addiction and more likely to be hurt. And society has not figured out how to deal with this.

			David E. Meyer, a psychology professor at the University of Michigan and chair of the Cognition and Cognitive Neuroscience area of the Psychology Department, has chronicled a steady decline in students’ attention spans year over year as social media distractions pile up and linked the increase in these distractions to a steady decline in the brain’s processing power.62 

			For two years, researchers tracked about 2,500 tenth-grade students and their usage of social media, games, and streaming video. In results published in July 2018 in the Journal of the American Medical Association, teens were found to have twice the risk of ADHD (such as difficulty completing tasks or remaining still) as a result of their online behavior: 63

			•	Teens who used social media lightly had a 4.6 percent rate of ADHD symptoms.

			•	Teens who used social media heavily had a 10.5 percent rate of ADHD symptoms.

			Researchers did note that correlation does not prove causation. Certainly other factors, such as lack of sleep, stress at home, and genetic history, played in. But this was the first longitudinal study to provide supporting proof that heavy users of the social platforms are twice as likely to have a life beset by ADHD. 


			 

	


			Corroborating findings from Dr. Jean Twenge’s book, 
iGen: Why Today’s Super-Connected Kids Are Growing Up Less Rebellious, More Tolerant, Less Happy—and Completely Unprepared for Adulthood—and What That Means for the Rest of Us: 64

			• Eighth-graders’ risk for depression jumps 27 percent when frequently using social media.

			• Kids who use their phones three or more hours a day are much more likely to be suicidal.
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