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Glossary


	
Arm:

	a UK company that licenses to chip designers use of an instruction set architecture—a set of basic rules governing how a given chip operates. The Arm architecture is dominant in mobile devices and is slowly winning market share in PCs and data centers.

	
Chip (also "integrated circuit" or “semiconductor”):

	a small piece of semiconducting material, usually silicon, with millions or billions of microscopic transistors carved into it.

	
CPU:

	central processing unit; a type of “general-purpose” chip that is the workhorse of computing in PCs, phones, and data centers.

	
DRAM:

	dynamic random access memory; one of two main types of memory chip, which is used to store data temporarily.

	
EDA:

	electronic design automation; specialized software used to design how millions or billions of transistors will be arrayed on a chip and to simulate their operation.

	
FinFET:

	a new 3D transistor structure first implemented in the early 2010s to better control transistor operation as transistors’ size shrank to nanometric-scale.

	
GPU:

	graphics processing unit; a chip that is capable of parallel processing, making it useful for graphics and for artificial intelligence applications.

	
Logic chip:

	a chip that processes data.

	
Memory chip:

	a chip that remembers data.

	
NAND:

	also called “flash,” the second major type of memory chip, used for longer-term data storage.

	
Photolithography:

	also known as “lithography”; the process of shining light or ultraviolet light through patterned masks: the light then interacts with photoresist chemicals to carve patterns on silicon wafers.

	
RISC-V:

	an open-source architecture growing in popularity because it is free to use, unlike Arm and x86. The development of RISC-V was partially funded by the U.S. government but now is popular in China because it is not subject to U.S. export controls.

	
Silicon wafer:

	a circular piece of ultra-pure silicon, usually eight or twelve inches in diameter, out of which chips are carved.

	
Transistor:

	a tiny electric “switch” that turns on (creating a 1) or off (0), producing the 1s and 0s that undergird all digital computing.

	
x86:

	an instruction set architecture that is dominant in PCs and data centers. Intel and AMD are the two main firms producing such chips.








Introduction

The destroyer USS Mustin slipped into the northern end of the Taiwan Strait on August 18, 2020, its five-inch gun pointed southward as it began a solo mission to sail through the Strait and reaffirm that these international waters were not controlled by China—at least not yet. A stiff southwestern breeze whipped across the deck as it steamed south. High clouds cast shadows on the water that seemed to stretch all the way to the great port cities of Fuzhou, Xiamen, Hong Kong, and the other harbors that dot the South China coast. To the east, the island of Taiwan rose in the distance, a broad, densely settled coastal plain giving way to tall peaks hidden in clouds. Aboard ship, a sailor wearing a navy baseball cap and a surgical mask lifted his binoculars and scanned the horizon. The waters were filled with commercial freighters shipping goods from Asia’s factories to consumers around the world.

On board the USS Mustin, a row of sailors sat in a dark room in front of an array of brightly colored screens on which were displayed data from planes, drones, ships, and satellites tracking movement across the Indo-Pacific. Atop the Mustin’s bridge, a radar array fed into the ship’s computers. On deck ninety-six launch cells stood ready, each capable of firing missiles that could precisely strike planes, ships, or submarines dozens or even hundreds of miles away. During the crises of the Cold War, the U.S. military had used threats of brute nuclear force to defend Taiwan. Today, it relies on microelectronics and precision strikes.

As the USS Mustin sailed through the Strait, bristling with computerized weaponry, the People’s Liberation Army announced a retaliatory series of live-fire exercises around Taiwan, practicing what one Beijing-controlled newspaper called a “reunification-by-force operation.” But on this particular day, China’s leaders worried less about the U.S. Navy and more about an obscure U.S. Commerce Department regulation called the Entity List, which limits the transfer of American technology abroad. Previously, the Entity List had primarily been used to prevent sales of military systems like missile parts or nuclear materials. Now, though, the U.S. government was dramatically tightening the rules governing computer chips, which had become ubiquitous in both military systems and consumer goods.

The target was Huawei, China’s tech giant, which sells smartphones, telecom equipment, cloud computing services, and other advanced technologies. The U.S. feared that Huawei’s products were now priced so attractively, partly owing to Chinese government subsidies, that they’d shortly form the backbone of next-generation telecom networks. America’s dominance of the world’s tech infrastructure would be undermined. China’s geopolitical clout would grow. To counter this threat, the U.S. barred Huawei from buying advanced computer chips made with U.S. technology.

Soon, the company’s global expansion ground to a halt. Entire product lines became impossible to produce. Revenue slumped. A corporate giant faced technological asphyxiation. Huawei discovered that, like all other Chinese companies, it was fatally dependent on foreigners to make the chips upon which all modern electronics depend.

The United States still has a stranglehold on the silicon chips that gave Silicon Valley its name, though its position has weakened dangerously. China now spends more money each year importing chips than it spends on oil. These semiconductors are plugged into all manner of devices, from smartphones to refrigerators, that China consumes at home or exports worldwide. Armchair strategists theorize about China’s “Malacca Dilemma”—a reference to the main shipping channel between the Pacific and Indian Oceans—and the country’s ability to access supplies of oil and other commodities amid a crisis. Beijing, however, is more worried about a blockade measured in bytes rather than barrels. China is devoting its best minds and billions of dollars to developing its own semiconductor technology in a bid to free itself from America’s chip choke.

If Beijing succeeds, it will remake the global economy and reset the balance of military power. World War II was decided by steel and aluminum, and followed shortly thereafter by the Cold War, which was defined by atomic weapons. The rivalry between the United States and China may well be determined by computing power. Strategists in Beijing and Washington now realize that all advanced tech—from machine learning to missile systems, from automated vehicles to armed drones—requires cutting-edge chips, known more formally as semiconductors or integrated circuits. A tiny number of companies control their production.

We rarely think about chips, yet they’ve created the modern world. The fate of nations has turned on their ability to harness computing power. Globalization as we know it wouldn’t exist without the trade in semiconductors and the electronic products they make possible. America’s military primacy stems largely from its ability to apply chips to military uses. Asia’s tremendous rise over the past half century has been built on a foundation of silicon as its growing economies have come to specialize in fabricating chips and assembling the computers and smartphones that these integrated circuits make possible.

At the core of computing is the need for many millions of 1s and 0s. The entire digital universe consists of these two numbers. Every button on your iPhone, every email, photograph, and YouTube video—all of these are coded, ultimately, in vast strings of 1s and 0s. But these numbers don’t actually exist. They’re expressions of electrical currents, which are either on (1) or off (0). A chip is a grid of millions or billions of transistors, tiny electrical switches that flip on and off to process these digits, to remember them, and to convert real world sensations like images, sound, and radio waves into millions and millions of 1s and 0s.

As the USS Mustin sailed southward, factories and assembly facilities on both sides of the Strait were churning out components for the iPhone 12, which was only two months away from its October 2020 launch. Around a quarter of the chip industry’s revenue comes from phones; much of the price of a new phone pays for the semiconductors inside. For the past decade, each generation of iPhone has been powered by one of the world’s most advanced processor chips. In total, it takes over a dozen semiconductors to make a smartphone work, with different chips managing the battery, Bluetooth, Wi-Fi, cellular network connections, audio, the camera, and more.

Apple makes precisely none of these chips. It buys most off-the-shelf: memory chips from Japan’s Kioxia, radio frequency chips from California’s Skyworks, audio chips from Cirrus Logic, based in Austin, Texas. Apple designs in-house the ultra-complex processors that run an iPhone’s operating system. But the Cupertino, California, colossus can’t manufacture these chips. Nor can any company in the United States, Europe, Japan, or China. Today, Apple’s most advanced processors—which are arguably the world’s most advanced semiconductors—can only be produced by a single company in a single building, the most expensive factory in human history, which on the morning of August 18, 2020, was only a couple dozen miles off the USS Mustin’s port bow.

Fabricating and miniaturizing semiconductors has been the greatest engineering challenge of our time. Today, no firm fabricates chips with more precision than the Taiwan Semiconductor Manufacturing Company, better known as TSMC. In 2020, as the world lurched between lockdowns driven by a virus whose diameter measured around one hundred nanometers—billionths of a meter—TSMC’s most advanced facility, Fab 18, was carving microscopic mazes of tiny transistors, etching shapes smaller than half the size of a coronavirus, a hundredth the size of a mitochondria. TSMC replicated this process at a scale previously unparalleled in human history. Apple sold over 100 million iPhone 12s, each powered by an A14 processor chip with 11.8 billion tiny transistors carved into its silicon. In a matter of months, in other words, for just one of the dozen chips in an iPhone, TSMC’s Fab 18 fabricated well over 1 quintillion transistors—that is, a number with eighteen zeros behind it. Last year, the chip industry produced more transistors than the combined quantity of all goods produced by all other companies, in all other industries, in all human history. Nothing else comes close.

It was only sixty years ago that the number of transistors on a cutting-edge chip wasn’t 11.8 billion, but 4. In 1961, south of San Francisco, a small firm called Fairchild Semiconductor announced a new product called the Micrologic, a silicon chip with four transistors embedded in it. Soon the company devised ways to put a dozen transistors on a chip, then a hundred. Fairchild cofounder Gordon Moore noticed in 1965 that the number of components that could be fit on each chip was doubling annually as engineers learned to fabricate ever smaller transistors. This prediction—that the computing power of chips would grow exponentially—came to be called “Moore’s Law” and led Moore to predict the invention of devices that in 1965 seemed impossibly futuristic, like an “electronic wristwatch,” “home computers,” and even “personal portable communications equipment.” Looking forward from 1965, Moore predicted a decade of exponential growth—but this staggering rate of progress has continued for over half a century. In 1970, the second company Moore founded, Intel, unveiled a memory chip that could remember 1,024 pieces of information (“bits”). It cost around $20, roughly two cents per bit. Today, $20 can buy a thumb drive that can remember well over a billion bits.

When we think of Silicon Valley today, our minds conjure social networks and software companies rather than the material after which the valley was named. Yet the internet, the cloud, social media, and the entire digital world only exist because engineers have learned to control the most minute movement of electrons as they race across slabs of silicon. “Big tech” wouldn’t exist if the cost of processing and remembering 1s and 0s hadn’t fallen by a billionfold in the past half century.

This incredible ascent is partly thanks to brilliant scientists and Nobel Prize−winning physicists. But not every invention creates a successful startup, and not every startup sparks a new industry that transforms the world. Semiconductors spread across society because companies devised new techniques to manufacture them by the millions, because hard-charging managers relentlessly drove down their cost, and because creative entrepreneurs imagined new ways to use them. The making of Moore’s Law is as much a story of manufacturing experts, supply chain specialists, and marketing managers as it is about physicists or electrical engineers.

The towns to the south of San Francisco—which weren’t called Silicon Valley until the 1970s—were the epicenter of this revolution because they combined scientific expertise, manufacturing know-how, and visionary business thinking. California had plenty of engineers trained in aviation or radio industries who’d graduated from Stanford or Berkeley, each of which was flush with defense dollars as the U.S. military sought to solidify its technological advantage. California’s culture mattered just as much as any economic structure, however. The people who left America’s East Coast, Europe, and Asia to build the chip industry often cited a sense of boundless opportunity in their decision to move to Silicon Valley. For the world’s smartest engineers and most creative entrepreneurs, there was simply no more exciting place to be.

Once the chip industry took shape, it proved impossible to dislodge from Silicon Valley. Today’s semiconductor supply chain requires components from many cities and countries, but almost every chip made still has a Silicon Valley connection or is produced with tools designed and built in California. America’s vast reserve of scientific expertise, nurtured by government research funding and strengthened by the ability to poach the best scientists from other countries, has provided the core knowledge driving technological advances forward. The country’s network of venture capital firms and its stock markets have provided the startup capital new firms need to grow—and have ruthlessly forced out failing companies. Meanwhile, the world’s largest consumer market in the U.S. has driven the growth that’s funded decades of R&D on new types of chips.

Other countries have found it impossible to keep up on their own but have succeeded when they’ve deeply integrated themselves into Silicon Valley’s supply chains. Europe has isolated islands of semiconductor expertise, notably in producing the machine tools needed to make chips and in designing chip architectures. Asian governments, in Taiwan, South Korea, and Japan, have elbowed their way into the chip industry by subsidizing firms, funding training programs, keeping their exchange rates undervalued, and imposing tariffs on imported chips. This strategy has yielded certain capabilities that no other countries can replicate—but they’ve achieved what they have in partnership with Silicon Valley, continuing to rely fundamentally on U.S. tools, software, and customers. Meanwhile, America’s most successful chip firms have built supply chains that stretch across the world, driving down costs and producing the expertise that has made Moore’s Law possible.

Today, thanks to Moore’s Law, semiconductors are embedded in every device that requires computing power—and in the age of the Internet of Things, this means pretty much every device. Even hundred-year-old products like automobiles now often include a thousand dollars worth of chips. Most of the world’s GDP is produced with devices that rely on semiconductors. For a product that didn’t exist seventy-five years ago, this is an extraordinary ascent.

As the USS Mustin steamed southward in August 2020, the world was just beginning to reckon with our reliance on semiconductors—and our dependence on Taiwan, which fabricates the chips that produce a third of the new computing power we use each year. Taiwan’s TSMC builds almost all the world’s most advanced processor chips. When COVID slammed into the world in 2020, it disrupted the chip industry, too. Some factories were temporarily shuttered. Purchases of chips for autos slumped. Demand for PC and data center chips spiked higher, as much of the world prepared to work from home. Then, over 2021, a series of accidents—a fire in a Japanese semiconductor facility; ice storms in Texas, a center of U.S. chipmaking; and a new round of COVID lockdowns in Malaysia, where many chips are assembled and tested—intensified these disruptions. Suddenly, many industries far from Silicon Valley faced debilitating chip shortages. Big carmakers from Toyota to General Motors had to shut factories for weeks because they couldn’t acquire the semiconductors they needed. Shortages of even the simplest chips caused factory closures on the opposite side of the world. It seemed like a perfect image of globalization gone wrong.

Political leaders in the U.S., Europe, and Japan hadn’t thought much about semiconductors in decades. Like the rest of us, they thought “tech” meant search engines or social media, not silicon wafers. When Joe Biden and Angela Merkel asked why their country’s car factories were shuttered, the answer was shrouded behind semiconductor supply chains of bewildering complexity. A typical chip might be designed with blueprints from the Japanese-owned, UK-based company called ARM, by a team of engineers in California and Israel, using design software from the United States. When a design is complete, it’s sent to a facility in Taiwan, which buys ultra-pure silicon wafers and specialized gases from Japan. The design is carved into silicon using some of the world’s most precise machinery, which can etch, deposit, and measure layers of materials a few atoms thick. These tools are produced primarily by five companies, one Dutch, one Japanese, and three Californian, without which advanced chips are basically impossible to make. Then the chip is packaged and tested, often in Southeast Asia, before being sent to China for assembly into a phone or computer.

If any one of the steps in the semiconductor production process is interrupted, the world’s supply of new computing power is imperiled. In the age of AI, it’s often said that data is the new oil. Yet the real limitation we face isn’t the availability of data but of processing power. There’s a finite number of semiconductors that can store and process data. Producing them is mind-bogglingly complex and horrendously expensive. Unlike oil, which can be bought from many countries, our production of computing power depends fundamentally on a series of choke points: tools, chemicals, and software that often are produced by a handful of companies—and sometimes only by one. No other facet of the economy is so dependent on so few firms. Chips from Taiwan provide 37 percent of the world’s new computing power each year. Two Korean companies produce 44 percent of the world’s memory chips. The Dutch company ASML builds 100 percent of the world’s extreme ultraviolet lithography machines, without which cutting-edge chips are simply impossible to make. OPEC’s 40 percent share of world oil production looks unimpressive by comparison.

The global network of companies that annually produces a trillion chips at nanometer scale is a triumph of efficiency. It’s also a staggering vulnerability. The disruptions of the pandemic provide just a glimpse of what a single well-placed earthquake could do to the global economy. Taiwan sits atop a fault line that as recently as 1999 produced an earthquake measuring 7.3 on the Richter scale. Thankfully, this only knocked chip production offline for a couple of days. But it’s only a matter of time before a stronger quake strikes Taiwan. A devastating quake could also hit Japan, an earthquake-prone country that produces 17 percent of the world’s chips, or Silicon Valley, which today produces few chips but builds crucial chipmaking machinery in facilities sitting atop the San Andreas Fault.

Yet the seismic shift that most imperils semiconductor supply today isn’t the crash of tectonic plates but the clash of great powers. As China and the United States struggle for supremacy, both Washington and Beijing are fixated on controlling the future of computing—and, to a frightening degree, that future is dependent on a small island that Beijing considers a renegade province and America has committed to defend by force.

The interconnections between the chip industries in the U.S., China, and Taiwan are dizzyingly complex. There’s no better illustration of this than the individual who founded TSMC, a company that until 2020 counted America’s Apple and China’s Huawei as its two biggest customers. Morris Chang was born in mainland China; grew up in World War II−era Hong Kong; was educated at Harvard, MIT, and Stanford; helped build America’s early chip industry while working for Texas Instruments in Dallas; held a top secret U.S. security clearance to develop electronics for the American military; and made Taiwan the epicenter of world semiconductor manufacturing. Some foreign policy strategists in Beijing and Washington dream of decoupling the two countries’ tech sectors, but the ultra-efficient international network of chip designers, chemical suppliers, and machine-tool makers that people like Chang helped build can’t be easily unwound.

Unless, of course, something explodes. Beijing has pointedly refused to rule out the prospect that it might invade Taiwan to “reunify” it with the mainland. But it wouldn’t take anything as dramatic as an amphibious assault to send semiconductor-induced shock waves careening through the global economy. Even a partial blockade by Chinese forces would trigger devastating disruptions. A single missile strike on TSMC’s most advanced chip fabrication facility could easily cause hundreds of billions of dollars of damage once delays to the production of phones, data centers, autos, telecom networks, and other technology are added up.

Holding the global economy hostage to one of the world’s most dangerous political disputes might seem like an error of historic proportions. However, the concentration of advanced chip manufacturing in Taiwan, South Korea, and elsewhere in East Asia isn’t an accident. A series of deliberate decisions by government officials and corporate executives created the far-flung supply chains we rely on today. Asia’s vast pool of cheap labor attracted chipmakers looking for low-cost factory workers. The region’s governments and corporations used offshored chip assembly facilities to learn about, and eventually domesticate, more advanced technologies. Washington’s foreign policy strategists embraced complex semiconductor supply chains as a tool to bind Asia to an American-led world. Capitalism’s inexorable demand for economic efficiency drove a constant push for cost cuts and corporate consolidation. The steady tempo of technological innovation that underwrote Moore’s Law required ever more complex materials, machinery, and processes that could only be supplied or funded via global markets. And our gargantuan demand for computing power only continues to grow.

Drawing on research in historical archives on three continents, from Taipei to Moscow, and over a hundred interviews with scientists, engineers, CEOs, and government officials, this book contends that semiconductors have defined the world we live in, determining the shape of international politics, the structure of the world economy, and the balance of military power. Yet this most modern of devices has a complex and contested history. Its development has been shaped not only by corporations and consumers but also by ambitious governments and the imperatives of war. To understand how our world came to be defined by quintillions of transistors and a tiny number of irreplaceable companies, we must begin by looking back to the origins of the silicon age.
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CHAPTER 1 From Steel to Silicon


Japanese soldiers described World War II as a “typhoon of steel.” It certainly felt that way to Akio Morita, a studious young engineer from a family of prosperous sake merchants. Morita only barely avoided the front lines by getting assigned to a Japanese navy engineering lab. But the typhoon of steel crashed through Morita’s homeland, too, as American B-29 Superfortress bombers pummeled Japan’s cities, destroying much of Tokyo and other urban centers. Adding to the devastation, an American blockade created widespread hunger and drove the country toward desperate measures. Morita’s brothers were being trained as kamikaze pilots when the war ended.

Across the East China Sea, Morris Chang’s childhood was punctuated by the sound of gunfire and air-raid sirens warning of imminent attack. Chang spent his teenage years fleeing the Japanese armies that swept across China, moving to Guangzhou; the British colony of Hong Kong; China’s wartime capital of Chongqing; and then back to Shanghai after the Japanese were defeated. Even then, the war didn’t really end, because Communist guerillas relaunched their struggle against the Chinese government. Soon Mao Zedong’s forces were marching on Shanghai. Morris Chang was once again a refugee, forced to flee to Hong Kong for the second time.

Budapest was on the opposite side of the world, but Andy Grove lived through the same typhoon of steel that swept across Asia. Andy (or Andras Grof, as he was then known) survived multiple invasions of Budapest. Hungary’s far-right government treated Jews like the Groves as second-class citizens, but when war broke out in Europe, his father was nevertheless drafted and sent to fight alongside Hungary’s Nazi allies against the Soviet Union, where he was reported missing in action at Stalingrad. Then, in 1944, the Nazis invaded Hungary, their ostensible ally, sending tank columns rolling through Budapest and announcing plans to ship Jews like Grove to industrial-scale death camps. Still a child, Grove heard the thud of artillery again months later as Red Army troops marched into Hungary’s capital, “liberating” the country, raping Grove’s mother, and installing a brutal puppet regime in the Nazis’ place.

Endless tank columns; waves of airplanes; thousands of tons of bombs dropped from the skies; convoys of ships delivering trucks, combat vehicles, petroleum products, locomotives, rail cars, artillery, ammunition, coal, and steel—World War II was a conflict of industrial attrition. The United States wanted it that way: an industrial war was a struggle America would win. In Washington, the economists at the War Production Board measured success in terms of copper and iron, rubber and oil, aluminum and tin as America converted manufacturing might into military power.

The United States built more tanks than all the Axis powers combined, more ships, more planes, and twice the Axis production of artillery and machine guns. Convoys of industrial goods streamed from American ports across the Atlantic and Pacific Oceans, supplying Britain, the Soviet Union, China, and other allies with key material. The war was waged by soldiers at Stalingrad and sailors at Midway. But the fighting power was produced by America’s Kaiser shipyards and the assembly lines at River Rouge.

In 1945, radio broadcasts across the world announced that the war was finally over. Outside of Tokyo, Akio Morita, the young engineer, donned his full uniform to hear Emperor Hirohito’s surrender address, though he listened to the speech alone rather than in the company of other naval officers, so he wouldn’t be pressured to commit ritual suicide. Across the East China Sea, Morris Chang celebrated the war’s end and Japan’s defeat with a prompt return to a leisurely teenaged life of tennis, movies, and card games with friends. In Hungary, Andy Grove and his mother slowly crept out of their bomb shelter, though they suffered as much during the Soviet occupation as during the war itself.

World War II’s outcome was determined by industrial output, but it was clear already that new technologies were transforming military power. The great powers had manufactured planes and tanks by the thousands, but they’d also built research labs that developed new devices like rockets and radars. The two atomic bombs that destroyed Hiroshima and Nagasaki brought forth much speculation that a nascent Atomic Age might replace an era defined by coal and steel.

Morris Chang and Andy Grove were schoolboys in 1945, too young to have thought seriously about technology or politics. Akio Morita, however, was in his early twenties and had spent the final months of the war developing heat-seeking missiles. Japan was far from fielding workable guided missiles, but the project gave Morita a glimpse of the future. It was becoming possible to envision wars won not by riveters on assembly lines but by weapons that could identify targets and maneuver themselves automatically. The idea seemed like science fiction, but Morita was vaguely aware of new developments in electronic computation that might make it possible for machines to “think” by solving math problems like adding, multiplying, or finding a square root.

Of course, the idea of using devices to compute wasn’t new. People have flipped their fingers up and down since Homo sapiens first learned to count. The ancient Babylonians invented the abacus to manipulate large numbers, and for centuries people multiplied and divided by moving wooden beads back and forth across these wooden grids. During the late 1800s and early 1900s, the growth of big bureaucracies in government and business required armies of human “computers,” office workers armed with pen, paper, and occasionally simple mechanical calculators—gearboxes that could add, subtract, multiply, divide, and calculate basic square roots.

These living, breathing computers could tabulate payrolls, track sales, collect census results, and sift through the data on fires and droughts that were needed to price insurance policies. During the Great Depression, America’s Works Progress Administration, looking to employ jobless office workers, set up the Mathematical Tables Project. Several hundred human “computers” sat at rows of desks in a Manhattan office building and tabulated logarithms and exponential functions. The project published twenty-eight volumes of the results of complex functions, with titles such as Tables of Reciprocals of the Integers from 100,000 Through 200,009, presenting 201 pages covered in tables of numbers.

Organized groups of human calculators showed the promise of computation, but also the limits of using brains to compute. Even when brains were enhanced by using mechanical calculators, humans worked slowly. A person looking to use the results of the Mathematical Tables Project had to flip through the pages of one of the twenty-eight volumes to find the result of a specific logarithm or exponent. The more calculations that were needed, the more pages had to be flipped through.

Meanwhile, the demand for calculations kept growing. Even before World War II, money was flowing into projects to produce more capable mechanical computers, but the war accelerated the hunt for computing power. Several countries’ air forces developed mechanical bombsights to help aviators hit their targets. Bomber crews entered the wind speed and altitude by turning knobs, which moved metal levers that adjusted glass mirrors. These knobs and levers “computed” altitudes and angles more exactly than any pilot could, focusing the sight as the plane homed in on its target. However, the limitations were obvious. Such bombsights only considered a few inputs and provided a single output: when to drop the bomb. In perfect test conditions, America’s bombsights were more accurate than pilots’ guesswork. When deployed in the skies above Germany, though, only 20 percent of American bombs fell within one thousand feet of their target. The war was decided by the quantity of bombs dropped and artillery shells fired, not by the knobs on the mechanical computers that tried and usually failed to guide them.

More accuracy required more calculations. Engineers eventually began replacing mechanical gears in early computers with electrical charges. Early electric computers used the vacuum tube, a lightbulb-like metal filament enclosed in glass. The electric current running through the tube could be switched on and off, performing a function not unlike an abacus bead moving back and forth across a wooden rod. A tube turned on was coded as a 1 while a vacuum tube turned off was a 0. These two digits could produce any number using a system of binary counting—and therefore could theoretically execute many types of computation.

Moreover, vacuum tubes made it possible for these digital computers to be reprogrammed. Mechanical gears such as those in a bombsight could only perform a single type of calculation because each knob was physically attached to levers and gears. The beads on an abacus were constrained by the rods on which they moved back and forth. However, the connections between vacuum tubes could be reorganized, enabling the computer to run different calculations.

This was a leap forward in computing—or it would have been, if not for the moths. Because vacuum tubes glowed like lightbulbs, they attracted insects, requiring regular “debugging” by their engineers. Also like lightbulbs, vacuum tubes often burned out. A state-of-the-art computer called ENIAC, built for the U.S. Army at the University of Pennsylvania in 1945 to calculate artillery trajectories, had eighteen thousand vacuum tubes. On average, one tube malfunctioned every two days, bringing the entire machine to a halt and sending technicians scrambling to find and replace the broken part. ENIAC could multiply hundreds of numbers per second, faster than any mathematician. Yet it took up an entire room because each of its eighteen thousand tubes was the size of a fist. Clearly, vacuum tube technology was too cumbersome, too slow, and too unreliable. So long as computers were moth-ridden monstrosities, they’d only be useful for niche applications like code breaking, unless scientists could find a smaller, faster, cheaper switch.






CHAPTER 2 The Switch


William Shockley had long assumed that if a better “switch” was to be found, it would be with the help of a type of material called semiconductors. Shockley, who’d been born in London to a globe-trotting mining engineer, had grown up amid the fruit trees of the sleepy California town of Palo Alto. An only child, he was utterly convinced of his superiority over anyone around him—and he let everyone know it. He went to college at Caltech, in Southern California, before completing a PhD in physics at MIT and starting work at Bell Labs in New Jersey, which at the time was one of the world’s leading centers of science and engineering. All his colleagues found Shockley obnoxious, but they also admitted he was a brilliant theoretical physicist. His intuition was so accurate that one of Shockley’s coworkers said it was as if he could actually see electrons as they zipped across metals or bonded atoms together.

Semiconductors, Shockley’s area of specialization, are a unique class of materials. Most materials either let electric current flow freely (like copper wires) or block current (like glass). Semiconductors are different. On their own, semiconductor materials like silicon and germanium are like glass, conducting hardly any electricity at all. But when certain materials are added and an electric field is applied, current can begin to flow. Adding phosphorous or antimony to semiconducting materials like silicon or germanium, for example, lets a negative current flow.

“Doping” semiconductor materials with other elements presented an opportunity for new types of devices that could create and control electric currents. However, mastering the flow of electrons across semiconductor materials like silicon or germanium was a distant dream so long as their electrical properties remained mysterious and unexplained. Until the late 1940s, despite all the physics brainpower accumulated at Bell Labs, no one could explain why slabs of semiconductor materials acted in such puzzling ways.

In 1945, Shockley first theorized what he called a “solid state valve,” sketching in his notebook a piece of silicon attached to a ninety-volt battery. He hypothesized that placing a piece of semiconductor material like silicon in the presence of an electric field could attract “free electrons” stored inside to cluster near the edge of the semiconductor. If enough electrons were attracted by the electric field, the edge of the semiconductor would be transformed into a conductive material, like a metal, which always has large numbers of free electrons. If so, an electric current could begin flowing through a material that previously conducted no electricity at all. Shockley soon built such a device, expecting that applying and removing an electric field on top of the piece of silicon could make it function like a valve, opening and closing the flow of electrons across the silicon. When he ran this experiment, however, he was unable to detect a result. “Nothing measurable,” he explained. “Quite mysterious.” In fact, the simple instruments of the 1940s were too imprecise to measure the tiny current that was flowing.

Two years later, two of Shockley’s colleagues at Bell Labs devised a similar experiment on a different type of device. Where Shockley was proud and obnoxious, his colleagues Walter Brattain, a brilliant experimental physicist from a cattle ranch in rural Washington, and John Bardeen, a Princeton-trained scientist who’d later become the only person to win two Nobel Prizes in physics, were modest and mild-mannered. Inspired by Shockley’s theorizing, Brattain and Bardeen built a device that applied two gold filaments, each attached by wires to a power source and to a piece of metal, to a block of germanium, with each filament touching the germanium less than a millimeter apart from the other. On the afternoon of December 16, 1947, at Bell Labs’ headquarters, Bardeen and Brattain switched on the power and were able to control the current surging across the germanium. Shockley’s theories about semiconductor materials had been proven correct.

AT&T, which owned Bell Labs, was in the business of telephones, not computers, and saw this device—soon christened a “transistor”—as useful primarily for its ability to amplify signals that transmitted phone calls across its vast network. Because transistors could amplify currents, it was soon realized, they would be useful in devices such as hearing aids and radios, replacing less reliable vacuum tubes, which were also used for signal amplification. Bell Labs soon began arranging patent applications for this new device.

Shockley was furious that his colleagues had discovered an experiment to prove his theories, and he was committed to outdoing them. He locked himself in a Chicago hotel room for two weeks over Christmas and began imagining different transistor structures, based on his unparalleled understanding of semiconductor physics. By January 1948, he’d conceptualized a new type of transistor, made up of three chunks of semiconductor material. The outer two chunks would have a surplus of electrons; the piece sandwiched between them would have a deficit. If a tiny current was applied to the middle layer in the sandwich, it set a much larger current flowing across the entire device. This conversion of a small current into a large one was the same amplification process that Brattain and Bardeen’s transistor had demonstrated. But Shockley began to perceive other uses, along the lines of the “solid state valve” he’d previously theorized. He could turn the larger current on and off by manipulating the small current applied to the middle of this transistor sandwich. On, off. On, off. Shockley had designed a switch.

When Bell Labs held a press conference in June 1948 to announce that its scientists had invented the transistor, it wasn’t easy to understand why these wired blocks of germanium merited a special announcement. The New York Times buried the story on page 46. Time magazine did better, reporting the invention under the headline “Little Brain Cell.” Yet even Shockley, who never underestimated his own importance, couldn’t have imagined that soon thousands, millions, and billions of these transistors would be employed at microscopic scale to replace human brains in the task of computing.






CHAPTER 3 Noyce, Kilby, and the Integrated Circuit


The transistor could only replace vacuum tubes if it could be simplified and sold at scale. Theorizing and inventing transistors was simply the first step; now, the challenge was to manufacture them by the thousands. Brattain and Bardeen had little interest in business or mass production. They were researchers at heart, and after winning the Nobel, they continued their careers teaching and experimenting. Shockley’s ambitions, by contrast, only grew. He wanted not only to be famous but also to be rich. He told friends he dreamed of seeing his name not only in academic publications like the Physical Review but in the Wall Street Journal, too. In 1955, he established Shockley Semiconductor in the San Francisco suburb of Mountain View, California, just down the street from Palo Alto, where his aging mother still lived.

Shockley planned to build the world’s best transistors, which was possible because AT&T, the owner of Bell Labs and of the transistor patent, offered to license the device to other companies for $25,000, a bargain for the most cutting-edge electronics technology. Shockley assumed that there’d be a market for transistors, at least for replacing vacuum tubes in existing electronics. The potential size of the transistor market, though, was unclear. Everyone agreed transistors were a clever piece of technology based on the most advanced physics, but transistors would take off only if they did something better than vacuum tubes or could be produced more cheaply. Shockley would soon win the Nobel Prize for his theorizing about semiconductors, but the question of how to make transistors practical and useful was an engineering dilemma, not a matter of theoretical physics.

Transistors soon began to be used in place of vacuum tubes in computers, but the wiring between thousands of transistors created a jungle of complexity. Jack Kilby, an engineer at Texas Instruments, spent the summer of 1958 in his Texas lab fixated on finding a way to simplify the complexity created by all the wires that systems with transistors required. Kilby was soft-spoken, collegial, curious, and quietly brilliant. “He was never demanding,” one colleague remembered. “You knew what he wanted to have happen and you tried your darndest to make it happen.” Another colleague, who relished regular barbecue lunches with Kilby, said he was “as sweet a guy as you’d ever want to meet.”

Kilby was one of the first people outside Bell Labs to use a transistor, after his first employer, Milwaukee-based Centralab, licensed the technology from AT&T. In 1958, Kilby left Centralab to work in the transistor unit of Texas Instruments. Based in Dallas, TI had been founded to produce equipment using seismic waves to help oilmen decide where to drill. During World War II, the company had been drafted by the U.S. Navy to build sonar devices to track enemy submarines. After the war, TI executives realized this electronics expertise could be useful in other military systems, too, so they hired engineers like Kilby to build them.

Kilby arrived in Dallas around the company’s July holiday period, yet he’d accumulated no vacation time so he was left alone in the lab for a couple of weeks. With time to tinker, he wondered how to reduce the number of wires that were needed to string different transistors together. Rather than use a separate piece of silicon or germanium to build each transistor, he thought of assembling multiple components on the same piece of semiconductor material. When his colleagues returned from summer vacation, they realized that Kilby’s idea was revolutionary. Multiple transistors could be built into a single slab of silicon or germanium. Kilby called his invention an “integrated circuit,” but it became known colloquially as a “chip,” because each integrated circuit was made from a piece of silicon “chipped” off a circular silicon wafer.

About a year earlier, in Palo Alto, California, a group of eight engineers employed by William Shockley’s semiconductor lab had told their Nobel Prize−winning boss that they were quitting. Shockley had a knack for spotting talent, but he was an awful manager. He thrived on controversy and created a toxic atmosphere that alienated the bright young engineers he’d assembled. So these eight engineers left Shockley Semiconductor and decided to found their own company, Fairchild Semiconductor, with seed funding from an East Coast millionaire.

The eight defectors from Shockley’s lab are widely credited with founding Silicon Valley. One of the eight, Eugene Kleiner, would go on to found Kleiner Perkins, one of the world’s most powerful venture capital firms. Gordon Moore, who went on to run Fairchild’s R&D process, would later coin the concept of Moore’s Law to describe the exponential growth in computing power. Most important was Bob Noyce, the leader of the “traitorous eight,” who had a charismatic, visionary enthusiasm for microelectronics and an intuitive sense of which technical advances were needed to make transistors tiny, cheap, and reliable. Matching new inventions with commercial opportunities was exactly what a startup like Fairchild needed to succeed—and what the chip industry needed to take off.

By the time Fairchild was founded, the science of transistors was broadly clear, but manufacturing them reliably was an extraordinary challenge. The first commercialized transistors were made of a block of germanium with different materials layered on top in the shape of a mesa from the Arizona desert. These layers were fabricated by covering a portion of the germanium with a drop of black wax, using a chemical to etch off the germanium that wasn’t covered with wax, and then removing the wax, creating mesa shapes atop the germanium.

A downside of the mesa structure was that it allowed impurities like dust or other particles to become lodged on the transistor, reacting with the materials on its surface. Noyce’s colleague Jean Hoerni, a Swiss physicist and avid mountaineer, realized the mesas weren’t necessary if the entire transistor could be built into, rather than on top of, the germanium. He devised a method of fabricating all the parts of a transistor by depositing a layer of protective silicon dioxide on top of a slab of silicon, then etching holes where needed and depositing additional materials. This method of depositing protective layers avoided exposing materials to air and impurities that could cause defects. It was a major advance in reliability.

Several months later, Noyce realized Hoerni’s “planar method” could be used to produce multiple transistors on the same piece of silicon. Where Kilby, unbeknownst to Noyce, had produced a mesa transistor on a germanium base and then connected it with wires, Noyce used Hoerni’s planar process to build multiple transistors on the same chip. Because the planar process covered the transistor with an insulating layer of silicon dioxide, Noyce could put “wires” directly on the chip by depositing lines of metal on top of it, conducting electricity between the chip’s transistors. Like Kilby, Noyce had produced an integrated circuit: multiple electric components on a single piece of semiconductor material. However, Noyce’s version had no freestanding wires at all. The transistors were built into a single block of material. Soon, the “integrated circuits” that Kilby and Noyce had developed would become known as “semiconductors” or, more simply, “chips.”

Noyce, Moore, and their colleagues at Fairchild Semiconductor knew their integrated circuits would be vastly more reliable than the maze of wires that other electronic devices relied on. It seemed far easier to miniaturize Fairchild’s “planar” design than standard mesa transistors. Smaller circuits, meanwhile, would require less electricity to work. Noyce and Moore began to realize that miniaturization and electric efficiency were a powerful combination: smaller transistors and reduced power consumption would create new use cases for their integrated circuits. At the outset, however, Noyce’s integrated circuit cost fifty times as much to make as a simpler device with separate components wired together. Everyone agreed Noyce’s invention was clever, even brilliant. All it needed was a market.






CHAPTER 4 Liftoff


Three days after Noyce and Moore founded Fairchild Semiconductor, at 8:55 p.m., the answer to the question of who would pay for integrated circuits hurtled over their heads through California’s nighttime sky. Sputnik, the world’s first satellite, launched by the Soviet Union, orbited the earth from west to east at a speed of eighteen thousand miles per hour. “Russ ‘Moon’ Circling Globe,” declared the headline in the San Francisco Chronicle, reflecting Americans’ fears that this satellite gave the Russians a strategic advantage. Four years later, the Soviet Union followed Sputnik with another shock when cosmonaut Yuri Gagarin became the first person in space.

Across America, the Soviet space program caused a crisis of confidence. Control of the cosmos would have serious military ramifications. The U.S. thought it was the world’s science superpower, but now it seemed to have fallen behind. Washington launched a crash program to catch up with the Soviets’ rocket and missile programs, and President John F. Kennedy declared the U.S. would send a man to the moon. Bob Noyce suddenly had a market for his integrated circuits: rockets.

The first big order for Noyce’s chips came from NASA, which in the 1960s had a vast budget to send astronauts to the moon. As America set its sights on a lunar landing, engineers at the MIT Instrumentation Lab were tasked by NASA to design the guidance computer for the Apollo spacecraft, a device that was certain to be one of the most complicated computers ever made. Everyone agreed transistor-based computers were far better than the vacuum-tube equivalents that had cracked codes and calculated artillery trajectories during World War II. But could any of these devices really guide a spacecraft to the moon? One MIT engineer calculated that to meet the needs of the Apollo mission, a computer would need to be the size of a refrigerator and would consume more electricity than the entire Apollo spacecraft was expected to produce.

MIT’s Instrumentation Lab had received its first integrated circuit, produced by Texas Instruments, in 1959, just a year after Jack Kilby had invented it, buying sixty-four of these chips for a price of $1,000 to test them as part of a U.S. Navy missile program. The MIT team ended up not using chips in that missile but found the idea of integrated circuits intriguing. Around the same time, Fairchild began marketing its own “Micrologic” chips. “Go out and buy large quantities of those things,” one MIT engineer ordered a colleague in January 1962, “to see if they are real.”

Fairchild was a brand-new company, run by a group of thirty-year-old engineers with no track record, but their chips were reliable and arrived on time. By November 1962, Charles Stark Draper, the famed engineer who ran the MIT lab, had decided to bet on Fairchild chips for the Apollo program, calculating that a computer using Noyce’s integrated circuits would be one-third smaller and lighter than a computer based on discrete transistors. It would use less electricity, too. The computer that eventually took Apollo 11 to the moon weighed seventy pounds and took up about one cubic foot of space, a thousand times less than the University of Pennsylvania’s ENIAC computer that had calculated artillery trajectories during World War II.

MIT considered the Apollo guidance computer one of its proudest accomplishments, but Bob Noyce knew that it was his chips that made the Apollo computer tick. By 1964, Noyce bragged, the integrated circuits in Apollo computers had run for 19 million hours with only two failures, one of which was caused by physical damage when a computer was being moved. Chip sales to the Apollo program transformed Fairchild from a small startup into a firm with one thousand employees. Sales ballooned from $500,000 in 1958 to $21 million two years later.

As Noyce ramped up production for NASA, he slashed prices for other customers. An integrated circuit that sold for $120 in December 1961 was discounted to $15 by next October. NASA’s trust in integrated circuits to guide astronauts to the moon was an important stamp of approval. Fairchild’s Micrologic chips were no longer an untested technology; they were used in the most unforgiving and rugged environment: outer space.

This was good news for Jack Kilby and Texas Instruments, even though their chips played only a small role in the Apollo program. At TI headquarters in Dallas, Kilby and TI president Pat Haggerty were looking for a big customer for their own integrated circuits. Haggerty was the son of a railroad telegrapher from small-town South Dakota who’d trained as an electrical engineer and worked on electronics for the U.S. Navy during World War II. Since the day he arrived at Texas Instruments in 1951, Haggerty had focused on selling electronic systems to the military.

Haggerty intuitively understood that Jack Kilby’s integrated circuit could eventually be plugged into every piece of electronics the U.S. military used. A captivating public speaker, when he preached to Texas Instruments employees about the future of electronics, Haggerty was remembered by one TI veteran as “like a messiah speaking from the mountaintop. He seemed like he could predict everything.” As the U.S. and the Soviet Union lurched between nuclear standoffs in the early 1960s—first over control of divided Berlin, then during the Cuban Missile Crisis—Haggerty had no better customer than the Pentagon. Just months after Kilby created the integrated circuit, Haggerty briefed Defense Department staff on Kilby’s invention. The next year, the Air Force Avionics Lab agreed to sponsor TI’s chip research. Several small contracts for military devices followed. But Haggerty was looking for a big fish.

In fall 1962, the Air Force began looking for a new computer to guide its Minuteman II missile, which was designed to hurl nuclear warheads through space before striking the Soviet Union. The first version of the Minuteman had just entered service, but it was so heavy it could barely hit Moscow from launch sites scattered across the American West. Its onboard guidance computer was a hulking monstrosity, based on discrete transistors, with the targeting program fed into the guidance computer via Mylar tape with holes punched in it.

Haggerty promised the Air Force that a computer using Kilby’s integrated circuits could perform twice the computations with half the weight. He envisioned a computer that used twenty-two different types of integrated circuits. In his mind’s eye, 95 percent of the computer’s functions would be conducted by integrated circuits carved into silicon, which together weighed 2.2 ounces. The remaining 5 percent of the computer hardware, which TI’s engineers couldn’t yet figure out how to put on a chip, weighed 36 pounds. “It was just a matter of size and weight,” explained one of the engineers designing the computer, Bob Nease, regarding the decision to use integrated circuits. “There was really not much of a choice.”

Winning the Minuteman II contract transformed TI’s chip business. TI’s integrated circuit sales had previously been measured in the dozens, but the firm was soon selling them by the thousands amid fear of an American “missile gap” with the Soviet Union. Within a year, TI’s shipments to the Air Force accounted for 60 percent of all dollars spent buying chips to date. By the end of 1964, Texas Instruments had supplied one hundred thousand integrated circuits to the Minuteman program. By 1965, 20 percent of all integrated circuits sold that year went to the Minuteman program. Pat Haggerty’s bet on selling chips to the military was paying off. The only question was whether TI could learn how to mass-produce them.






CHAPTER 5 Mortars and Mass Production


Jay Lathrop pulled into Texas Instruments’ parking lot for his first day of work on September 1, 1958, just as Jack Kilby’s fateful summer spent tinkering in TI’s labs was coming to a close. After graduating from MIT, where he’d overlapped with Bob Noyce, Lathrop had worked at a U.S. government lab where he was tasked with devising a proximity fuse that would enable an 81mm mortar shell to detonate automatically above its target. Like engineers at Fairchild, he was struggling with mesa-shaped transistors, which were proving difficult to miniaturize. Existing manufacturing processes involved placing specially shaped globs of wax on certain portions of the semiconductor material, then washing away the uncovered portions using specialized chemicals. Making smaller transistors required smaller globs of wax, but keeping these globs in the correct shape proved challenging.

While looking through a microscope at one of their transistors, Lathrop and his assistant, chemist James Nall, had an idea: a microscope lens could take something small and make it look bigger. If they turned the microscope upside down, its lens would take something big and make it look smaller. Could they use a lens to take a big pattern and “print” it onto germanium, thereby making miniature mesas on their blocks of germanium? Kodak, the camera company, sold chemicals called photoresists, which reacted when exposed to light.

Lathrop covered a block of germanium with one of Kodak’s photoresist chemicals that would disappear if exposed to light. Next, he turned his microscope upside down, covering the lens with a pattern so that light would only pass through a rectangle-shaped area. Light entered the pattern, shined in a rectangle shape through the lens, and was shrunk in size by the upside-down microscope as it focused onto the photoresist-coated germanium, with the rays of light creating a perfectly shaped, miniature version of the rectangular pattern. Where light struck the layer of photoresist, the chemical structure was altered, allowing it to be washed away, leaving a tiny rectangular hole, far smaller and more accurately shaped than any glob of wax could have been. Soon Lathrop discovered he could print “wires,” too, by adding an ultra-thin layer of aluminum to connect the germanium with an external power source.

Lathrop called the process photolithography—printing with light. He produced transistors much smaller than had previously been possible, measuring only a tenth of an inch in diameter, with features as small as 0.0005 inches in height. Photolithography made it possible to imagine mass-producing tiny transistors. Lathrop applied for a patent on the technique in 1957. With the Army band playing, the military gave him a medal for his work and a $25,000 cash bonus, which he used to buy his family a Nash Rambler station wagon.

Pat Haggerty and Jack Kilby immediately realized Lathrop’s photolithography process was worth a lot more than the $25,000 prize the Army had given him. The Minuteman II missile program needed thousands of integrated circuits. The Apollo spacecraft needed tens of thousands more. Haggerty and Kilby realized that light rays and photoresists could solve the mass-production problem, mechanizing and miniaturizing chipmaking in a way that soldering wires together by hand could not.

Implementing Lathrop’s lithography process at Texas Instruments required new materials and new processes. Kodak’s photoresist chemicals were insufficiently pure for mass production, so TI bought its own centrifuges and reprocessed the chemicals that Kodak supplied. Lathrop took trains across the country in search of “masks” that could be used to project precise patterns of light onto photoresist-covered slabs of semiconductor material to carve circuits. He eventually concluded that no existing mask company had sufficient precision, so TI decided to make masks itself, too. The slabs of silicon that Kilby’s integrated circuits required had to be ultra-pure, beyond what any company sold. TI therefore also began producing its own silicon wafers.

Mass production works when everything is standardized. General Motors plugged many of the same car parts into all the Chevrolets that rolled off its assembly lines. When it came to semiconductors, companies like TI lacked the tools to know whether all the components of their integrated circuits were the same. Chemicals had impurities that at the time were impossible to test. Variation in temperature and pressure caused unexpected chemical reactions. The masks through which light was projected could be contaminated by particles of dust. A single impurity could ruin an entire production run. The only method of improvement was trial and error, with TI organizing thousands of experiments to assess the impact of different temperatures, chemical combinations, and production processes. Jack Kilby spent each Saturday pacing TI’s hallways and checking on his engineers’ experiments.

TI production engineer Mary Anne Potter spent months running round-the-clock tests. The first woman to earn a physics degree from Texas Tech, Potter was hired at TI to scale up chip production for the Minuteman missile. She often worked the night shift, from 11 p.m. until 8 a.m., to make sure experiments were progressing according to plan. Gathering data took days of experimentation. Then she ran regressions on the data, using her slide rule to calculate exponents and square roots, plot the results on a graph, and then interpret them—doing it all by hand. It was a slow, laborious, painful process, relying on human “computers” to crunch numbers. Yet trial and error was the only method Texas Instruments had.

Morris Chang arrived at TI in 1958, the same year as Jay Lathrop, and was put in charge of a production line of transistors. Nearly a decade had passed since Chang fled Shanghai to escape the advancing Communist armies, first to Hong Kong and then to Boston, having won admission to Harvard, where he was the only Chinese student in the freshman class. After a year spent studying Shakespeare, Chang began to worry about his career prospects. “There were Chinese-American laundry people, there were Chinese-American restaurant people,” he recalled. “The only really serious… middle class profession that a Chinese American could pursue in the early fifties was technical.” Mechanical engineering seemed safer than English literature, Chang decided, so he transferred to MIT.

After graduating, Chang was hired by Sylvania, a big electronics firm with facilities outside of Boston. He was tasked with improving Sylvania’s manufacturing “yield”—the share of transistors that actually worked. Chang spent his days tinkering with Sylvania’s production processes and his evenings studying Shockley’s Electrons and Holes in Semiconductors, the bible of early semiconductor electronics. After three years at Sylvania, Chang received a job offer from TI, and moved to Dallas, Texas—“cowboy country,” he remembered, and a land of “95-cent steaks.” He was tasked with running a production line of transistors to be used in IBM computers, a type of transistor so unreliable that TI’s yield was close to zero, he recalled. Almost all had manufacturing imperfections that caused circuits to short or to malfunction; they had to be tossed out.

A master bridge player, Chang approached manufacturing as methodically as he played his favorite card game. Upon arriving at TI, he began systematically tweaking the temperature and pressure at which different chemicals were combined, to determine which combinations worked best, applying his intuition to the data in a way that amazed and intimidated his colleagues. “You had to be careful when you worked with him,” remembered one colleague. “He sat there and puffed on his pipe and looked at you through the smoke.” The Texans who worked for him thought he was “like a Buddha.” Behind the tobacco smoke was a brain second to none. “He knew enough about solid-state physics to lord it over anyone,” one colleague recalled. He had a reputation for being a tough boss. “Morris was so bad for beating up on people,” one subordinate recalled. “If you hadn’t ever been chewed out by Morris, you hadn’t been at TI.” Chang’s methods produced results, though. Within months, the yield on his production line of transistors jumped to 25 percent. Executives from IBM, America’s biggest tech company, came to Dallas to study his methods. Soon he was placed in charge of TI’s entire integrated circuit business.

Like Chang, Noyce and Moore saw no limits to the growth of the chip industry so long as they could figure out mass production. Noyce realized his MIT classmate Jay Lathrop, with whom he’d hiked New Hampshire’s mountains while in graduate school, had discovered a technique that could transform transistor manufacturing. Noyce acted swiftly to hire Lathrop’s lab partner, chemist James Nall, to develop photolithography at Fairchild. “Unless we could make it work,” Noyce reasoned, “we did not have a company.”

It was up to production engineers like Andy Grove to improve Fairchild’s manufacturing process. After fleeing Hungary’s Communist government in 1956 and arriving in New York as a refugee, Grove had worked his way into a PhD program at Berkeley. He’d written Fairchild in 1962 to ask for a job interview but was told to try again later: “We like our young men to interview with us when they have finished interviewing with everybody else,” the rejection letter explained. Grove found Fairchild’s rejection letter “condescendingly disgusting,” he recalled, an early sign of the hubris that would come to define Silicon Valley. But as demand for Fairchild’s semiconductors increased, the company suddenly had a desperate need for chemical engineers. One company executive rang Berkeley and asked for a list of the best students in the Chemistry Department. Grove was at the top of the list and was called to Palo Alto to meet Gordon Moore. “It was love at first sight,” Grove remembered. He was hired in 1963 and would spend the rest of his life building the chip industry alongside Noyce and Moore.

The Nobel Prize for inventing the transistor went to Shockley, Bardeen, and Brattain. Jack Kilby later won a Nobel for creating the first integrated circuit; had Bob Noyce not died at the age of sixty-two, he’d have shared the prize with Kilby. These inventions were crucial, but science alone wasn’t enough to build the chip industry. The spread of semiconductors was enabled as much by clever manufacturing techniques as academic physics. Universities like MIT and Stanford played a crucial role in developing knowledge about semiconductors, but the chip industry only took off because graduates of these institutions spent years tweaking production processes to make mass manufacturing possible. It was engineering and intuition, as much as scientific theorizing, that turned a Bell Labs patent into a world-changing industry.

Shockley, who was widely recognized as one of the greatest theoretical physicists of his generation, eventually abandoned his effort to make a fortune and get his name in the Wall Street Journal. His contribution in theorizing the transistor was important. But it was the traitorous eight young engineers who abandoned his company, as well as a similar group at Texas Instruments, who turned Shockley’s transistors into a useful product—chips—and sold them to the U.S. military while learning how to mass-produce them. Armed with these capabilities, Fairchild and TI entered the mid-1960s with a new challenge: turning chips into a mass market product.






CHAPTER 6 “I… WANT… TO… GET… RICH”


The computers that guided the Apollo spacecraft and the Minuteman II missile provided the initial liftoff for America’s integrated circuit industry. By the mid-1960s, the U.S. military was deploying chips in weaponry of all types, from satellites to sonar, torpedoes to telemetry systems. Bob Noyce knew that military and space programs were crucial for Fairchild’s early success, admitting in 1965 that military and space applications would use “over 95% of the circuits produced this year.” But he always envisioned an even larger civilian market for his chips, though in the early 1960s no such market existed. He would have to create it, which meant keeping the military at arm’s length so that he—not the Pentagon—set Fairchild’s R&D priorities. Noyce declined most military research contracts, estimating that Fairchild never relied on the Defense Department for more than 4 percent of its R&D budget. “There are very few research directors anywhere in the world who are really adequate to the job” of assessing Fairchild’s work, Noyce explained confidently, “and they are not often career officers in the Army.”

Noyce had experienced government-directed R&D while fresh out of graduate school when he worked for Philco, an East Coast radio manufacturer with a big defense unit. “The direction of the research was being determined by people less competent,” Noyce recalled, complaining about the time he wasted writing progress reports for the military. Now that he was running Fairchild, a company seeded by a trust-fund heir, he had flexibility to treat the military as a customer rather than a boss. He chose to target much of Fairchild’s R&D not at the military, but at mass market products. Most of the chips used in rockets or satellites must have civilian uses, too, he reasoned. The first integrated circuit produced for commercial markets, used in a Zenith hearing aid, had initially been designed for a NASA satellite. The challenge would be making chips that civilians could afford. The military paid top dollar, but consumers were price sensitive. What remained tantalizing, though, was that the civilian market was far larger than even the bloated budgets of the Cold War Pentagon. “Selling R&D to the government was like taking your venture capital and putting it into a savings account,” Noyce declared. “Venturing is venturing; you want to take the risk.”

In Palo Alto, Fairchild Semiconductor was surrounded by firms that supplied the Pentagon, from aerospace to ammunition, radio to radar. Though the military bought chips from Fairchild, the Defense Department was more comfortable working with big bureaucracies than nimble startups. As a result, the Pentagon underestimated the speed at which Fairchild and other semiconductor startups would transform electronics. A Defense Department assessment from the late 1950s had praised radio giant RCA for having “the most ambitious microminiaturization program underway” while dismissively noting that Fairchild had only two scientists working on the company’s leading circuit program. Defense contractor Lockheed Martin, which had a research facility just down the road in Palo Alto, had over fifty scientists in their microsystem electronics division, the Defense Department reported, implying that Lockheed was far ahead.

However, it was Fairchild’s R&D team that, under Gordon Moore’s direction, not only devised new technology but opened new civilian markets as well. In 1965, Moore was asked by Electronics magazine to write a short article on the future of integrated circuits. He predicted that every year for at least the next decade, Fairchild would double the number of components that could fit on a silicon chip. If so, by 1975, integrated circuits would have sixty-five thousand tiny transistors carved into them, creating not only more computing power but also lower prices per transistor. As costs fell, the number of users would grow. This forecast of exponential growth in computing power soon came to be known as Moore’s Law. It was the greatest technological prediction of the century.

If the computing power on each chip continued to grow exponentially, Moore realized, the integrated circuit would revolutionize society far beyond rockets and radars. In 1965, defense dollars still bought 72 percent of all integrated circuits produced that year. However, the features the military demanded were useful in business applications, too. “Miniaturization and ruggedness,” one electronics publication declared, “means good business.” Defense contractors thought about chips mostly as a product that could replace older electronics in all the military’s systems. At Fairchild, Noyce and Moore were already dreaming of personal computers and mobile phones.

When U.S. defense secretary Robert McNamara reformed military procurement to cut costs in the early 1960s, causing what some in the electronics industry called the “McNamara Depression,” Fairchild’s vision of chips for civilians seemed prescient. The company was the first to offer a full product line of off-the-shelf integrated circuits for civilian customers. Noyce slashed prices, too, gambling that this would drastically expand the civilian market for chips. In the mid-1960s, Fairchild chips that previously sold for $20 were cut to $2. At times Fairchild even sold products below manufacturing cost, hoping to convince more customers to try them.

Thanks to falling prices, Fairchild began winning major contracts in the private sector. Annual U.S. computer sales grew from 1,000 in 1957 to 18,700 a decade later. By the mid-1960s, almost all these computers relied on integrated circuits. In 1966, Burroughs, a computer firm, ordered 20 million chips from Fairchild—more than twenty times what the Apollo program consumed. By 1968, the computer industry was buying as many chips as the military. Fairchild chips served 80 percent of this computer market. Bob Noyce’s price cuts had paid off, opening a new market for civilian computers that would drive chip sales for decades to come. Moore later argued that Noyce’s price cuts were as big an innovation as the technology inside Fairchild’s integrated circuits.

By the end of the 1960s, after a decade of development, Apollo 11 was finally ready to use its Fairchild-powered guidance computer to carry the first human to the moon. The semiconductor engineers in California’s Santa Clara Valley had benefitted immensely from the space race, which provided a crucial early customer. Yet by the time of the first lunar landing, Silicon Valley’s engineers had become far less dependent on defense and space contracts. Now they were focused on more earthly concerns. The chip market was booming. Fairchild’s success had already inspired several top employees to defect to competing chipmakers. Venture capital funding was pouring into startups that focused not on rockets but on corporate computers.

Fairchild, however, was still owned by an East Coast multimillionaire who paid his employees well but refused to give them stock options, viewing the idea of giving away equity as a form of “creeping socialism.” Eventually, even Noyce, one of Fairchild’s cofounders, began wondering whether he had a future at the firm. Soon everyone began looking for the exit. The reason was obvious. Alongside new scientific discoveries and new manufacturing processes, this ability to make a financial killing was the fundamental force driving forward Moore’s Law. As one of Fairchild’s employees put it in the exit questionnaire he filled out when leaving the company: “I… WANT… TO… GET… RICH.”






PART II [image: ] THE CIRCUITRY OF THE AMERICAN WORLD







CHAPTER 7 Soviet Silicon Valley


A couple months after Bob Noyce invented his integrated circuit at Fairchild Semiconductor, an unexpected visitor arrived in Palo Alto. In fall 1959, two years after Sputnik first orbited the earth, Anatoly Trutko, a semiconductor engineer from the Soviet Union, moved into a Stanford University dormitory called Crothers Memorial Hall. Though Cold War competition was near its peak, the two superpowers had agreed to begin student exchanges, and Trutko was one of a handful of students selected by the USSR and vetted by the U.S. State Department. He spent his year at Stanford studying America’s most advanced technology with the country’s leading scientists. He even attended lectures given by William Shockley, who’d abandoned his startup and was now a professor at the university. After one class, Trutko asked the Nobel Prize winner to sign a copy of his magnum opus Electrons and Holes in Semiconductors. “To Anatole,” Shockley signed, before barking at the young scientist with complaints that the Soviet Union refused to pay royalties for the textbook’s Russian translation.

America’s decision to let Soviet scientists like Trutko study semiconductors at Stanford was surprising, given U.S. fears that the Soviet Union was catching up in science and technology. Yet every country’s electronics industry was increasingly oriented toward Silicon Valley, which so totally set the standard and pace of innovation that the rest of the world had no choice but to follow—even America’s adversaries. The Soviets didn’t pay Shockley royalties, but they understood the value of semiconductors, translating Shockley’s textbook into Russian just two years after it was published. As early as 1956, America’s spies had been ordered to acquire Soviet semiconductor devices to test their quality and track their improvements. A CIA report in 1959 found that America was only two to four years ahead of the Soviets in quality and quantity of transistors produced. At least several of the early Soviet exchange students were KGB agents—suspected at the time, but not confirmed until decades later—forging an intimate connection between student exchanges and Soviet defense industrial goals.

Just like the Pentagon, the Kremlin realized that transistors and integrated circuits would transform manufacturing, computing, and military power. Beginning in the late 1950s, the USSR established new semiconductor facilities across the country and assigned its smartest scientists to build this new industry. For an ambitious young engineer like Yuri Osokin it was hard to imagine a more exciting assignment. Osokin had spent much of his childhood in China, where his father worked in a Soviet military hospital in the city of Dalian, on the shores of the Yellow Sea. From his youth, Osokin stood out for his encyclopedic memory for things like geography and the birthdays of famous people. After finishing school, he won entrance to a top academic institute in Moscow and specialized in semiconductors.

Osokin was soon assigned to a semiconductor plant in Riga, staffed with fresh graduates from the country’s best universities, and ordered to build semiconductor devices for the Soviet space program and the military. Osokin was tasked by the factory’s director to build a circuit with multiple components on the same piece of germanium, something no one in the Soviet Union had previously done. He produced his prototype integrated circuit in 1962. Osokin and his colleagues knew they were at the cutting edge of Soviet science. They spent their days tinkering in labs and their evenings debating the theory of solid-state physics, with Osokin occasionally breaking out his guitar to accompany his colleagues in song. They were young, their work was exciting, Soviet science was rising, and several of the USSR’s Sputnik satellites were orbiting overhead, visible to the naked eye whenever Osokin put down his guitar and looked up into the night sky.

Soviet leader Nikita Khrushchev was committed to outcompeting the United States in every sphere, from corn production to satellite launches. Khrushchev himself was more comfortable on collective farms than in electronics labs. He understood nothing about technology but was obsessed with the notion of “catching up and overtaking” the United States, as he repeatedly promised to do. Alexander Shokin, first deputy chairman of the Soviet State Committee on Radioelectronics, realized Khrushchev’s urge to compete with the United States could be used to win more investment in microelectronics. “Imagine, Nikita Sergeyevich,” Shokin told the Soviet leader one day, “that a TV can be made the size of a cigarette box.” Such was the promise of Soviet silicon. “Catching up and overtaking” the United States seemed like a real possibility. As with another sphere where the Soviets had caught up to the United States—nuclear weapons—the USSR had a secret weapon: a spy ring.

Joel Barr was the son of two Russian Jews who immigrated to the U.S. to flee tsarist oppression. Barr grew up in poverty in Brooklyn before winning admission to the City College of New York to study electrical engineering. As a student, he fell in with a group of Communists and found himself sympathizing with their critique of capitalism and their argument that the Soviet Union was best placed to stand up to the Nazis. Via Communist Party contacts, he was introduced to Alfred Sarant, a fellow electrical engineer and member of the Young Communist League. They’d spend the remainder of their lives working together to further the Communist cause.

In the 1930s, Barr and Sarant were integrated into an espionage ring led by Julius Rosenberg, the infamous Cold War spy. During the 1940s, Barr and Sarant worked on classified radars and other military systems at Western Electric and Sperry Gyroscope, two leading American technology firms. Unlike others in the Rosenberg ring, Barr and Sarant didn’t possess nuclear weapons secrets, but they had gained intimate knowledge about the electronics in new weapons systems. In the late 1940s, as the FBI began unraveling the KGB’s spy networks in the U.S., Rosenberg was tried and sentenced to death by electrocution alongside his wife, Ethel. Before the FBI could catch them, Sarant and Barr fled the country, eventually reaching the Soviet Union.

When they arrived, they told KGB handlers they wanted to build the world’s most advanced computers. Barr and Sarant weren’t experts in computers, but nor was anyone else in the Soviet Union. Their status as spies was, in itself, a much admired credential, and their aura gave them access to resources. In the late 1950s, Barr and Sarant began building their first computer, called UM—the Russian word for “mind.” Their work attracted the attention of Shokin, the bureaucrat who managed the Soviet electronics industry, and they partnered with him to convince Khrushchev that the USSR needed an entire city devoted to producing semiconductors, with its own researchers, engineers, labs, and production facilities. Even before the towns on the peninsula south of San Francisco had become known as Silicon Valley—a term that wasn’t coined until 1971—Barr and Sarant had dreamt up their own version in a Moscow suburb.

To convince Khrushchev to fund this new city of science, Shokin arranged for the Soviet leader to visit Special Design Bureau of the Electronics Industry #2 in Leningrad. Behind the bulky, bureaucratic name—the Soviets never excelled at marketing—was an institute at the cutting edge of Soviet electronics. The Design Bureau spent weeks preparing for Khrushchev’s visit, holding a dress rehearsal the day before to ensure that everything went according to plan. On May 4, 1962, Khrushchev arrived. To welcome the Soviet leader, Sarant dressed in a dark suit matching the color of his bushy eyebrows and carefully trimmed mustache. Barr stood nervously to Sarant’s side, wiry glasses perched on his balding head. With Sarant in the lead, the two former spies showed Khrushchev the accomplishments of Soviet microelectronics. Khrushchev tested a tiny radio that fit in his ear and toyed with a simple computer that could print out his name. Semiconductor devices would soon be used in spacecraft, industry, government, aircraft—even “for the creation of a nuclear missile shield,” Sarant confidently told Khrushchev. Then he and Barr led Khrushchev to an easel with pictures of a futuristic city devoted exclusively to producing semiconductor devices, with a vast fifty-two-story skyscraper at its center.

Khrushchev was enamored of grand projects, especially those that he could claim credit for, so he enthusiastically endorsed the idea of building a Soviet city for semiconductors. He embraced Barr and Sarant in a bear hug, promising his full support. Several months later, the Soviet government approved plans to build a semiconductor city in the outskirts of Moscow. “Microelectronics is a mechanical brain,” Khrushchev explained to his fellow Soviet leaders. “It is our future.”

The USSR soon broke ground on the city of Zelenograd, the Russian word for “green city”—and, indeed, it was designed to be a scientific paradise. Shokin wanted it to be a perfect scientific settlement, with research laboratories and production facilities, plus schools, day cares, movie theaters, libraries, and a hospital—everything a semiconductor engineer could need. Near the center was a university, the Moscow Institute of Electronic Technology, with a brick façade modeled on English and American college campuses. From the outside, it seemed just like Silicon Valley, only a little less sunny.






CHAPTER 8 “Copy It”


Around the same time that Nikita Khrushchev declared his support for building Zelenograd, a Soviet student named Boris Malin returned from a year studying in Pennsylvania with a small device in his luggage—a Texas Instruments SN-51, one of the first integrated circuits sold in the United States. A thin man with dark hair and deep-set eyes, Malin was one of the Soviet Union’s leading experts on semiconductor devices. He saw himself as a scientist, not a spy. Yet Alexander Shokin, the bureaucrat in charge of Soviet microelectronics, believed the SN-51 was a device the Soviet Union must acquire by any means necessary. Shokin called Malin and a group of other engineers into his office, placed the chip under his microscope, and peered through the lens. “Copy it,” he ordered them, “one-for-one, without any deviations. I’ll give you three months.”
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