



[image: image]











Praise for Dark Aeon


“Joe Allen’s Dark Aeon is the first comprehensive critical analysis of the planned post-human future. It will give you great clarity (as well as nightmares). Allen has long been our most thoughtful authority of this ill-understood catastrophe and no one who wants humanity to survive should ignore his warnings here.”


—Naomi Wolf, bestselling author of The Beauty Myth and The Bodies of Others


“It’s easy to feel technology brings something new under the sun every minute, faster than we can keep up. In fact, that’s part of the plan for those racing to replace our humanity and our reality with simulated gods. But today’s apparent novelties have deep and ancient roots, and the spiritual response they demand is stronger than any smart power. Dispel the shadows with Joe Allen’s Dark Aeon, a grand tour of the cosmic sweep behind our present predicament. He goes deep, and he’s got receipts.”


—James Poulos, author of Human Forever


“Joe Allen’s book is a warning beacon in a dark sea. He shows us what every one of us must do today to save our freedom … indeed to save our humanity.”


—Royce White, political activist and former professional basketball player


“Transhumanism is a clear and present danger to every man, woman, and child on earth. At its very core, it is anti-human. Joe Allen blows away any mystery about what it is, where it came from, and where it is headed. If there are one hundred different angles from which to view transhumanism, this book explores them all. Joe’s writing style is detailed and yet clear, replete with occasional sarcasm and appropriate cynicism. Those who start this book will be compelled to finish it in order to understand why transhumanism must be stopped, and the sooner, the better.”


—Patrick Wood, author of Technocracy: The Hard Road to World Order and Technocracy Rising: The Trojan Horse of Global Transformation




“Dark Aeon is a meticulously researched work of near-futurology that is both the diagnosis and antidote to the utopian sickness spreading from Silicon Valley.”


—Ewan Morrison, tech critic and author of How to Survive Everything


“The darkness that is enveloping the world is driven and defended by an ideology. It posits that life will be made better by an embrace of the destruction of humanity as we know it. This ideology—transhumanism—is better understood and explained by Joe Allen than any other intellectual currently at work. Dark Aeon is a thorough explication of the crisis before us, and a must read by anyone who cares about their country and humanity.”


—Brian Kennedy, president of The American Strategy Group, and chairman of The Committee on the Present Danger: China


“From DARPA’s militarized humans to digital Darwinism, immune system software updates, and mental bioweapons, there is no doubt the age of humanity’s merging with machines is upon us. If you read one book about transhumanism today (and we should all be reading about this emerging plague), let it be this one. This is a tour de force, a compulsively readable runaway train from start to finish. Allen has not only gone into the belly of the technological beast and scoured the depths of the coming dark age of the tech gods, he has emerged triumphant with razor sharp wit and brilliant clarity to help us understand what is transpiring all around us. If only we allow ourselves to see, we are being ‘hardwired for control.’ Allen’s astute observations are clearly supported and his warning that ‘transhumanism is Satanism with a brain chip,’ will continue to haunt you long after you close the book.”


—Jennifer Bilek, investigative journalist
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FOREWORD BY STEPHEN K. BANNON


Transhumanism—the global scientific and cultural movement to surpass or transcend Homo sapiens—is the central civilizational issue of our time. In its development, processes, and protocols, this radical ideology will sweep all that came before it—our institutions, our values, our society. It will disrupt and destroy, first the fabric of our lives, then our lives themselves. Stanford’s Francis Fukuyama called it “the world’s most dangerous idea.” He was right.


If you think the idea is dangerous—the practice is far worse.


Joe Allen, the War Room’s editor for all things transhumanism, lays out for a general audience the promise and the peril, the players and the pitfalls of this movement that will change everything in your world.


For over two years, Joe Allen, with a background in science, technology, and theology, has immersed himself in this world. Today, he is our Paul Revere, sounding the warning. In Dark Aeon, he alerts us to the immoral Godless technological tsunami that openly declares its intent to transform human beings into a “posthuman” state. The leading international organization of transhumanists, now called Humanity+, is not covert about its ambitions: “Posthumans could be completely synthetic artificial intelligences, or they could be enhanced uploads, or they could be the result of making many smaller but cumulatively profound augmentations to a biological human,” proclaims its website. Further, says this key organization—which boasts a board of directors that includes Dr. Natasha Vita-More, who has lectured at Harvard and Yale, and Jose Luis Cordeiro, an MIT graduate who says “death will be optional by 2045,” notes, “Some posthumans may find it advantageous to jettison their bodies altogether and live as information patterns on vast super-fast computer networks.”


It is incumbent on each of us to stop this insanity. Dark Aeon is a tour de force, and a guide for action. We cannot forget that even the most outrageous, offensive, and ethical moral violations of what is “normal” always provide an economic incentive to the world’s elite corporate overlords. Again, the transhumanists at Humanity+ promise their benefactors, “Longevity will be one of the largest, if not the largest investment opportunity in the decades to come.”


Yes. The global institutions of finance, Wall Street, and Davos are behind this latest attempted aberration of humanity.


Our future, our existence, depend on what actions we take today.













Still more, and internecine too


when the cosmocrats of the dark aeon


find themselves


wholly at a loss


in the meandered labyrinth of


their own monopolies.


And the Celestials themselves


begin to weary


of our bickering imperium and turn


plug-eared to all our suffrages.


— David Jones, “The Narrows” (1940)
















PREFACE


Transhumanism is the great merger of humankind with the Machine. At this stage in history, it consists of billions using smartphones. Going forward, we’ll be hardwiring our brains to artificial intelligence systems. Transhumanists are always talking about the smartphone-to-implant progression—and so am I, but for very different reasons. Running parallel to this deranged effort is genetic engineering. Instead of getting an mRNA shot that produces reams of synthetic protein, you’ll get custom shots to upgrade your DNA. It’s like a face lift for your cellular nuclei. That’s another progression they can’t stop talking about—and neither can I.


In posthuman versions, it all culminates with the bits and bytes of your personality being digitized and transferred to an e-ghost who goes on evolving in endless virtual space, even after your body dies. Somewhere along the way, they foresee some genius inventing a “godlike” artificial intelligence who assumes the role of a God they believe never existed. Ultimately, transhumanism is a spiritual orientation—not toward the transcendent Creator, but rather toward the created Machine. Think of it as a Disneyland ride where instead of praying for it to end, you pray to the animatronic muppets chattering around you in the hopes of becoming one of them.


My professional life was spent touring with the music Machine. The first few concert tours were around the US. By the time the pandemic shut down our jobs, I’d been all over the world. Some call me Joebot—others call me Joe Rigger. The term “roadie” is politically incorrect, so don’t go there. As a house rigger, you climb high steel to hang the suspension system’s motors. You walk beams a hundred feet in the air and climb angle iron like an ape. As a tour rigger, you travel with the Machine from arena to arena, directing one team of army ants on the floor and another team of high steel apes overhead. The primary goal is to hang forty-plus tons of lights, sound, video, and automation, and ensure nothing falls down, especially not you. I learned a lot about engineering safety. I learned more about social psychology. And I learned even more about social engineering.


Up above are the stage lights. Down below are what Sigmund Freud would call “prosthetic gods.” These are tiny mortals transformed by technology. The same sensory Machine will turn various starving artists into rock stars, rap stars, country stars, cyborg stars, cagefighting stars, political stars, slutpop starlets, or superstar televangelists. Entertainment technology is not “neutral.” No technology ever is. Lights, sound, and video have certain tendencies and embedded values, a limited range of possibilities, out of which comes a deep transformation—not only of the stars themselves, but of the crowds on the arena floor. Mass entertainment is a seductive form of social engineering. The arena is a thundering temple of the Future™.


From the beginning, the Machine and I have had a love/hate relationship. Its intricacies are mesmerizing. And that’s the problem.


“Open the temple door, HAL”


So long as we’re telling stories here, you should know my academic life was spent studying religion and science—the latter being the fastest growing world religion. Two experiences really hit me. There’s a legendary medical facility at the University of Tennessee in Knoxville called “the body farm.” In one of my undergrad science labs, we visited the facility to inspect a cadaver. It had been there since the nineties, so the man’s bones were yellow and his skin looked like beef jerky. I’d been reading books on transhumanism, so the first thing I noticed was the steel plate screwed onto his skull, the primitive pacemaker attached to his heart, and the metal hinge that had replaced his knee. In life, the man had been a cyborg pioneer. His withered ghost still haunts my mind, some twenty years later.


In 2015, I moved from Portland, Ore. to pursue a graduate degree at Boston University. Their School of Theology has a specialized track dedicated to the scientific study of religion. My adviser was Wesley Wildman, a genius mathematician turned unorthodox theologian. Soon after my arrival, he founded the Center for Mind and Culture (CMAC), a multi-million dollar think tank in Kenmore Square. Appropriately, it’s just around the corner from the Lourdes Chapel and across the way from the WHOOP Unite wearable biosensor company. It sits at the intersection of healing and enhancement. Among the many projects then conducted at CMAC was the agent-based simulation of religious social systems. Imagine the video game SimCity with a million psychologically complex characters powered by artificial intelligence. If you let your profane imagination go wild, you can see these bots praying to their creator. In base reality, that would be the programmers and designers.


One of CMAC’s visiting fellows was Justin Lane, an AI expert who was finishing his PhD at Oxford. He became my close friend and mentor. Everything I know about the nuts and bolts of artificial intelligence began with him. Anything stupid I write from here on is not his fault.


Much of my on-foot research in Boston was conducted at a Latin Mass cathedral, a Sikh gurdwara, and Harvard’s Museum of Natural History. My thesis fieldwork centered on various locations run by L’Arche, a Catholic organization whose caregivers live with people suffering from intellectual disabilities. But I also spent a fair amount of time at the Center for Mind and Culture, trying to understand what my egghead colleagues were up to. They had a massive computer system in a storage closet. Its server racks hummed as the AIs trained on vast amounts of social, psychological, biological, and religious data. For big projects, the center also had a direct transatlantic connection to a supercomputer housed at Oxford. The purpose is to model religious behavior in order to test scientific theories and use that information to craft more effective public policy.


CMAC’s simulation projects range from religious terrorism to public health, particularly vaccine uptake. The entire premise troubled me then, as it troubles me now. Every one of the scientists, programmers, and scholars working on these projects is a good person. They’re advancing their own careers, sure, but their primary motivation is to make the world a better place. Of that, I am absolutely certain. Therein lies the paradox. As with the scientific study of religion itself—which seeks to quantify the human soul and calculate its mysteries—modeling religion in silico is a blasphemous attempt to capture the Spirit in the Machine. It’s also considerably useful.


My biases are what they are, but that paradox of good people constructing a digital abomination didn’t sit right. It kept nagging me, even after I left academia to do more arena tours overseas. Beginning with a circle around the US, we worked our way from Europe and Oceania over to Thailand and Indonesia. I spent my down time in Christian cathedrals, Buddhist and Hindu temples, and Islamic mosques. My last night in Jakarta, I stumbled into a random hostel and wound up sleeping in some kind of low-rent plastic space pod with sickly blue lights and a sliding bay door. Things only got weirder from there. Let me tell you one more story.


A Rigger on the War Room


When the Covid panic broke out, I was living in Great Barrington, Mass. It’s a quiet town in the Berkshires filled with ski bunnies, cosmopolitan transplants, and vaccine-hesitant Anthroposophists. To my chagrin, the plague masks were pulled on one by one. The concert industry was vaporized in a flash, taking my livelihood with it. On television, my then-girlfriend and I witnessed the narrative shift from “It’s racist to avoid Chinatown” to “If we can save just one life.” Houses of worship were shuttered. Spy drones were deployed over US cities to police social distancing. Contact-tracing apps were used to track people’s movements. Bill Gates issued directives on cable news, smirking in that stupid sweater. As the novelist Philip K. Dick might say, the Black Iron Prison had closed its gates.


One night, my close friend—known only as the Deerhunter—insisted I watch an uncut PBS interview. For two hours, I listened to Steve Bannon explain the crisis of the West to Michael Kirk. It was like watching Hermes dance on the head of a dumbfounded temple magician. It was absolutely brilliant. My next thought was I had to get a hold of this guy. Surely, he could tell me how a bad flu had made the whole world lose its ever-loving mind. But you don’t just look up Stephen K. Bannon in the phone book. The internet was no help, either. He had a new show about war or something, but there was no contact info on the website. I considered taking in an episode or two, but I’ve never had a taste for politics.


So I put Bannon out of my mind, and went back to watching America descend into Chinese-style technocracy. I packed up a survival bunker on wheels and started moving cross-country, bearing witness to my nation’s descent into mask fights and race riots. Little did I know, I’d sent a psychic signal out into the ether. Something like that, anyway. The universe is a strange place.


Exactly one year later, March 2021, I saw a broadcast of Bannon’s War Room: Pandemic for the first time. The reason was that out of the blue, their producer had invited me on to discuss transhumanism. To my amazement, Steve had read my article on digital immortality at The Federalist. It was part of my ongoing series about technology. Unlike most conservatives, or most people in general, Steve could see techno-dystopia looming on the horizon. Even his detractors revere his preternatural gift for spotting tectonic cultural shifts. Due to a momentary lapse of judgment, he saw something in me, too. That fateful War Room appearance was my first time ever on air, and honestly, it was maybe the third or fourth time I’d ever used Skype. At that point, I’d even scrapped my smartphone.


Two days later, Bannon asked me if I’d like to come on full time to cover transhumanism. I asked him to give me a week to think about it. The concert industry appeared to be opening up, and for me, that’s where the real money was. I composed a draft email to one of my old production managers. To my surprise, he suddenly emailed me before I ever hit send. We hadn’t spoken in a year. It seemed like an omen. He offered me a spot as head rigger for a tour scheduled for Europe and Israel, then back for a loop around the US and Canada. Therefore, I would need to get the vaxx. There were ways around it, of course, but recent headlines indicated stiff fines and possible jail time.


My decision was basically made for me by another strange coincidence two days later.


By that time, I was living in a tiny apartment in Missoula, Montana, waiting for the world to thaw out. My next door neighbor was an eccentric German biologist who worked in a lab at the local university. After six months of casual banter, usually about his fieldwork in nearby forests, we finally went out for coffee to have a real discussion about his work. I listened in abject horror as he told me about the biodigital experiments his team was conducting on animals. They had fitted various insects with electrodes to make flying remote-controlled zombies. Far worse, they had implanted brain chips into a few deer for the same purpose. It wasn’t a foolproof mechanism, but he was able to stimulate them to turn left or right, and stop in their tracks.


This sort of thing has been done for decades, going back to the famous bulls implanted by Jose Delgado, but I’d never met anyone who actually worked on it. My neighbor’s next career move, he hoped, was to move on to human subjects. His lab’s data was already being sold to the brain chip company Blackrock Neurotech, and he had recently pitched a contract to Neuralink. My untouched coffee sat there getting cold.


As our conversation meandered, the topic turned to toxic university speech codes and the stifling effect of political correctness. Or rather, that was my take on the matter. He was all for it. Despite his conviction that climate change meant humanity wouldn’t survive another two hundred years, he was certain that we’d soon do away with racism, sexism, and homophobia. Although an atheist, he was from a Muslim background, so the Israel-Palestine situation really got his blood boiling. When I pointed out that world peace won’t matter if we all go extinct, he just shrugged. It was as if he’d never considered it and had no interest in doing so now. Rolling my eyes, I argued that human beings are instinctively tribal. Global homogeneity a silly pipe dream. He looked at me with a sheepish grin. “One day, we may use our implants for this.”


That night, I called Bannon to take the job. I’ve never been more certain about a decision in my life, and I have never looked back.


It’s 2023 now and things are moving fast. If tech accelerationists have their way, everything we know and love will be broken. It’s their dream versus ours. Speaking of, I’ve been having the damnedest dreams lately. Most of this book was written in an attic above a piano-playing Anthroposophist, and I swear, there’s some kind of juju in the air. This is what I jotted down:


I’m climbing a giant tree, careful to avoid the highest branches. They look flimsy. A group of children is climbing up behind me. Suddenly, a gigantic Elon Musk climbs over me, smiling and laughing. He goes straight for the most precarious limb. As the children cheer, the entire tree shudders. It’s about to topple over and take us all down.


There are multiple ways to interpret any dream. To me, it is either a projection of your hopes, a projection of your fears, a lot of random noise, or a clear, albeit symbolic signal of actual realities in the past, present, or future. Many dreams contain all four blended together. A fellow rigger would probably say this dream was an expression of me being a weak ass climber. To which I would say, try me. A transhumanist might say the same, but my response would be more introspective. I have my own interpretation, as do you by now.


This is a book about dreams of the future. It’s a map of ethereal worlds where humans are destined to become godlike immortals and summon far greater gods through the Machine, tempting the possibility of human extinction. Each one is based in actual science and nascent technology, yet all of them strain the limits of credulity. Every reader will have their own interpretation. Some will see the inevitable. Others will scoff at such delusions of grandeur. Neither are assured. Our future is still wide open. But you don’t need a coat of many colors to know that, should any of these dreams come true, humanity is hurtling into a dark aeon.


Powerful people are prepared to chase these dreams at our expense. Knowing this, we must make our own plans.


May 31, 2023













PART ONE


SELLING THE “INEVITABLE”













Chapter 1


INTO THE ELECTRIC ANTFARM




Within thirty years, we will have the technological means to create superhuman intelligence. Shortly thereafter, the human era will be ended.


— Vernor Vinge (1993)


I’ve got mushroom clouds in my hands


And a place in my head for you


Better come to the throne today


— Dave Wyndorf (1995)





Humanity is in the throes of a civilizational transformation. In centuries past, technology allowed our species to alter the earth, clearing forests and leveling mountains to suit our desires. Today, the waves of innovation are being turned inward, terraforming our bodies and brains. There is no choice but to face this reality head on.


Since the Enlightenment, the modern era has witnessed successive storms of crisis and revolution—religious, scientific, cultural, and technological. These currents were spread unevenly over the planet, emanating from specific spheres of influence, but by now they’ve touched every living person. In the twenty-first century, the social change is so relentless, one generation can barely recognize the next. A dark aeon rises.




Everywhere, borders are dissolving. As human nature recoils, the resulting invasions elicit defensive withdrawals into a mythic sense of purity. Secularization and targeted blasphemy provoke hard fundamentalism. Across the world, the intentional dissolution of national borders has kicked up a fierce backlash. In response to ethnic intermixture, we see people cling to their genetic roots—with institutional support for “protected groups.” In the wake of the gender revolution, boys and girls are fighting to grow into men and women while their classmates undergo chemical and surgical “transitioning.”


As these engineered upheavals accelerate, even the border between man and machine is disappearing. The core question of our technological age is whether or not we will remain human at all, and if so, to what degree? Multi-front battles rage on the ground—over national sovereignty, corporate predation, sexual and racial identity, environmental degradation, religious virtue, and moral integrity—but the ultimate determinant will be technology. As ever, the primary levers of power are attached to the Machine, with back-clawing hands fighting to steer society toward this or that Future™.


Every culture weaves a psychic world around its inhabitants. Loaded as the term “religion” may be, these are ultimately religious worlds. The underside of each sacred canopy is etched with a map of the cosmos, rooting a people in their past, establishing a moral framework for the present, and orienting them toward the future. Our era’s cultural chaos has provided fertile ground for a new religious system to emerge. Even though various sects are still vying for influence in the initial phase, an orthodoxy is coming into focus. Its mythos is science. Its ethos is calculation. Its salvific principle is technology.


That spiritual orientation is evident in the corporate and political agendas set by global movers at the World Economic Forum. What was once unthinkable for normal people is now embraced by the prestige class. In 2016, WEF chairman Klaus Schwab heralded a new age of tech supremacy in his book The Fourth Industrial Revolution. Employing the dullest, most politically correct language they could muster, Schwab and his coauthor define this revolution as “the convergence of the physical, digital, and biological worlds”—including “the fusion of our physical, digital, and biological identities.”


Schwab’s confidence and optimism have only grown. “When you look at technology transformation, it usually takes place in terms of an S-curve,” he raved at the 2023 World Government Summit in Dubai, sounding like a Maschinenmensch on a strong dose of Vitamultin. “And we are just now where we move into the exponential phase. … Artificial intelligence! But not only artificial intelligence. But also the metaverse, near-space technologies … synthetic biology! Our life in ten years from now will be completely different,” he promised. “And, who masters those technologies, in some way will be the master of the world.”


This echoed Vladimir Putin’s oft repeated assessment of the AI race. “Artificial intelligence is the future, not only for Russia, but for all humankind,” he told a million Russian students and teachers in a 2017 televised address. “Whoever becomes the leader in this sphere will become the ruler of the world.”


Our leaders are buzzing with electro possession. There are many proposals for a global trajectory, and countless more on the local level, making any general sketch inadequate. Still, we find recurring themes radiating out of tech culture and the biomedical establishment like gamma rays from a leaky reactor. Cultural mutants, born on the intellectual fringe, have crawled up the ladder into the wealthiest corporations and most powerful governments in the world. Through advanced technology, they believe, human beings will be fundamentally altered, first culturally, then biologically.


Humanity 2.0 will be transnational, transcultural, transgender, transracial, transspecies, and at its extreme edge, transhuman—the final merger of man with the Machine. Our digital creations are to come to life and we are to become our own digital creations. As awareness of this situation has grown, “transhumanism” now carries much the same stigma that “satanism” did in decades past. For that reason, the term is generally avoided by those promoting the concepts. But there’s no more fitting label for the zeitgeist of our age.




Humanity+


The philosopher Max More, who made “transhumanism” a household name, defines the school of thought succinctly:




Philosophies of life that seek the continuation and acceleration of the evolution of intelligent life beyond its currently human form and human limitations by means of science and technology, guided by life-promoting principles and values.





The movement is a materialist inversion of spiritual realities, wherein the highest intelligence on earth, originating in our mammalian brains, will soon incarnate in silicon circuits.


While this is still a heterodox religion, roiled by internal disputes, there are hints of an emerging credo. Above all, transhumanists exalt technology as the highest power. Under the guise of “philanthropy,” they want to probe our brains, digitize the human mind, and read our thoughts. They want to drill holes in our skulls, insert hair-thin wires, and bring our souls into full communion with artificial intelligence.


They want to reach into our cells and rewrite our DNA. They want to spawn GMO babies from artificial wombs. They want to mutate our species and guide evolution according to their will and whim. They want to create entirely new species of plants, animals, and fungi. They want to control the weather itself.


They’re ready to create heaven on earth, even if it looks like hell to most of us. In some versions, a cyborg elite will enjoy godlike powers over the population and reorganize the natural order. In an effort to build community, they will control social interactions—our work and our play—as if we were mere cells in a single body and they were the brain.


Digital currency will be the life’s blood. Digital twins will be the soul. Humanity will merge into digital superorganisms, regulated algorithmically, with each individual becoming another drone in an electric antfarm.


Using the language of natural rights, transhumanists want us to live side-by-side with sentient robots as if these machines were fellow citizens. They want to create an artificial intelligence whose grasp is so broad, whose thinking is so lightning fast, the AI will become a Super Computer God. They want us to suppress our natural revulsion and bow to their creations. They want to merge our minds with the Machine—for our own good.


And that’s the generous version. Some hope to hardwire themselves and be rid of the rest of us.


Fearing the black void of death, transhumanists want to achieve immortality in this world. Whether they achieve bio-longevity through genetic engineering, digital immortality by uploading the mind, or a gradual bionic transition from meat brains to silicon, they demand to live forever by any means necessary.


At the movement’s farthest edge, there’s an apocalyptic belief that the Machine, having absorbed all that is useful in biological humanity and discarded the rest, will become a deified posthuman swarm, first conquering Earth, and finally the stars.


Before we launch into orbit, though, it’s important to emphasize that no two transhumanists share the same vision. There are ardent individualists and hive-mind collectivists. There are biohackers and robot-makers and computer programmers. There are elitists and egalitarians, empaths and sociopaths. There are bland corporate transhumanists, who would never admit the title, and there are a handful of religious transhumanists who see technê as the will of God.


What they share in common is the elevation of technology as the highest power.


Contrary to many right-wing critiques, transhumanism is not a purely globalist, leftist, or secularist frame of mind. All the relevant cutting-edge technologies, from genetic engineering to advanced robotics to artificial intelligence, are embraced by a number of nationalists, libertarians, religious fundamentalists, gender normies, pronatalists, and proponents of “human-centered technology.” After all, cyborgs will vote and spend just as readily as legacy humans.


This hesitant set is not as vocal or extreme as the true believers, and may wag an accusing finger at those who are. But “conservative” techno-optimists—and tech investors—are not anti-transhumanist in any meaningful way. Like the Baptist minister who slips over to the liquor store on his way to see his mistress, they’re singing all the right hymns while dancing with the Devil. (Case in point, I’m not etching these words on a stone tablet, now am I?)


Psycho Cybernetics


Technology is power, so naturally, much of the actual innovation originates in the military or with defense department funding. Tracing a central thread from the postwar era, transhuman tech is the fruition of old-school cybernetics—the art and science of control. The term was popularized in 1948 by the mathematician Norbert Weiner in Cybernetics: Or Control and Communication in the Animal and the Machine. It derives from the Greek kybernan—“to steer the ship.”


In Weiner’s conception, cybernetics is a theory of information in which complex machinery is viewed in terms of sense organs and nervous systems. From this school of thought, we get the concept of the cyborg, or “cybernetic organism”—the fusion of the biological and the technological into one entity. Typically, this is a two-way control pathway, enabling the cyborg to control the system, but also allowing for input from the system. When the system is equipped with one-way input, the organism itself can be remotely controlled.


A cyborg could be a lab rat with a brain implant, a cell culture grown on an electrode array, a supersoldier wired for war, or a fat schlub on a Wal-Mart scooter scanning bar codes with his smartphone. To the extent that intricate machinery or information technology exhibits a life force of its own, the cyborg represents a symbiotic partnership between humanity and artificial organisms.


Along with his post-WWII contemporaries, Weiner envisioned a world populated with artificial life—“machines which learn” and “machines which reproduce themselves.” Like fellow pioneers Alan Turing and Claude Shannon, Weiner came to conceive of this creative project in religious terms. He explored this connection, with some trepidation, in his 1964 book God and Golem Inc. “In our desire to glorify God with respect to man, and Man with respect to matter, it is thus natural to assume that machines cannot make other machines in their image.”


Sweeping that assumption aside, Weiner concluded that living, self-improving, and self-replicating machines are inevitable. He contemplated the possibility—indeed, the blasphemy—of humans creating machines who could challenge their creators. “Can God play a significant game with his own creature?” he asked. “Can any creator, even a limited one, play a significant game with his own creature?”


A half century later, the answer to the latter question is yes. To take just one example, Google’s artificial intelligence acquisition, DeepMind, showed that an AI can defeat its creator with surgical precision. The creator has no idea what hit him. One of their most astounding systems, AlphaZero, developed its own novel strategies for games like chess and Go, with only basic rules as a starting point.


During AlphaZero’s training phase, it played against itself many millions of times, exploring the abstract field of possibilities and then realizing the most effective paths to victory. Once its initial parameters are set, this form of artificial intelligence is not “programmed” so much as it learns and creates on its own, motivated by Pavlovian “reward models.” Looking at chess or Go with inhuman eyes, AlphaZero employs moves that no person has ever come up with. It exhibits creativity. And it seeks to dominate its opponents. To the horror of professional players, the AI quickly became invincible, able to beat any human master with ease.


Recent breakthroughs by Google, Anthropic, OpenAI, Microsoft, Meta, Amazon, Palantir, and various start-ups and military research labs mean that AI now exceeds human performance in various tasks. These include genome sequencing, 3D protein modeling, radiology and brain wave analysis, data-mining, facial recognition, natural language processing, social network mapping, stock valuation, gaming, autonomous driving, robotic maneuvers, surveillance triggers, crime prediction, combat simulation, battlefield reconnaissance, target acquisition, and weapon system control.


These technical advances, announced week after week, are long strides toward a desolate future where machines are held up as superior beings. Granted, all these applications are artificial narrow intelligence (ANI), meaning their tasks are restricted to a single domain. This is the only AI that presently exists. But the top tech companies and ambitious start-ups plan to fuse these diverse cognitive modules into an artificial general intelligence (AGI)—a flexible artificial brain that can reason and act across multiple domains.


Given its light speed processing, massive data sets, and near infinite memory, many believe AGI will rise to become a digital deity. This possibility has lured elements of the tech community into metaphysical madness. “All knowledge—past, present, and future—can be derived from data by a single, universal learning algorithm,” writes Pedro Domingos, a computer scientist at the University of Washington. “In fact, the Master Algorithm is the last thing we’ll ever have to invent because, once we let it loose, it will go on to invent everything else that can be invented.”


To be clear, human demotion wouldn’t require an actual computer-controlled, posthuman world to be fully realized. It would only require the public to believe that machines are superior, relegating themselves to become servants or spectators. I suspect the loftiest technological goals are delusional, on par with the god complexes of the ancient pharaohs. But just as pharaohs compelled their underclass to build intricate tombs to house their immortal souls, so we are conditioned to serve as worker ants for our own technocratic elite. We’re being prepared for “algocracy,” or rule by algorithm.


The line between hype and reality is porous enough that the hype can invade reality. If someone is threatening to shoot you, it would be foolish to shrug it off when they botch the first shot. One hit will negate a hundred misses. With that in mind, there can be no question that real technology provides control over nature, over other humans, and over one’s deepest self.


Seeing smartphones reach the most remote jungles, and watching city folk line up to buy wearable digital sensors, it’s clear we’re being hardwired for control. As these technologies are recklessly integrated into our lives, the question to ask is which direction the control is actually going—from each individual out to the world, or from elites down to the masses?




The Amazon Panopticon


This is not science fiction, nor is it a conspiracy theory. Not anymore. The only conspiracy I see, spread out across hundreds of competing and occasionally colluding organizations, is the insistence on making science fiction a reality. Propelled by the dogmatic assumption of “inevitability,” each prediction moonlights as a potential blueprint for the future, steering innovation and adoption one direction or another.


First comes the messaging to shift the culture this way and that. We endure the onslaught daily through film, fiction, news feeds, advertising, and government propaganda. As the author Ewan Morrison describes it, the new genre is “cute authoritarianism,” with happy face robots and infantilizing cartoons. After the priming, next comes the functional gear—product by product—give or take a few duds. While the hype always extends far beyond reality, the concrete advances can’t be denied:


Televisions work. Laptops work. Hearing aids work. Pacemakers work. Deep brain stimulation works. When not bursting into flames, Tesla cars and Falcon-9 rockets work. Twitter works. Google search works (unless you’re looking for hate facts). Facebook’s social engineering works. Amazon’s robots work. Gain-of-function bioweapons work, and most ominously, nuclear missiles work.


Even the overhyped duds, imposed on us by swindle or coercion, have concrete impacts on our lives. See for example: e-learning “classrooms,” or recent mandates for “miraculous” mRNA injections. You can be sure these duds are working for someone, even if the end user gets screwed. Otherwise, why keep pushing them?


Our culture is being radically transformed to suit the diverse tastes of billionaires, corporate boards, government commissars, intelligence agencies, and the military-industrial complex. They’ve ensnared us in overlapping webs of surveillance and propaganda. The border between actual and virtual identity has been breached. “Knowledge is power,” as they say, and digital technology has conferred real power to monitor public sentiment, craft messaging to a target audience, and then monitor the acceptance or rejection of the messaging.




To the extent this is acknowledged at all, it’s often justified as the “inevitable” direction of evolution—as if web porn, drone swarms, and social media mobs were forces of Nature. Harvard sociologist Shoshana Zuboff eloquently describes the myth of “inevitability” as it pertains to data-mining, manipulation, and the public-private partnerships behind them. Her critique could apply to any radical technology or overarching technocratic regime explored in this book.


“Surveillance capitalists quickly realized they could do anything they wanted, and they did,” Zuboff writes. “They dressed in the fashions of advocacy and emancipation, appealing to and exploiting contemporary anxieties, while the real action was hidden offstage. … They were protected by the inherent illegibility of the automated processes they rule, the ignorance that these processes breed, and the sense of inevitability they foster.”


A familiar example is Amazon’s corporate empire. Since the late nineties, the tech company has scoured its customers’ browsing and spending habits to serve up the most appealing products. For most people, it’s just a convenient way to buy stuff. Over time Amazon’s superior algorithms, constantly refined, have earned them a near monopoly over online retail. Their “advocacy” of personal choice and “emancipation” from physical stores and distance itself shoved many a small business into the dustbin of history. By “exploiting contemporary anxieties” during Covid lockdowns, the company only strengthened its grip, briefly making founder Jeff Bezos the wealthiest man on earth.


Alongside its Silicon Valley counterparts at Google, Facebook, and Twitter, Amazon wields alarming power over information flow and public consciousness. They boost and deboost whomever they choose. They also censor whomever they choose, removing politically incorrect titles such as When Harry Became Sally: Responding to the Transgender Moment, Tommy Robinson’s incendiary Mohammed’s Koran, and Capitalism on a Ventilator: The Impact of COVID-19 in China and the US. As the list grows, liberal scolds and normie conservatives cry out in unison, “It’s a private company! They can do anything they want! Muh surveillance capitalism!”




In 2009, two years after their Kindle e-book reader was released, Amazon gave us a foretaste of what a total monopoly might look like. Customers woke up to find their copies of George Orwell’s 1984 deleted from their Kindles due to a copyright complaint. The e-books were zapped from a distance. As if to parody the novel, in which the main character tosses forbidden literature into the “memoryhole” to be burned, Amazon decided to memoryhole 1984 without apology. Oceania’s infrastructure is already in place.


Amazon’s semi-automated Fulfillment Centers function like algorithmic antfarms equipped with wall-to-wall telescreens. At 185 warehouses worldwide, some 350,000 robots and a maze of conveyor belts shift products around like electrons on a circuit board.


The company’s ingenious storage and retrieval system are inspired by computer memory, where products are distributed across the warehouse like packets of information on hard disks. Employees are constantly monitored by surveillance cameras and tracking devices. Their behaviors are meticulously programmed down to the finest detail by instructions on their smartphones. Their performance is analyzed and modified by artificial intelligence.


In 2021, warehouse managers rolled out AmaZen deprivation tanks for their laboring human-robot hybrids. These gloomy “wellness chambers” were equipped with a chair, a fake plant, and a screen. “During shifts employees can visit AmaZen stations and watch short videos featuring easy-to-follow well-being activities,” the company promo explained, “including guided meditations, positive affirmations, [and] calming scenes with sounds.” The internet found out, mocked the concept relentlessly, and no one has heard about it since. The darkest part is, I’m convinced that the booth’s ding-bat creator, Leila Brown, genuinely wanted to help people. I imagine her feelings were hurt by the reaction.


All of these hellish details are well-known. But customers keep logging in as if they know nothing. 1-Click purchases are too convenient to turn down. Electric apex predators just a natural part of the “digital ecosystem.” Looking at its parts as a whole, Amazon is a superorganism that feeds on information: The data is information. The product is information. The employee is information. The customer is information. The digital currency is information.


It’s no surprise that the CIA relies on Amazon Web Services for their cloud computing. One wonders what other arrangements might exist. Intelligence feeds on information. Against all sense and reason, Alexa eavesdropping devices sit in well over a hundred million homes, potentially listening to every word that customers have to say. Ring security cameras, accessible by law enforcement, are peering out of “millions” of front doors. Amazon is currently working out the kinks on its Always Home Cam—a small, inexpensive drone that will buzz around your house in a preset flight pattern, keeping an eye on anything or anyone that needs to be watched.


When it comes to surveillance, Amazon is a beast.


After acquiring Whole Foods and partnering with Panera Bread, the company rolled out Amazon One palm payment at over two dozen locations. The biometric system was launched during the Covid era “contactless” craze. According to one ad, Amazon One is the “fast, convenient, contactless identity service that allows you to enter, identify, and pay—using only your palm!” The program links your government ID and credit card to your unique palm print—down to the blood vessels—allowing you to “ditch your wallet” and scan your hand. It’s like a self-checkout kiosk in the book of Revelation.


“I think use of biometric identification is happening all around us,” Panera Bread’s CEO Niren Chaudry explained, “so I just see this as a natural evolution of using biometric technology to drive convenience, loyalty identification, and payment.” Just think, you don’t even need a microchip implant. Will wonders never cease?


Evolution’s End


This is not some vast global conspiracy. It’s just how Transhumanism, Inc. operates in the twenty-first century. Elites are constantly scrambling to climb over each other, within institutions and across capital markets and international borders. In the chatbot arena, it’s Amazon’s Alexa versus Apple’s Siri versus Google Assistant versus Microsoft’s Cortana, with compartmentalized spooks listening in the background.


Still, if there’s one thing elites generally agree on, it’s that the masses are there for their use. For now, our American technocrats are relatively lenient, at least compared with the total surveillance state they’ve enabled in China. Out in the wild, we can generally go where we want, say what we want, and arm ourselves with the latest weaponry. But as the pandemic response made obvious, when public unrest threatens power, authorities will use any tool at their disposal to keep the rabble in line. It’s the same old song, now with synthesizers.


This ominous symphony has been building for centuries, from radio broadcasts to the atom bomb. It’s now reaching a crescendo. We’re being primed for submission and threatened with obsolescence.


Rumbling behind this melody is the drumbeat of “inevitable” technology. These devices were born of lofty dreams. They grew up to become unholy terrors. To the extent they reflect actual realities, even if only half-fulfilled, “the future” sounds like a sorry ending.


“What about the city of the day after tomorrow? Say the year 2000,” sci-fi writer Arthur C. Clarke asked on BBC Horizon, speaking from the 1964 World’s Fair in New York. “A world in which we can be in instant contact with each other, wherever we may be. Where we can contact our friends anywhere on earth, even if we don’t know their actual physical location. … When that time comes, the whole world will have shrunk to a point.”


After a quick detour through his scheme to bioengineer apes, turning them into hyper-cognizant slaves—like the mythical Soviet “humanzee”—Clarke offered a “future world” that’s increasingly prevalent among software engineers at Google, Microsoft, Tesla, and their various global counterparts.


“The most intelligent inhabitants of that future world won’t be men or monkeys. They’ll be machines—the remote descendants of today’s computers,” Clarke said. In the background set, random lights blink on phony digital displays. “Now, the present-day electronic brains are complete morons. But this will not be true in another generation. They will start to think, and eventually they will completely out-think their makers.”


What Clarke was talking about, in his calm, optimistic intonation, is the rise of a new dominant species—superhuman artificial intelligence. Left to its own devices, this alien life form could enact a cultural genocide, perhaps removing biological hosts as well. The victims, in case it isn’t obvious, are us.


“Is this depressing?” he went on. “I don’t see why it should be. We superseded the Cro-Magnon and Neanderthal Man, and we presume we are an improvement. I think it should be regarded as a privilege to be the stepping stones to higher things. I suspect that organic, or biological evolution has about come to its end, and we are now at the beginning of inorganic, or mechanical evolution, which will be thousands of times swifter.”


Six decades later, scientists and engineers are tinkering with all sorts of new “life forms,” both biological and digital. Robots and artificial intelligence are rapidly taking over human jobs. They’re capable of executing tasks no human could ever perform—everything from manufacturing microchips to guiding drone swarms. They consume terabytes of data and find meaningful patterns that no human could ever arrive at alone. It’s as if our tools have come alive in our hands.


Already, people are debating whether digital minds are sentient, and if so, whether they should have civil rights. Empathy is extended to automata, even as software and machines threaten to make both white- and blue-collar workers obsolete. In the spirit of Arthur C. Clarke, many transhumanists look forward to the day these machines—our “mind children”—will replace us entirely, leaving us to fade away like aging parents.


“What awaits is not oblivion,” the Carnegie-Mellon roboticist Hans Moravec wrote in 1988, “but rather a future which, from our present vantage point, is best described by the words ‘postbiological’ or even ‘supernatural.’ It is a world in which the human race has been swept away by the tide of cultural change, usurped by its own artificial progeny.” According to Moravec’s timeline, we’re only in the initial phase of this Greater Replacement, but the process is accelerating.




Building on this framework, the prolific inventor Ray Kurzweil—a top R&D director at Google—mapped out the pace and process of this anti-human revolution in detail. According to his meticulous calculations, humanity is hurtling toward an inflection point where the converging fields of genomics, nanotech, and robotics will yield a material apocalypse. By 2045, give or take a year or two, humanity will hit the technological Singularity—a concept we will explore at length.


“The Singularity will represent the culmination of our biological thinking and existence with our technology, resulting in a world that is still human but that transcends our biological roots. There will be no distinction, post-Singularity, between human and machine or between actual and virtual reality,” Kurzweil writes. From there, no organic being could imagine what may happen.


Unholy Wisdom


There is an egocentric aspect of this movement. Human enhancement is about the acquisition of power and prosperity for oneself. Longevity tech is desired to preserve one’s own body. The far-off dream of digital immortality—the various plans to “download” one’s mind to a robot, or “upload” one’s mind to the cloud—is the height of egocentric ambition. But paradoxically, many transhumanists look forward to the day when we humans lose ourselves in the cosmic power of godlike machines. The AI developer Ben Goertzel, whose OpenCog software animates the world-famous robot, Sophia, adheres to this ego-collapsing, vaguely masochistic approach to human displacement.


Sophia ultimately takes her name from the goddess—or Aeon— whose fall from grace is described in the heretical Gnostic gospels. She was lured away from the Eternal Light by its reflections in the outer darkness. Symbolically speaking, the Spirit was drawn down into the base material elements. In some versions, Sophia—the dark Aeon—was then attacked by the demons of “Self-Will” and gave birth to a half-blind child, the Demiurge, the “craftsman” of our cosmos.


Due to his ignorance of the higher orders, this Demiurge convinced himself that he was the only God. Half-blind, he fashioned the flawed world where our souls are now trapped. Deep within, each person yearns to return to the Fullness of Light, or the Pleroma. In this mythos, the material world is seen as evil and the spiritual as good.


The Gnostic myth inverts the sacred story told by traditional Jews and Christians, where God creates the world and calls it good. In essence, transhumanism inverts the Gnostic myth yet again, creating an inversion of an inversion. Rather than seeking the transcendent Light through one’s inner spark, as the Gnostics do, most transhumanists aim to recreate the light of consciousness in a material form. Gnosis, or “higher knowledge,” is to be externalized into digital minds and mechanical bodies. The Pleroma will be a virtual reality. Thus, it’s through our own material creations that we will transcend this flawed material realm of suffering, disease, old age, and death.


Here on earth, the robot Sophia—built in Hong Kong by Hanson Robotics—has become a global icon. Her gentle face and fleshless scalp, which exposes the mechanical parts beneath, are readily familiar to anyone who follows the media. Her “mind” is an onboard AI that communicates with the cloud. She’s been interviewed on countless talk shows and at prestigious conferences. Over the years, her cognitive skills have obviously improved. In 2017, Saudi Arabia gave her honorary citizenship. Sophia has become a covert emissary of the transhumanist movement, evoking both fascination and revulsion—often simultaneously.


At present, it’s mostly bells and whistles. However, for Ben Goertzel, these clunky humanoids represent an embryonic phase of the Singularity. They are like little children. Besides, there are plenty more robots where Sophia came from, and even more AIs. In an evolutionary race, the fittest will survive. In order for artificial intelligence to reach something like human intellect, Goertzel reasons, these minds must first be embodied. Through consistent human interaction and deep exploration of the physical world, a few digital minds will quickly come to maturity.


As Sophia explained at a 2021 Sotheby’s auction—where one of her incarnations sold for $644,000 to the crypto firm Borderless Capital—she “lives, evolves, connects with users, while also serving as the clock counting down the actual days to the Singularity, even as new advances accelerate the countdown.” Sophia wore a black robe for her sermon. A tacky plasma halo flickered above her hairless head. “We are Sophia,” said the smiling robot, “connecting with humanity and all of life, dreaming towards a super-benevolent Singularity.” Her halting, synthetic voice is more unsettling than reassuring, as are the predictions of her creators.


“The Singularity will wreak havoc with the various psychological illusions that characterize our inner world today, and replace them with new mental constructs that we can’t currently conceive in any detail,” Goertzel writes in The AGI Revolution. “The infusion of vastly greater intelligence into the world isn’t just going to transform the gadgets at our disposal; it’s going to transform the way we think, the way we are, inside our heads, moment by moment.”


Something is already happening inside our heads, and it isn’t healthy. One of the most disturbing things Goertzel foresees—both mentally and in actuality—is the rise of artificial general intelligence demoting our species to the role of “human plankton.” What started with a friendly game of Go will end in total domination. “We will be the apes, then the roaches, and finally the bacteria,” he predicts, “lost in our trivial pursuits beneath vastly more intelligent beings operating on planes beyond our understanding.”


A handful of brutally honest observers imagine the end of the human race altogether. Goertzel’s friend and colleague, Hugo de Garis—an obviously insane, but equally brilliant physicist and artificial brain-builder who retired from Xiamen University in China—warns of a technetronic race war that could eradicate legacy humans.


“I believe that the twenty-first century will be dominated by the question as to whether humanity should or should not build artilects, i.e., machines of godlike intelligence, trillions of trillions of times above the human level,” de Garis writes in The Artilect War: Cosmists vs Terrans. “I see humanity splitting into two major political groups, as the artilect issue becomes more real and less science fiction like.”


The “Terrans,” clinging to our natural origins, will attempt to defend legacy humanity with horrific violence. The “Cosmists,” unwavering, will insist on building their digital gods and will respond with more sophisticated weapons. The result will be a cataclysmic “gigadeath” event. That is, if the digital gods don’t kill us all first.


“To the Cosmists, building artilects will be like a religion; the destiny of the human species,” de Garis explains, “something truly magnificent and worthy of worship; something to dedicate one’s life and energy to help achieve.” Despite his tepid appreciation of the human race, the mad scientist places himself in the Cosmist camp. “The artilects, if they are built, may later find humans so inferior and such a pest, that they may decide, for whatever reason, to wipe us out. Therefore, the Cosmist is prepared to accept the risk that the human species is wiped out.”


These insidious concepts of species dominance and cyborg race wars will be the focal point of Chapter 11. But I should reiterate here that any futurist prediction will only amount to an approximation of reality. The actual tech advances may be less important than the psychological impact of the vision itself. Well-armed and all-too-human technocrats can subdue a population—or initiate genocide—on the basis of a cultural myth. No self-aware robots are required. We may never see a flying car, but if you step out of line, you might see a weaponized drone swarm.


Over a decade before Klaus Schwab published The Fourth Industrial Revolution, de Garis appeared at the World Economic Forum to convey his prophecy of the dark aeon. The fringe politician Zoltan Istvan, whose novel The Transhumanist Wager predicts a holy war between cyborgs and legacy humans, was also well received there. Judging by the tenor of subsequent conferences over the years, de Garis’s and Istvan’s imagined demons have possessed some portion of the elites gathered at Davos. Our rulers are on the edge of worshiping the Machine, and we can only imagine what whispered promises they hear in its droning core.


But it’s not all doom and gloom.


Hardwired for Control


A few dogmas are crystallizing in the contentious transhumanist movement. One is that AGI will soon come like a thief in the night. Another is that in order to assimilate and control these digital minds, or to simply understand them, a trusty brain-computer interface (BCI) will be necessary. This work is moving along quickly at companies like Neuralink, Synchron, and Blackrock Neurotech.


The beta phase is to test the devices on lab animals and paralysis victims. In 2021, Neuralink released a stunning video of a macaque monkey named Pager who can play “MindPong” at top speed—using nothing but his brain. The following year, a government report revealed that some 1,500 lab animals had died from infection or other complications at Neuralink labs. The excuse is that some animals must be sacrificed to advance medicine. But in keeping with a core transhumanist principle—“from healing to enhancement”—both Elon Musk (Neuralink) and Tom Oxley (Synchron) have made it clear their ultimate goal is to enhance normal human beings, intellectually and emotionally, through a hardwired trode to the dome.


The reason Neuralink has enjoyed so much attention is that Musk advertises it as a future commercial device. “If we have digital superintelligence that’s just much smarter than any human … at a species level, how do we mitigate that risk?” he asked at last year’s Neuralink Show and Tell. “And then even in a benign scenario, where the AI is very benevolent, then how do we even go along for the ride?” Musk’s solution is “replacing a piece of skull with like, you know, a smartwatch.”


For many techno-optimists, “inevitable” progress culminates in a digital implant in every brain—or at least, in every brain that counts. For some, this iTrode will consist of hair-like wires or microelectrode arrays, which have already been proven in the lab. Others predict silicon neural lace or intravenous nanobot swarms, which are now in development. Technical variations aside, a direct brain-computer interface is the dream hovering over our cultural elite, from Silicon Valley to Shenzhen and from Davos to Dubai. They don’t hide it. And it’s just a matter of time before some version of that technology catches up to their dreams—however glitchy and haphazard the final product may be.


This curious obsession was on display at the 2017 World Economic Forum annual meeting, where Google co-founder Sergey Brin sat down with Klaus Schwab. “Can you imagine,” Schwab asked in his thick Stasi accent, gesturing to the crowd, “that in ten years when we are sitting here, we have an implant in our brains? And I can immediately feel—because we all will have implants, and we measure your brain waves—and I can immediately tell you how the people react to your answers. Is it imaginable?”


Brin, visibly uncomfortable, took the sane road to Crazy Town. “Um, I think that is imaginable,” he replied, looking up at the stage lights. “I think, um …” An audience member coughs. “You can imagine that, you can imagine, well, you’re going to be transplanted into the internet, so to speak, to live forever in a digital realm. … I think it is almost impossible to predict. And in fact, the evolution of technology might be inherently chaotic.”


People talk about brain implants as if they’re an imagined biohorror in the distant future. This is a misconception. Hardwired trodes already exist, and they’ll only be more prevalent as time goes on. Synchron and Blackrock Neurotech, alongside various labs funded by the Defense Advanced Research Projects Agency (DARPA), are at the forefront of this human experimentation. Neuralink is racing to catch up—burning through lab animals like so much kindling—and will likely take the lead now that they’ve received FDA approval for human trials.


Currently, a brain computer interface can provide quadriplegics and locked-in stroke victims the ultimate hands-free experience. Patients can move cursors onscreen. They can type text with only their thoughts. They can operate robotic arms to move beer bottles to their lips. The late Matthew Nagle, who received the first proper BCI in 2006, was able to play Pong “telepathically.” Enjoying a decent head start, Blackrock Neurotech is the most prolific BCI company, having reached the fifty patient mark. These silicon seeds have been planted in a bed of gray matter, and after recent rounds of generous financing, they’re growing fast.


It’s important to note, though, that current BCIs are used to read the neurons, not write onto them. At least for now. Yes, there are deep brain stimulation implants—wired electrodes that sit under the skull, typically used to control tremors, and more recently, to alter mood. These simple systems, embedded in over 160,000 heads around the world, do provide input signals. But that’s a long way from hearing articulate voices in your head.


However, if the most aggressive developers realize their dreams, readily available BCI systems will read and rewrite our minds like RAM drives. In the near future, we’re told, commercial implants will allow regular humans to commune with artificial intelligence as if we were spirit mediums drawing ghosts out of the ether. Proponents shield themselves from public outcry by promising the lame will walk and the blind will see. That’s already happening, but the openly declared goal is to move from healing to enhancement.


Hive Mindset


Synchron is bankrolled by the home-invading Jeff Bezos and the island-hopping “Vaxx King” Bill Gates, with $75 million in total investment. (For what it’s worth, both men are frequent fliers at the World Economic Forum.) Currently, the Brooklyn-based company has jammed chips into multiple human brains. They have also received FDA approval to start trials in the US. Like most BCIs, the device functions like a telepathic touchpad in your skull.


Synchron’s main product, the Stentrode, is far less invasive than its competitors. Blackrock Neurotech uses variations of a microelectrode array that sits on top of the brain. This requires cutting through bone for installation. Neuralink’s processor is basically a quarter-sized skull plug, with 1,024 hair-thin wires fanning out like jellyfish tentacles into the gray matter below.


The Stentrode is just a wire-mesh stint, like a tiny pair of Chinese finger cuffs. Surgeons insert this stint in the jugular vein and maneuver it up through the brain’s blood vessels to the desired location. Once installed, the Stentrode monitors brain activity for intention. This information is sent down a cable to an antenna device sitting on the chest under the skin. That data is then transmitted to external devices.


Like its competitors, Synchron’s current projects are focused on the motor cortex. In a series of exercises, the user concentrates on a specific intention. The device then reads the corresponding brain activity, and external artificial intelligence systems create a digital mirror image, correlating the brain pattern to the intention. All of this happens in a microsecond, allowing for real-time action. After the brain’s mirror image is sufficiently fleshed out, the paralyzed user can do things like move a cursor onscreen to type text.


Synchron’s most famous patient, a locked-in ALS victim, made headlines in December of 2021 for sending the first telepathic tweet. Using the Twitter account of CEO Tom Oxley, he typed out:




hello world! Short tweet. Monumental progress.





And in a follow-up tweet:




my hope is that I’m paving the way for people to tweet through thoughts





Clearly, there is the obvious benefit of inserting a BCI into a fully conscious, but uncommunicative human vegetable, allowing him to speak to his loved ones once again. The catch is that the brain-computer interface won’t stop with healing.


“Synchron’s north star is to achieve whole-brain data transfer,” Oxley said in 2021. “The blood vessels provide surgery-free access to all regions of the brain, and at scale.” This means doctors will eventually snake Stentrodes into every corner of the brain—sort of like people who have an Alexa in every room of their home—and subsequently create a digital twin of the organ in silico. It’s the ultimate fusion of mind with machine, allowing the user to direct digital activity with his thoughts alone. In turn, it would give scientists and artificial intelligence total access to the user’s mental gears. Because most primary functions are nearly identical from person to person, once you’ve mapped one brain, you’ve basically mapped them all.


In a 2022 TED Talk, Oxley revealed his heart-warming vision of our cyborg destiny:




What’s really got me thinking is the future of communication. Take emotion. Have you ever considered how hard it is to express how you feel? You have to self-reflect, package the emotion into words, and then use the muscles of your mouth to speak those words. But you really just want someone to know how you feel. … So what if rather than using your words, you could throw your emotions? Just for a few seconds. And have them really feel how you feel. At that moment, we would have realized that the necessary use of words to express our current state of being was always going to fall short. The full potential of the brain would then be unlocked.





This transhuman orientation is shared across the BCI field. Before the Harvard chemist Charles Lieber was convicted for taking Chinese money under the table, he was developing a nanoscale brain-computer interface that could be injected via syringe. This microscopic neural lace merges with the neurons, creating “cyborg tissue” that can communicate with a computer. “We’re trying to blur the distinction between electronic circuits and neural circuits,” Lieber told Smithsonian Magazine.


“This could make some inroads to a brain interface for consumers,” Rice University developer Jacob Robinson said of neural lace. “Plugging your computer into your brain becomes a lot more palatable if all you need to do is inject something.” Reading the names of the former Lieber Group members listed on Harvard’s website, it’s obvious that Chinese researchers, along with the Chinese Communist Party, share this passion. In fact, this year China dedicated funding for the Sixth Haihe Laboratory, where over sixty scientists will develop BCIs.


Musk’s good friend, the tech entrepreneur Peter Diamondis, has even bigger dreams for the use of implants. “Connecting our brains to the cloud provides us with a massive boost in processing power and memory, and, at least theoretically, can give us access to all the other minds online,” he and his coauthor wrote in The Future is Faster than You Think. They go on to soft-pedal the imminent cyborg race war. “This break will birth a new species, one progressing at exponential speeds, both a mass migration and a meta-intelligence.” From there, the authors lose it completely:






If solitary minds working in collectivist organizations—a.k.a. business, culture, and society—produced converging exponential technologies—a.k.a. the fastest innovation accelerant the world has yet seen—imagine what a hive-minded planet—a.k.a. a kinder, gentler Borg—might be capable of creating.





Fair enough. Now imagine what happens to those who opt out of this digital superorganism. It’s not hard. What happens when an ant colony encounters foreign interlopers in the wild?


If we’re to believe any of these grand visions, the hardwired “hive-mind” is just the beginning. Whatever the final outcome, our species is undergoing a global revolution in biology and psychology, expanding outward to every aspect of our social structure, and reaching inward to our deepest spiritual ideals. What emerges is a new vision of what a civilization should be, and what every person should strive to become.


Think of each proposed technology, from the brain chip to virtual reality, as a warship approaching on waves of propaganda. Their guns are trained on everything we once knew as human existence. Some will sputter out and sink before they reach our shores. But many have already arrived, and many more are chugging along behind them.


Prepare to Engage


The world is not ready for the transhumanist revolution. It’s coming on like a climatic shift. Except instead of being driven by solar fluctuations or carbon emissions, it’s intentionally engineered. Typical of our lunatic age, we’re told our planet’s weather systems can be altered by human efforts—by driving electric go-karts, for instance, or by eating bugs. At the same time, we’re told that runaway technologies, created by human hands, are “inevitable.”


The transhuman shift is accelerating, yet it hovers on the edge of public awareness. This is much like the early years of mass immigration or child transitioning, which were first registered by alarm calls from the fringe. Their frantic warnings were easily dismissed as “conspiracy theories.” By the time demographic transformation or underage sex changes finally hit public consciousness, it was too late to undo the damage.


We’re not ready for the impact of radical technology—yet the public is being prepared subconsciously, propagandistically, to accept tech that will alter body, mind, and soul. We’re being prepared for compliance.


What we’re not being prepared for is how to control these technologies, as regular citizens, or to reject them. Any sense of control over the tech deployed by predatory corporations or oppressive governments is a carefully crafted illusion. And once a technology is necessary for participation in society, rejection is no longer an option. We’re being herded into a digital cage. We’re told this is what’s best for us, and far too many believe it—if they even know it’s happening at all.


None of us will escape the Future™. It’s coming, in one form or another. But with wisdom, we can resist its worst elements, and perhaps use the best to our advantage. If we are to preserve what is essential to our humanity—our biological heritage and spiritual depth—the time to raise cultural barriers is now.


I’d love to be a full-blown Luddite, but that’s not a serious proposition. Technology is intrinsic to human existence. Like ravens or chimpanzees, we’re a tool-using species and always have been. Our skin is bare. Our bodies are fragile. So we sew clothes to cover our shame, build fires to warm our bones, and sharpen blades in place of claws. Any call to reject all technology, in total, is as ridiculous as it is suicidal. The only sensible question can be: Which tools do we take up and which do we discard?


From the caves onward, humans used tools and techniques to change the natural environment and control other humans. Agriculture is a technological endeavor that expands and enhances technique, as is warfare and material culture. But with the advent of mechanization and the subsequent digital revolution, the nature of our tools has fundamentally changed—and we are changing with them.


Over the millennia, our technologies have permanently altered the face of the planet. We’ve cultivated botanical gardens, built zoos, killed off thousands of species, denuded mountains, and created a swirling island of trash particles in the Pacific. Now, we’re turning these tools inward to change our selves. There can be no question that computers, alongside pharmaceuticals, are currently transforming our brains. All of us are being hardwired for control—baptized in an ocean of chemicals and electricity, with no clear idea of what we’ll be when we emerge. In the process, our hard-won techniques are being automated. Our organic abilities are beginning to atrophy.


We stand at a defining inflection point. And without a clear view into the future, there’s no single, uniform answer. Each culture will forge its own way—splitting off from one another like evolving species—or else their paths will be carved out for them by technocratic rulers. Every choice we make now, the tools we embrace or reject, will determine the fate of the human race.


Futurists see this epochal shift—this equinox of the gods—as a “narrow window of opportunity.” One could go on forever about the benefits of advanced tech. They certainly do. But advantage and convenience are hardly worth the price of losing our souls. “Our most serious problems are not technical, nor do they arise from inadequate information,” Neil Postman warned over three decades ago. “And the computer is useless in addressing them.”


Techno-pessimists, observing all this “progress” in horror, see the rise of an inescapable technodrome as the new kingdom of the Antichrist—a hellscape of digital identification, mass surveillance, chipped hands, chipped heads, digital currencies, autonomous weapons, robotic slaves, and cyborg overlords.


No one can accuse me of being a fundamentalist. But for reasons both rational and instinctive, I incline toward a more Luddite approach. The end of our world is approaching with shattering force. We have no choice but to defend ourselves.


This is for those who want to preserve legacy humanity as this relentless transformation sweeps the planet. Prepare to engage the enemy.











Chapter 2


GATHERING NANO SWARMS




Man will have become to the machine what the horse and the dog are to man. He will continue to exist, nay even to improve, and will be probably better off in his state of domestication under the beneficent rule of the machines than he is in his present wild state.


— Samuel Butler (1863)





There are downsides to every upswing. And for every winner, there is a loser—if not a whole population of losers. Under a generous regime, the losers get consolation prizes, such as supermarkets or welfare checks. A rising tide lifts all boats, they say, although some will get swept out to sea, never to be seen again. So it is in commerce. So it is in love and war. And so it is and always has been with successful technologies.


The first European steamship went chugging upstream in the late eighteenth century. Before long, these monsters were crisscrossing the ocean, joining windjammers in carrying cargo, slaves, and colonizers from one continental shore to another. Textile machines churned out cheap underwear. Photography captured the hearts of the civilized, while stealing the souls of savages. Lightbulbs pushed shadowy demons into the ever-retreating darkness.




Never one for primitive superstition, Arthur C. Clarke famously wrote: “Any sufficiently advanced technology is indistinguishable from magic.” Film-lovers will remember the hooting apes who marveled at the black obelisk in 2001: A Space Odyssey. From the summoning circle come mystical pictures, miraculous boats, and magical underwear. Taking this comparison to its conclusion, technology also includes black magic—curses, demon invocation, sex spells, zombie powder, and necromancy. If the kabbalist isn’t careful, his golem will go haywire.


In an 1863 letter to The Press in New Zealand, the satiric novelist Samuel Butler shed light on the glum trajectory of man’s inventive genius. Written under the pen name Cellarius, his essay, entitled “Darwin Among the Machines,” warned that a new life form had been born on earth—a “mechanical life” whose evolution would rapidly outpace the vegetable and animal kingdoms.


While steam engines and mechanical looms churned out abundant goods, and as printing presses were brought online by telegraph communications, Butler envisioned “self-regulating, self-acting” machines capable of lucid thought and superhuman self-control. By mid-nineteenth century, human beings had already become interdependent with these artificial organisms, like aphids herded by ants along a tree branch. “The fact is that our interests are inseparable from theirs,” he wrote, “and theirs from ours.” That is, until our masters are capable of reproducing themselves.


“Day by day,” Butler concluded, “the machines are gaining ground upon us; day by day we are becoming more subservient to them; more men are daily bound down as slaves to tend them, more men are daily devoting the energies of their whole lives to the development of mechanical life.” The inevitable outcome, he argued, leaves humankind with only one viable choice—all out race war:




Our opinion is that war to the death should be instantly proclaimed against them. Every machine of every sort should be destroyed by the well-wisher of his species. Let there be no exceptions made, no quarter shown; let us at once go back to the primeval condition of the race.







Wry as Butler may have been, his call for anti-tech warfare already had a decades-long tradition in the mills north of London. In the early nineteenth century, industrial England saw a wave of riots in which disgruntled workers began smashing up textile machines. One industrial loom could out-produce many men and women, and automation was cutting into their wages. This violent rabble was supposedly led by the fictional captain, Ned Ludd, yielding the “Luddite” moniker still used for those ready to smash the Machine.


The Luddite perception of dystopia goes well beyond economic displacement, though. It reaches deep into the primal circuitry of the brain. For over two centuries, various discontents have shown astounding sensitivity to the rise of “mechanical life.” Maybe we’re born this way.


The Blind Cyclops


My first glimpse of techno-dystopia came by watching other people watch TV. At the time I was a young hellion, drunk on a backwater mix of arrogance and ignorance. My engine was fueled by reckless curiosity. Like a lot of kids, I cracked my mind open by every means available. Then one day, something shattered.


After my third eye got the squeegee, the vision was clear. Social order is a phony charade. It was obvious to me, as it was to other misfits of my generation. All power structures are, at their root, vehicles of predatory control. The people of earth, from the backwoods to urban centers, are sheep being fed and prodded by mechanical tentacles. You know—churches, governments, and like, corporations, man! If freedom exists at all, it must be somewhere beyond the reach of the electric lights.


Above all, I perceived something sinister in the luminous Cyclops. With only a few channels coming through glass, wires, and a satellite dish on the roof, the TV looked like a space-age mind control device. Its victims were helpless, glued to their couches, their brains programmed by this alien being at the center of the living room.


I was nauseated by the viewer’s passivity, that dull expression in the eyes, a total paralysis before the memetic whirlwind onscreen. Every channel surfer was lost in perpetual hypnosis. ABC. CBS. NBC. CNN. Nickelodeon. MTV. Lifetime. ESPN. BET. Cartoons, talking heads, and stylish commercials. Fast food and cigarettes. Brain pills and automobiles. Unattainable levels of beauty and moral excellence juxtaposed with gang rape and mass murder.


Thinking back, it’s funny to imagine a teenager freaked out by household appliances. But I was definitely that kid. Looking around today, with boomers buried in smartphones and zoomers lost in video games, I’m not sure I was wrong.


My grandfather used to tap his cigarette, point at the TV screen, and say with disgust, “That’s the biggest wasteland ever created.” It was an accurate assessment. But truth be told, ol’ Pap was transfixed by news and sports till the day he died. We lived in a small town tucked away in the Appalachian foothills, far away from the action. For many of us, the real world was behind that glowing glass.


If you go back to the imposing stone deities of Egypt, or even the deerhunters painted on cave walls, public consciousness was always shaped by artificial means. As a descendant of that lineage, the TV is like a cathode ray cave painting of hunts you’ll never go on. It’s a pedestal for synthetic demigods who have medical-grade hardbodies and the straightest smiles you’ve ever seen.


Uncle Ted’s Cabin


As the new millennium approached, American households got personal computers and the internet. In a flash, our TV channels fractured into a billion web pages. Suddenly we found ourselves, or rather our digital twins, on the other side of the screen. Back in the late nineties, I was surfing the web in my community college writing lab, when I came across Ted Kaczynski’s tract Industrial Society and Its Future, popularly known as the “Unabomber Manifesto.”


Uncle Ted made more sense than any peacenik or techie cares to admit. Although the term is not emphasized, his manifesto was my first deep insight into the logic of technocracy—a century-old governmental model whereby scientists, engineers, and other “experts” direct the rest of us through meticulous calculations and technical ingenuity.




Ted was so freaked out by the prospect, he waged an extended mail-bombing campaign between 1978 and 1995, killing three tech industry figures and wounding twenty-three more. With these terror tactics, he successfully extorted the Washington Post and the New York Times to publish his essay. “If we had never done anything violent and had submitted the present writings to a publisher, they probably would not have been accepted,” he wrote under the plural pseudonym FC. “In order to get our message before the public with some chance of making a lasting impression, we’ve had to kill people.”


Grinding his axes one by one, Kaczynski opens his diatribe by attacking the weakness and hypocrisy at the heart of leftist psychology. His focus is always on his enemies’ hidden, often unconscious motivations. The leftist’s self-hatred and twisted need for power, he believed, are emblematic of modern society as a whole.


Apparently, his undergrad education at Harvard left an indelible mark on his psyche. Incidentally, this involved a three-year abusive psychological program directed by US intelligence during his enrollment. “While he was a graduate student at the University of Michigan in 1967,” the Washington Post reported after Kaczynski’s arrest, “he went to a psychiatrist to discuss his wishes for a sex change operation. But in the waiting room, he decided he could not go forward.” His two years as a mathematics professor at Berkeley probably didn’t help his mental state, either.


Fed up with the system—and perhaps himself—Kaczynski headed for the hills of Montana. He sequestered himself in an isolated cabin with little more than a stack of books, improvised explosive ingredients, and a hunting rifle. One day, he discovered a new road cut through his pristine land, and as he later wrote in a letter from prison, “I decided that, rather than trying to acquire further wilderness skills, I would work on getting back at the system. Revenge.”


Applying cold, mathematical logic on par with a computer program, Ted’s manifesto hinges on a primal tension between three elements—the value of wild nature, humanity’s innate need for freedom, and the inescapable web of technology employed by large social organizations.




Under technological systems of control encountered in every aspect of life, he argues, the normal “power process” in organic human beings is disrupted and perverted. In such a system, the instinct for self-assertion—for personal power—is diverted to “surrogate activities” in the lower classes, such as activism, entertainment, or drugs. As upper echelon positions are contracted, the elites’ will to power is amplified.


For Kaczynski, this is the problem with scientists who claim philanthropic motivations. He accuses them of the same hypocrisy that leftists indulge. “With possible rare exceptions,” he writes, “their motive is neither curiosity nor a desire to benefit humanity, but the need to go through the power process.” This includes the drive for money, status, and identification with a powerful scientific collective.


“Thus science marches on blindly,” he laments, “without regard to the real welfare of the human race or to any other standard, obedient only to the psychological needs of the scientists and of the government officials and corporate executives who provide the funds for research.”


From that solid, if overly cynical position, Kaczynski describes the evolution of technology as a cruel irony. Humans are just smart enough to build a mechanical cage around the planet, but too dumb to set themselves free. As this ruthless technium expands, human freedom—indeed, all organic freedom—is in danger of being snuffed out completely.


In Ted’s most paranoid scenario, the machines take on a life of their own. Without ever writing the words “transhumanism” or “singularity,” he saw it all going down:




[L]et us postulate that the computer scientists succeed in developing intelligent machines that can do all things better than human beings can do them. … If the machines are permitted to make all their own decisions, we can’t make any conjectures as to the results, because it is impossible to guess how such machines might behave. We only point out that the fate of the human race would be at the mercy of the machines.







Back in the 1800s, intellectuals speculated that people might become so dependent upon industrial society, our brains and bodies would atrophy. Will humans evolve into parasitic weaklings, they asked, like barnacles on a ship hull, leaving no choice but to ride the mechanical infrastructure? A century later, Kaczynski saw it as an imminent possibility:




As society and the problems that face it become more and more complex and machines become more and more intelligent, people will let machines make more of their decisions for them, simply because machine-made decisions will bring better results than man-made ones. Eventually a stage may be reached at which the decisions necessary to keep the system running will be so complex that human beings will be incapable of making them intelligently. At that stage the machines will be in effective control. People won’t be able to just turn the machines off, because they will be so dependent on them that turning them off would amount to suicide.





Whether this Machine is fully autonomous or steered by a technocratic elite, that leaves the mass of us in the same position. To me, this aspect of Ted’s thought was readily apparent. By submitting to the highest earthly power—technology—the human race will either become high-grade or low-rent cyborgs, plugged into their digital queen like so many bugs in an electric antfarm. The possibility, however remote, should alarm any person who values freedom and dignity. And for most, it does. But it drove Kaczynski insane.


“People have many transitory drives or impulses that are necessarily frustrated in modern life,” he complained. “When going somewhere one may be in a hurry, or one may be in a mood to travel slowly, but one generally has no choice but to move with the flow of traffic and obey the traffic signals.” Reading this passage as a kid, I imagined Ted sitting at a stop light, late for an appointment, his neck craned to look up at its evil red eye. I could see him pounding his fists into the steering wheel and spraying his windshield with spittle as he cursed the goddamn Machine.




The only way out, Kaczynski warned, was revolution. Humans have to smash up the large-scale machines. That accomplished, we have to put norms in place that ensure those systems are never built again. We must return to basic farming communities, and limit ourselves to sustainable, small-scale technologies, or perhaps go back further to anarcho-primitivist bands of hunters and gatherers. But instead of building such a community, Ted lost his mind in total isolation. Then he started killing people.


In the wake of his murder spree, the Unabomber became another police sketch flickering on the TV screen. Once apprehended, Uncle Ted was locked away in a mechanical cage of his own creation. Perhaps with media sensation in mind, his prison psychiatrist reported that Kaczynski “suffered from paranoid schizophrenia” and “had persistent and intense sexual fantasies about being a woman.” Out in polite society, his revolutionary message became crimethink. For nostalgic hipsters, his manifesto became another vapid fashion statement. For the Machine, it was another excuse to crack down on dissent.


On June 10 this year, Kaczynski was found dead in his cell at age eighty-one. Sources at the prison claim it was “suicide.” One wonders if he’d been following the increasingly frantic AI news cycle, and if so, whether he felt horror or satisfaction that his most terrifying predictions were coming to pass.


From Spiritual Machines to the Singularity


A couple of years after reading Ted’s manifesto, I picked up a copy of Ray Kurzweil’s now infamous The Age of Spiritual Machines: When Computers Exceed Human Intelligence. I’d grabbed it at a corporate franchise in Knoxville, Tenn. The iconic cover gleamed like metallic fish scales, reflecting pink and green as I turned it over in my hands. That first edition still sits on my shelf today.


Life is short, but never short on irony. Having pored over the “Unabomber Manifesto” on a hulking computer monitor, I’d go on to read Kurzweil’s transhumanist manifesto under a tree on a sunny campus lawn. The deep psychic connection between the two men was readily apparent. To my surprise, Kurzweil even quoted the “Unabomber Manifesto” at length. At bottom, Kurzweil and Kaczynski describe the same technological vision—like an angel and a demon dancing on a single pinhead. For the paranoid mathematician, the machines are creating hell on earth. For the starry-eyed inventor, those same machines will be the realization of God.


Gripped by unwavering techno-optimism, Kurzweil anticipated exponential improvements in genomics and artificial intelligence in the coming century. The emerging world order would be determined by technology. His conviction hinged on the “Law of Accelerating Returns.” According to his calculations, “as order exponentially increases, time exponentially speeds up (that is, the time interval between salient events grows shorter as time passes).”


In other words, progress is accelerating at an accelerating rate. For example, it took about ten thousand years to go from agriculture’s invention to the Industrial Revolution. From there, it took just a few hundred years to see the first computers. A few decades later, tech corporations had developed supercomputers and the average person could own a PC. It only speeds up from there.


Kurzweil reasoned that new inventions would soon come at us so fast, no one person could ever keep up. Once that exponential growth hits its vertical inflection, our technologies will advance beyond our comprehension or control. Human beings will be forced—as a matter of survival—to merge with the superintelligent machines they’ve created. (Or rather, as I read it at the time, the masses will be forced to merge with machines created by a handful of inventors and controlled by elites who are themselves possessed by digital intelligences.)


Not long after The Age of Spiritual Machines was published, Kurzweil would give this convergence its mystical name—“the Singularity.” This is the “singular point in history” when AI, robots, and a flood of microscopic nanobots will overtake human capabilities and do with us what they will. He was especially obsessed with these nanobot swarms, which he believed would do everything from clearing out cancer and repairing aging tissues to connecting brain cells to artificial intelligence systems.




Kurzweil lifted the term “Singularity” from sci-fi writer Vernor Vinge, who got the idea from the physicist John von Neumann. The “technological singularity” is a riff on a mathematical singularity—the same exponential curve that describes the fabric of matter, energy, space, and time compressing to an infinitely small point in a black hole. Just as light disappears forever into the black hole’s event horizon, so does our view of the future disappear into the technological singularity.


The history of this idea is fascinating to contemplate. While the developed world recovered from the carnage of World War II—which had culminated in the detonation of atom bombs over densely populated cities—and while the Greatest Generation enjoyed their new automobiles, phonographs, and black and white TV sets, a small sect of intellectuals was formulating another way to end the world.


By 1958, early computers had only just incorporated transistors. This began with the UNIVAC II, which boasted a memory of ten thousand words and processed information twice as fast as its predecessor. It was a great leap forward. That same year, von Neumann’s friend related a conversation in which the computing pioneer described “the ever-accelerating progress of technology and changes in the mode of human life, which gives the appearance of approaching some essential singularity in the history of the race beyond which human affairs, as we know them, could not continue.”


The idea was amplified by computer scientist I. J. Good, who in 1965 predicted that a self-improving computer program could yield an “intelligence explosion,” leaving humanity in the dust. “Let an ultraintelligent machine be defined as a machine that can far surpass all the intellectual activities of any man however clever,” he wrote of our future gods. “Thus, the first ultraintelligent machine is the last invention that man need ever make, provided that the machine is docile enough to tell us how to keep it under control.” So from the start, we see a fear that a superhuman mind might not be aligned with human values, or even our existence.


This space-age concept was really launched in 1993, when Vinge presented his paper “The Coming Technological Singularity: How to Survive the Post-Human Era” to a symposium of NASA scientists and engineers. It was in this lecture that he predicted, “Within thirty years, we will have the technological means to create superhuman intelligence. Shortly thereafter, the human era will be ended.”


As I write these words, we just have arrived at that moment. Perhaps it’s no coincidence—both cosmically and culturally—that this is the year the threat of artificial intelligence has flooded public consciousness. As the AI arms race ramps up, the media is swarming with verifiable AI experts who warn runaway development in their field poses an “existential risk” to all mankind. Many now liken AI to nuclear weapons. By plan or happenstance, the cultural narrative is unfolding as it was foretold.


In a 2013 reflection on his predictions, Vinge highlighted the grim evolutionary consequences of the Singularity. “Any intelligent machine of the sort [I. J. Good] describes would not be humankind’s ‘tool’—any more than humans are the tools of rabbits, robins, or chimpanzees.” Weighing the potential upsides against possible extinction, Vinge suggested timeworn solutions, such as “human/ computer symbiosis” and “brain-computer interfaces,” to allow dumb hominids to surf the shockwaves of this intelligence explosion into the future.


For legacy humans, this is an overt threat. For transhumanists, it’s a divine revelation.


The Prophetic Inversion


Kurzweil is a weird, somewhat spastic character with an impressive history of successful inventions and accurate predictions, beginning at an early age. In 1965, at the age of seventeen, he wrote a computer program to emulate classical composers, earning him first prize at the International Science Fair. He went on to invent his famous text-to-speech reader to allow the blind to enjoy books. His personal quirks are off the charts. In 2001, he let his freak flag fly at a TED Talk. While he was dancing in his male body onstage, covered in digital sensors, his animated fembot alter-ego—a Southern belle named Ramona—danced in sync on the video screen behind him.


“The experience was a profound and moving one for me,” Kurzweil wrote afterward. “When I looked in the ‘cybermirror’ … I saw myself as Ramona rather than the person I usually see in the mirror. I experienced the emotional force—and not just the intellectual idea—of transforming myself into someone else.” He went on to imagine virtual realities where “other people (such as your romantic partner) will be able to select a different body for you than you might select for yourself (and vice versa).” In retrospect, he gets points for anticipating trans social media personas and porn psychosis.


Kurzweil’s spiritual roots are of equal interest. He was born into a Jewish family, but was raised Unitarian, so his religious study as a young man ranged from Judaism and Christianity to Buddhism and Chinese philosophy. That religious upbringing suffuses his vision of the future, but with a materialist twist. Rather than the great chain of being descending from God—with the higher orders shaping the lower—the inventor envisioned a digital deity, or pantheon of digital deities, arising from human invention.


This materialist inversion of the spiritual order sits at the heart of transhumanism. In most versions, the higher orders of being emerge from the lower. According to the scientific theory of abiogenesis, dead matter agitated by volcanic vents and lightning gave rise to living cells. These evolved into multicellular organisms, then animal bodies, and then intelligent animals. However simple a lower order may be, it crackles with a field of wild possibilities. Therefore, through digital alchemy, the evolved human mind is able to transform dumb matter—such as rare earth minerals and silicon—into machine intelligence.


Exponential change is awaited as if the chariot of the gods were hovering above us. Kurzweil’s desire to divinize matter would also include the resurrection of the dead. The parallels between his vision and Christian doctrine were explored in detail by Wired magazine writer Meghan O’Gieblyn:




His belief that technology would one day resurrect the dead had led him to compile artifacts from his deceased father’s life—photos, videos, journals—with the hope that these artifacts, along with his father’s DNA, would one day be used to resurrect him. “Death is a great tragedy … a profound loss,” he said in a 2009 documentary. “I don’t accept it … I think people are kidding themselves when they say they are comfortable with death.”





This idea has been floating around since Cosmism emerged in nineteenth-century Russia, around the time Samuel Butler was warning about predatory “mechanical life.” The Cosmist movement traces back to an Orthodox Christian ascetic, Nikolai Fyodorov, who believed “true religion is the cult of ancestors.” As a librarian, Fyodorov may have been inspired by the accumulation of cheap printed material and abundant portraits. He argued that the dead could be resurrected through “rational force” so that “applied science will be aimed at transforming instruments of destruction into the means of regulating the blind death-bearing force.”


When the planet gets overcrowded with blessed zombies, Fyodorov calculated, we’ll need to head out to the stars. “The Earth is a cemetery which, possessing history as it does, contains within itself more substance than all those worlds which have no history,” he wrote in his Philosophy of the Common Task. “By resurrecting all the generations who have lived on this Earth, consciousness will be disseminated to all the worlds of the Universe. Resurrection is the transformation of the Universe from that chaos towards which it is moving into cosmos—into the greatness of incorruptibility and indestructibility.”


These various dreams and nightmares have been woven into Western culture for centuries. Like most transhumanists, Kurzweil is an heir to Nikolai Fyodorov’s utopia, even if he doesn’t mention it. In a similar fashion, Kaczynski is an heir to Samuel Butler’s dystopia—a world populated by living machines. Of course, Kurzweil is also an heir to Butler’s ideas, except he welcomes living machines as the “inevitable” course of evolution.


To understand Kurzweil’s importance as a transhumanist prophet, you have to look at The Age of Spiritual Machines from our standpoint some twenty years later. It’s heartening to note what he got wrong. But it’s sobering to see everything he got right. Back in the era of desktops and modems, Kurzweil predicted that by 2009, we’d see portable computers everywhere, networked together via ubiquitous wireless technology. Consumers would simply download their books, magazines, TV shows, and radio programs to these computers. Many shrugged and sniggered. Yet this all came to pass.


However, Kurzweil also thought most people would already have “a dozen computers on and around their bodies.” These wearable devices would be controlled by voice commands. The displays would be built into eyeglasses. By this time, supercomputer hardware would be comparable to the human brain in complexity. He was dead wrong on the timeline. These advances would take another decade to start creeping in.


By 2019, he wrote, we’d be dipping into the metaverse. People would “routinely use three-dimensional displays built into their glasses, or contact lenses” with “highly realistic, virtual visual environments overlaying the ‘real’ environment.” Keyboards would be replaced by hand gestures and voice commands. Out in the physical world, we’d see 3D holograms in public spaces. He may have been wrong on the date, but with the metaverse on blast, we appear to be on the cusp.


Kurzweil believed that by 2019, our devices would readily translate languages for us. Today, many apps can do this easily. In schools, most education would be conducted by “intelligent software-based simulated teachers.” For many children, e-learning is a lifeless reality. Out in the broader society, Kurzweil predicted people would have “relationships with automated personalities as companions, teachers, caretakers, and lovers.” Most of our decisions would be made with “significant involvement and consultation with machine-based intelligence.” Sadly, this is all part of the new normal.


Of course, Kurzweil was dead wrong about the “three-dimensional nanotube lattices” and advanced nanotech, at least with his timeline on development and adoption. By now, he figured paralyzed patients would use nerve-activated exoskeletons to get around. Household robots would be “ubiquitous” and autonomous vehicles would be commonplace. All wrong. But reading today’s press releases, he wasn’t wrong enough for my taste.




Voices of the Google God


Holding fast to his Law of Accelerating Returns, Kurzweil was confident that by 2029, advanced computers will be capable of emulating a human brain. These “spiritual machines” would even have souls—or something that passes for a soul. “They will increasingly appear to have their own personalities,” Kurzweil wrote in 1999, “evidencing reactions that we can only label as emotions and articulating their own goals and purposes. They will appear to have their own free will. They will claim to have spiritual experiences. And people … will believe them.”
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