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INTRODUCTION



Data analysis, predictive modeling, and data science: these terms are splashed across the news, in books, and online. They’re applications of a field of mathematics called statistics. Although the names of the applications are varied and diverse, the study and knowledge of statistics is at the core of these disciplines.


Statistics is the measuring of data and interpreting that data to prove or disprove a point. That’s it! Statisticians collect and work with large amounts of numbers and measurements. Then they calculate how the numbers relate to each other or how they affect each other.


If you know the basics of statistics—what the numbers tell you—and learn how to collect or obtain accurate, reliable, and good numbers-related facts, and if you further learn to use statistics to arrive at conclusions, then you are well on your way to developing a meaningful statistics-based analysis. This skill can be of great help to you at work, at school, or in your daily life.


This book is for you if you’re new to statistics. I’ll help you build your knowledge gradually. First, we’ll look at core concepts, with each section covering a basic unit of knowledge of statistics. Each section is designed to stand alone, giving you the option of reading the book cover to cover for a comprehensive study. Once you’ve grasped the basics (or if you already know them), you can jump to a section you’re interested in and read only the material you need to learn.


The book can be used if you’re studying statistics in a high school or college course. It can also help you brush up if you’ve take a statistics class in the past, are now being exposed to statistics at work, and would like to know more without taking a full-length course on the subject.


Finally, there are some sections written for high school and college students on how to use statistics in school projects. These units are there to help you understand, design, and test what are called the quantitative research sections of assignments, sections that require a statistical analysis.


Read through the book in the order of the sections provided or jump to the section you’d like to learn: either way, you’re well on your way to gaining a full grasp of what statistics is and how it’s used in business, scientific, and academic studies!







THE BASICS OF STATISTICS



A Tool of Measuring





The science of statistics is used to analyze large groups of numbers. It can be used with spreadsheet software to build simple programs—these programs are called predictive models, and they can help do just that: use statistics to predict the most probable future outcomes of a set of circumstances. While predictive models, data analysis, and data science are different, they all use the same related statistical tools. With them, you’ll be able to get data and then provide a testing method to answer a variety of questions. Fundamentally, most statistical studies and models want to know how the numbers that make up the data relate to each other. What’s the average? How does the shape of the data look on a graph? And, possibly the most important in any study or research assignment: what does the data tell us?


STUDIES USE STATISTICS


The desktop computer became a reality in the 1980s. People were encouraged to get a desktop computer and were told that it would release users from mundane tasks, giving them more personal time. Well, that didn’t happen. What did happen is that governments, companies, and individuals found that there was a great deal of data available to help these entities make decisions. Just like the classic question “What came first—the chicken or the egg?”, you can argue the issue as “What came first, the data or the question?” In other words, did the data show that there is a question to be answered or are there questions that require data collection?


Unlike the chicken/egg conundrum, the answer to the data collection/study question is that they are both right. With all the data that is available, people can sit at their desks, analyze the data, and pose questions implied by it or answer questions posed by someone else. Before the age of the desktop computer, that work was being done, but only by those who had access to larger computers and who could pay the bill for the very expensive computer time. (In those days, computers sometimes took up rooms or even, in some cases, entire buildings.)


Today, because powerful computers are accessible and easier to use, statistics have worked their way into the fabric of our daily lives. In today’s political campaigns, statistics are an essential tool used by candidates. How many people voted for your political party in the last election? How many of them are men, and how many are women? By what percentage did women support your party? What percentage of the men? Pollsters—a central part of campaign personnel—are experts in statistical analysis. You’ve no doubt seen a news report in which candidate X leads candidate Y by 5 percentage points (with a margin of error of ± 3 percent).


What’s the Question?





With any good study, the question at the study’s center must be clearly stated. From there you’ll know where to look for good information, and you’ll also know what kind of information will help you answer the question. After you’ve collected the data, you can start using statistics to help find the answer.





Here is a typical question that data analysts use statistics to answer: how many people visiting your company’s social media page are in turn visiting your company’s website? Once they’re there, what advertising blurbs led to the biggest sales?


There is an underlying question here: what’s the most effective advertising combination for the biggest sales? The question is embedded within the study.


Finding the right information and data is critical to a good study. Good statistics can be made into great statistics if you can use information and data that are most relevant to the question. In this example, if you successfully use the science of statistics to measure accurately the relation of the websites and advertisements as they relate to sales, you would also be able to build a predictive model that could tell you how the ads would work in the future.


What Is the Value of a Predictive Model?





A predictive model uses a study’s results and then builds a tool that gives a good chance of predicting the future with similar data. These models are used in marketing, finance, and medicine, among other fields.





STATISTICS IN SCIENTIFIC TERMS


In more scientific terms, statistics measures the frequency, distribution, randomness, and cause/effect relationship of data points in studies. Statistics is used to determine measures of center, spread, and relative frequency and to create models used for predicting outcomes in finance, marketing, manufacturing, and medicine. It is even used in sports. Michael Lewis wrote a book titled Moneyball: The Art of Winning an Unfair Game, which later became the movie Moneyball, starring Brad Pitt. It describes how the general manager of the Oakland Athletics used sabermetrics (a branch of statistics that deals specifically with baseball) to help a small-market baseball team compete with teams that had more money to spend. Using statistics is becoming more prevalent in the sporting world, and not just baseball. Turn to your favorite Internet sports page, and you’ll see row after row of statistics about every sport being played around the world.


When you use statistics, you are looking at groups of numbers from surveys and studies and then measuring how the numbers are related to each other. Finally, statistics can be used to develop a predictive model, with specialized tools that can help determine the cause/effect relationship between inputs of data.


DATA IS THE KEY TO STATISTICS


There are a few basic steps to any statistical study, but they all revolve around numbers, measurements, opinion polls, sales figures, medical study outcomes, stock or other financial trading numbers, etc. The sources of the data can vary widely.


Here’s a typical example of the use of data in a study: an educator is trying to determine the optimal factors that prepare eleventh graders for the SATs. She measures high school course load, prior high school college prep grades, hours spent in school-sponsored SAT preparation courses, hours spent in SAT self-study, student hours spent in outside school employment activities, if either or both parents attended college, and number of semester hours and levels of math and English each student has had.


The researcher asks the students and their parents to provide information on these points. This information, once it’s collected, is called the data. The researcher uses statistics to measure what can be attributed to most helping a student achieve the highest SAT scores. In other words, the researcher is trying to answer this question: “What are the strongest influencers to my students achieving high SAT scores?”


The Uses of Statistics





Here’s a list of some fields in which extensive use is made of statistics tools:


• Stock trading


• Marketing


• Internet sales


• Weather prediction


• Professional sports


• Politics


• Medical research


• Government economic reports


• Advanced academic studies (research papers)





This example highlights the importance of having accurate data. If the answers the parents and students give are wrong—perhaps students exaggerate the number of hours they study for the SAT or parents lie about attending college—the conclusions the researcher draws will be wrong. On the other hand, if the data she’s working with is right, statistical analysis will give her the answers she needs.







HOW STATISTICS ARE USED



Statistics Terms and Their Function





Before we get into the details of using statistics, you’ll need to learn a few specialized words and terms. Getting to know the technical words and what they mean can help you understand statistics. This section will introduce how statistics are used and some of the key words that you’ll need to know going forward.


SOME KEY WORDS


When describing the world we use simple and complex words. While simple words are usually easier to understand, they are actually more difficult to understand when used in the context of statistics. Why is this? Because the complex technical terms that are used to describe statistics can also be used as a sort of shorthand to get at big ideas. By using one or two technical terms, researchers can make complex ideas seem simpler.


For example, words such as data imply large amounts of numerical results—most often obtained from a survey or other research. Other words, such as study, refer to an entire start-to-finish statistics project. Observations relates to the data: how it is collected, how questions in a survey are formulated, and so forth.






	STATISTICS TERMS TO KNOW







	TERM


	DEFINITION







	Data


	Individual bits of numerical observations







	Population


	The group containing all possible entities of concern







	Sample


	A part of the population from whom data is collected







	Observation


	Each separate collection of one bit of data







	Study


	Collecting data and using statistics to make an inference about it







	Inference


	An educated, statistically supported “guess” about a group of data







	Descriptive statistics


	Values that describe (e.g., center, spread, shape) data sets







	Inferential statistics


	Making educated guesses, testing theories, modeling observations’ relationships, and predicting outcomes with data analysis







	Descriptive observations


	Data that describes qualities rather than amounts (such as hair color, eye color, etc.)







	Random variables


	Numerical or descriptive observations that happen by chance







	Data set


	A group of collected or observed data bits (or data points)







	Quantitative data


	Data that is numerical







	Qualitative data


	Data that is not numerical








COLLECTING DATA IS THE FIRST STEP


The first step in all statistics is determining a design for collecting the data. In order to crunch the numbers, you’ll need good, reliable data. In fact, the collection of the data for any study can be the most critical factor in finding valid results. It is often unfeasible, if not impossible, to have every element in the population give input to the collection. Therefore, the process for collecting data requires that enough data points be collected without any bias. Asking the question “Who is going to win the World Series?” only in Boston holds great potential for a biased response (because in Boston the Red Sox are always going to win the World Series). Ignoring gender, political affiliation, economic status, and other demographic considerations can certainly lead to data that is unreliable.


A critical factor in the accumulation of data is the issue of randomness. One of the methods used in the design of how data is collected to help ensure that the data is not biased is some form of random selection. When conducting a telephone survey, for instance, those conducting the survey use random number generators to determine which telephone numbers from a given region they’ll call. High school students, in an attempt to determine how the student body feels about an issue, might ask every third student who enters the cafeteria to complete a questionnaire.


Once the collection process has been designed, you can get a statistically valid sample of, say, one hundred or two hundred data points, which will give the same basic information as one hundred thousand data points. This process is called sampling a population. Sample is the word for the one or two hundred (the small group), and population is the word for the one hundred thousand (the entire group).


Sampling is a key tool in polling. When pollsters say that 72 percent of the population approves of an action by a politician, they don’t mean that they asked every person in the country what they thought of the action of Senator Smith. Rather, they developed a representative sample of the state population—representative in terms of race, gender, age, income level, and so on. That’s the sample they polled, and they extrapolated from there. If 72 percent of their sample approves of the job Senator Smith is doing, and if the sample is typical of the entire state’s population, it’s a fair assumption that approximately 72 percent of the voting population agrees that Senator Smith is doing a good job. Of course, such a statistic is only approximate—there’s room for error, called the margin of error. In later sections we’ll discuss how big or small this error might be and how to determine it.


STATISTICS DESCRIBE DATA


From the sample set you will be able to use statistics to characterize the data collected. You will be able to describe the smallest, the largest, the middle, and the most common number in the group. You will also be able to describe how close most of the data points are to the middle. Why is this important? Because you might need to know more than just the average. You may need to know how often an observation (or event, or test, or bit of data) happens, and when it does happen, what the chances are of it happening near its average.


This is a classic example of descriptive statistics. It can go a long way in helping you use statistics to see how often something will occur.


HOW DESCRIPTIVE STATISTICS ARE USED


Let’s say a TV station is trying to predict the weather during a snowstorm. The staff at the TV station would like to know the average snowfall on the date in question; they’d also like to know the average snowfall during snowstorms that last more than twenty-four hours. By accessing US weather databases, they’ll be able see thousands of measurements of snowfall across the nation for the past sixty-plus years. But we’re talking thousands and thousands of numbers—beyond the ability of the staff to analyze in their very limited time frame.


Because the grouping of data is too large to investigate, the TV station takes a sample of the data: they pull one snowfall report for every fifty recorded. The result is a sampling of the entire database over the past sixty years, even though the staff has only looked at one out of every fifty reports. No matter; this is a statistically valid sample.


The TV station then uses statistical methods to see (with a high percentage of accuracy) how much snow will fall after this twenty-four-hour snowfall. From this, the TV station can further break down the data and predict how much snow will fall every hour.







KEY POINTS OF STATISTICAL ANALYTICS



Using Statistics to Describe, Interpret, and Model





The object of statistical analytics after the collection and interpretation of the data is to interpret this data. In this respect, the size of the data set doesn’t really matter, whether it’s a sample drawn from a much larger body of information or if the study itself had only a few observations and, therefore, a smaller data set. Either way, after the data is collected it can then be analyzed. This section will discuss the two types of data analysis: descriptive statistical analysis and inferential statistical analysis.


DESCRIPTIVE ANALYTICS


Descriptive analytics is the measuring, sorting, and study of data and the process of describing it. When you first look at a set of data, you can tell a lot: the largest number, the smallest number, the average number, and so on. You can also tell how close around the average number in the middle the set of data is grouped. In other words, you can tell not only the average, but also what percentage of the numbers in your study are close to the average and how close.


This is important in helping you find out how often something happens. In a medical study, you might need to see not only by how much the new medicine lowers a fever, but you might also need to know how frequently it has that result. With descriptive statistics, you can tell not only the average number of degrees by which a fever was reduced but also the range of temperatures the fever was reduced by, say, in more than half of cases. In this example, you would be using descriptive statistics to find not only an average, but also a frequency.


Descriptive or Inferential?





How do you know if you are talking about descriptive or inferential statistics? If you are describing the data with measures of center, spread, or shape, then it’s descriptive statistics. If you draw conclusions from the data to predict center, spread, or shape, then it is inferential statistics.





INFERENTIAL ANALYTICS


A second way that statistics are used is called inferential statistics. Inferential statistics help you make inferences, or educated guesses, about the information contained in a data set. You draw conclusions, although possibly tentative ones, on how pieces of data relate to one another. This is important in creating models that are used to predict future outcomes.


How is this done? First, you use statistics to measure the quality of the data you’ve collected. You do this to determine if any inferences or educated guesses you made are accurate.


Let’s say you want to know what kinds of car maintenance can lead to the highest increase in a car’s fuel efficiency, measured in miles per gallon (mpg). If you’ve made a guess, you’ll want to know how accurate it was. You take measurements (called observations), and then you use statistical tools to determine which of the inputs—say, tire pressure, oil changes, quality of gasoline, and outside temperature—had the most effect on the car’s fuel consumption. At the same time, those tools will tell you what factors or inputs you observed didn’t have any effect at all on the car’s mpg. With statistics, the goal is usually 95 percent accuracy before a researcher can assume that the guess is correct. With inferential analytics, you can tell (ideally with 95 percent accuracy) what kinds of car maintenance (the data inputs in the study) lead to the greatest increase in the car’s mpg.


With this information you’re now ready for theory testing. This is one of the reasons that statistical studies are done in the first place.


More Vocabulary





The three biggest items that statisticians concern themselves with are the measures of center, spread, and relative frequency. When these items measure a population, they are called parameters. If they are measures of a sample, they are called statistics.





A car company suspects that tire air pressure and frequent tune-ups lead to the highest level of mpg improvement over time. They also suspect that changing the oil more often affects mpg, but they’re unsure by how much. After conducting a study, the car company can apply an analysis of variance (ANOVA) to see that, indeed, keeping tires properly inflated relates directly to higher mpg. In fact, they know this with 95 percent certainty. However, more frequent tune-ups directly result in higher mpg with only 75 percent certainty, and more frequent oil changes are down to a 50 percent certainty. With this new information, the car company can now take the experiment one step further: they can measure how much tire pressure results in the greatest increase in mpg and stop the tune-up and oil change part of the study. This is an excellent example of the inference part of statistics. (We’ll discuss ANOVA in more detail later in the book.)


MODELING


The last, and perhaps the most interesting, part of statistics is modeling. Using software such as Microsoft Excel and other (sometimes more complex) software, the car company is able to take the information they’ve found about tire pressure and its relationship to mpg and build a predictive model.


The goal of the predictive model is to use the past to predict the future. How is this done? In the tire problem, all the tested tire pressures are measured against the resulting increase in the car’s mpg. From this, a computer calculates the predicted mpg of a car if the tire pressure is x.


The Need for Speed





The kind of tire pressure/mpg/speed measurements we’ve been talking about in this section are done at the Daytona 500, Indy 500, etc. Each race team’s pit crew inputs such data as track temperature, air temperature, weather, driver weight, and so forth to find the optimal mix of race car adjustments. In effect, they’re saying, “There are things we can’t change on race day, such as the weather and temperature. What do we control on the car to make it as fast as possible?”










MIXING UP THE TEST



Randomness and Random Sample Sets





As we’ve seen, when available data is impractically large for purposes of analysis, you can test a smaller part of the whole. This is called a random sample set.


This smaller sampling technique works just fine, if you follow certain rules. The main rule is to maintain a random sample of the larger population. Randomness is the key to sampling.


DIFFERENT WAYS TO RANDOMLY TEST


There are several different ways to make sure that your smaller sample set represents a true example of the larger sample set. Systematic sampling means that you test one out of every specified number of samples, regardless of what order they are in. For instance, if you were testing coffee drinkers at a café, you could test every hundredth customer who came into the store. This sample set would be random, because, all other things being equal, you would have no way of knowing who was going to walk through the door next.


The second way is stratified sampling. To make your sample set even more random, you separate the chosen number into categories—say, men and women. In the case of the coffee shop, you survey every hundredth man and every hundredth woman. You then combine the results, offering an even greater level of diversification and randomness in your sample set.


You can obtain additional levels of randomness by cluster sampling, which in this case means sampling coffee customers at randomly chosen locations. Finally, there is convenience sampling. Here you’d only address questions to coffee customers when and where you buy your own coffee, with no set pattern and no set times but strictly at your own convenience. (This last method is the least random.)


MISLEADING RANDOM SAMPLE SETS


Random sampling is widely used when the entire population of the study is large. This is typically the case in presidential election polling. However, there are times when such polling can be highly misleading. A classic example of this was in 1936, when Republican candidate Alf Landon and Democratic candidate Franklin Roosevelt were running for the presidency. A popular magazine, The Literary Digest, was commissioned to perform the largest-ever presidential election poll. In this poll, the magazine sent out 10 million questionnaires, asking readers whom would they vote for. The magazine received 2.1 million ballots; these showed that Landon would get 57 percent of the votes and would win the election.


Of course, anyone who’s read history knows Roosevelt won the election. What went wrong with this sample set? Surely its huge size should have led to accurate testing.


The problem wasn’t with the size of the sample but rather the fact that it wasn’t random enough. The magazine sent out the poll questions to magazine subscribers, owners of autos, and those who had a telephone in the home. This created an immediate bias: remember, in 1936 the United States was in the middle of a deep economic depression, and those who subscribed to magazines, owned cars, and had phones in the home were typically better off financially than those who didn’t. In fact, these more affluent people were almost exactly the profile of voters who would vote Republican in the next election. Because of this inherent bias in the polling methods, the sample itself was biased, and the results were false!


Sometimes, even statistics aren’t enough to predict an accurate outcome. In the 2016 US presidential election, polls showed Democrat Hillary Clinton with a comfortable lead for much of the campaign. Even toward the end, when the race between Clinton and Republican Donald Trump narrowed significantly, Clinton’s campaign advisers clung to their belief in the polls (and polls in 2016 were certainly much more sophisticated than those in 1936).


Kennedy’s Polling





The first US presidential campaign to make use of a private poll was that of John F. Kennedy in his 1960 run against former vice president Richard Nixon. Since then, virtually all serious presidential, senatorial, and congressional campaigns have made extensive use of private polling services.





As we all know, Clinton lost the election, and Trump was elected president. What happened? Pundits are still debating, but it seems clear that two factors influenced the election. First was the revelation by the FBI that it was investigating certain of Clinton’s emails, focusing (or rather, refocusing, since this issue had come up earlier) the public’s attention on her use of a private email server while she was secretary of state. Second, her campaign made a decision to campaign minimally in what turned out to be battleground states. Trump’s campaign won these states and, subsequently, the electoral college. For all of the sophisticated polling methods used, both campaigns were surprised at the outcome.







KNOWING THE QUALITY OF YOUR DATA



Is Your Information Good?





The starting point of any statistical study is the collection of data. The data can be sourced from government, financial, or medical databases. The information can also come from online surveys, personal interviews, or mailed questionnaires.


SurveyMonkey





One of the best ways to perform electronic interviews is to set up your questionnaire through the survey company SurveyMonkey (www.surveymonkey.com). The company helps you build your surveys and then sends them out to its subscriber list.





After you’ve gotten your survey ready, sent it out, and received your responses, the next thing to do is see how good your responses are.
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