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Foreword
      

      
      
      
      In 1814, Pierre-Simon Laplace wrote, “Life’s most important questions are, for the most part, nothing but probability problems.”
         For well over a hundred years after that, the only way to answer such questions (while remaining true to the dictum) was to
         analyze each problem with pen and paper, obtain a formula for the result, and evaluate the formula by plugging in the numbers
         by hand. The advent of computers did not change this very much. It simply meant that more-complicated formulas could be evaluated,
         with more numbers, and the pen-and-paper analyses became more ambitious, often stretching to hundreds of pages.
      

      
      The analysis of a probability problem requires the formulation of a probability model that lays out the space of possibilities and, in some fashion, assigns a numerical probability to each of them. In the past,
         probability models were written down using a combination of natural language text and semi-formal mathematical notation. From
         the model, a formula or algorithm for calculating answers was derived by further mathematical manipulation. Each of these
         stages was laborious, error-prone, and problem-specific, placing severe practical limits on the applicability of probability
         theory. Despite Laplace, life’s most important questions remained unanswered.
      

      
      The first major step forward was the development of formal languages, such as Bayesian networks and Markov networks, for defining probability models. A formal language has a precise syntax,
         defining what counts as a correct expression, and a precise semantics, defining what each correct expression means (i.e.,
         exactly which probability model is represented by each expression). It thus became possible to describe probability models
         in machine-readable form and to develop a single algorithm for computing the consequences of any expressible probability model.
      

      
      In the foregoing narrative, there is a fly in the ointment: the lack of expressible probability models. The formal languages of Bayesian and Markov networks are, in fact, quite limited in their expressive
         power. They are, in a sense, probabilistic analogs of Boolean circuits. To get a sense of what this limitation means, consider
         the problem of writing payroll software for a large company. In a high-level programming language such as Java, this might
         involve tens of thousands of lines of code. Now, imagine trying to implement exactly the same functionality by wiring together
         Boolean gates. Such a task seems utterly impossible. The circuit would be unimaginably large, complicated, and opaque, because
         circuits lack the expressive power to capture the structure of the problem.
      

      
      In 1997, Avi Pfeffer, the author of this book and then still a student, along with his advisor Daphne Koller and collaborator
         David McAllester, published the seminal paper on probabilistic programming languages (PPLs), providing the key idea linking
         probability theory with the expressive power of high-level programming languages. The idea was to let programs be probability
         models by introducing stochastic elements and defining the meaning of a program to be the probability of each possible execution
         trace. This idea tied together in a productive way two of the most important branches of mathematics, and we are just beginning
         to explore the new possibilities that have emerged from it.
      

      
      This book takes the reader gently through these ideas using the Figaro language to illustrate the concepts and their applications.
         It avoids unnecessary mathematics and concentrates on real-world examples, which are laid out in detail and carefully explained.
         It is suitable for someone with a typical programming background. As a byproduct of working through the book, the reader will,
         with less effort than usual, acquire a strong grasp of the principles and techniques of Bayesian inference and statistical
         learning. Perhaps most importantly, the reader will learn the skill of modeling, which is among the most critical skills any
         scientist or engineer can have. Figaro and other PPLs allow one to express that skill directly, rapidly, and precisely.
      

      
      The book is an important step in moving probabilistic programming from the research laboratories where it has been developed,
         out into the real world. Undoubtedly the capabilities of PPL systems will, in some ways, fail to meet this challenge, and
         those research laboratories will have their work cut out. On the other hand, readers of this book will undoubtedly find creative
         ways to apply Figaro and its relatives to a wide range of new problems never imagined by the author.
      

      
      STUART RUSSELL

      
      PROFESSOR OF COMPUTER SCIENCE

      
      UNIVERSITY OF CALIFORNIA, BERKELEY

      
      

Preface
      

      
      
      
      Probabilistic programming is an exciting new field that is quickly gathering interest, moving out of the academic arena and
         into the world of programmers. In essence, probabilistic programming is a new way of creating models for probabilistic reasoning,
         which lets you predict or infer things you don’t know from observations. Probabilistic reasoning has long been one of the
         core approaches to machine learning, where you use a probabilistic model to describe what you know and learn from experience.
         Before probabilistic programming, probabilistic reasoning systems were limited to models with simple and fixed structures
         like Bayesian networks. Probabilistic programming sets probabilistic reasoning systems free from these shackles by providing
         the full power of programming languages to represent models. It’s analogous to moving from circuits to high-level programming
         languages.
      

      
      Although I didn’t realize it at the time, I’ve been working on probabilistic programming since my teens, when I developed
         a soccer simulation in BASIC. The simulation used instructions like “GOTO 1730 + RANDOM * 5” to express random sequencing
         of events. After careful tuning, the simulation was realistic enough to keep me entertained for hours. Of course, in the intervening
         years, probabilistic programming has matured a long way from GOTO statements with random targets.
      

      
      In 1997, I coauthored, with Daphne Koller and David McAllester, one of the first papers on probabilistic programming. The
         paper introduced a probabilistic Lisp-like language, but the main innovation of the paper was an algorithm for inferring likely
         aspects of the program based on evidence about its output. This innovation took probabilistic programming beyond typical probabilistic
         simulation languages by providing a means not only to run the program forward to obtain possible executions, but also to reason
         backward and infer why an observed result was produced.
      

      
      In the early 2000s, I developed IBAL (pronounced “eyeball”), which was the first general-purpose probabilistic programming
         system based on functional programming. IBAL was highly expressive and contained novel inference algorithms, but over the
         years I gradually became dissatisfied with its limitations, chief among which was the difficulty of interacting with data
         and integrating with applications. These limitations motivated me, in 2009, to begin developing a new probabilistic programming
         system, which I named Figaro. Figaro was designed with practicality as the foremost goal, without sacrificing the power of
         probabilistic programming. This led to the design decision of implementing Figaro as a Scala library, which makes it easy
         to integrate probabilistic programming models into a Java Virtual Machine application. At the same time, Figaro has possibly
         the widest range of representational features and inference algorithms of any probabilistic programming system I know of.
         Figaro is now an open source GitHub project and is up to version 3.3.
      

      
      Probabilistic programming can be a challenging technique to master because it requires multiple skills, principally the ability
         to write probabilistic models and the ability to write programs. For many programmers, writing programs comes naturally, but
         probabilistic modeling is a bit mysterious. This book is designed to take the mystery out of probabilistic modeling, to show
         you how to program effectively when creating probabilistic models, and to help you use probabilistic programming systems effectively.
         The book assumes no background in machine learning or probabilistic reasoning. Some experience with functional programming
         and Scala will be helpful, but you don’t have to be a Scala wizard to use the book, and your Scala expertise will probably
         grow as a result of reading it.
      

      
      After reading this book, you should be able to design probabilistic models for many applications to get meaningful information
         from your data, without needing a PhD in machine learning. If you’re an expert in some domain, the book will help you express
         the models you have in your head or on paper and make them operational, enabling you to evaluate and analyze different possibilities.
         If you are a data scientist, the book can help you develop richer, more detailed, and potentially more accurate models than
         are feasible with other tools. If you are a software engineer or architect looking to incorporate into your systems the ability
         to reason under uncertainty, this book will help you not only build models for handling uncertainty but also integrate these
         models into your application. Whatever reason you have for picking up this book, I hope you enjoy it and find it useful.
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About this Book
      

      
      
      
      Lots of decisions, whether in business, science, the military, or everyday life, involve judgment calls under uncertainty.
         When different factors sway you in different directions, how do you know what to pay attention to the most? Probabilistic
         models enable you to express all the relevant information about your situation. Probabilistic reasoning lets you use these
         models to determine the probability of the variables that make the most difference to your decision. You can use probabilistic
         reasoning to predict the things that are most likely to happen: will your product be a success at your target price; will the patient respond
         well to a particular treatment; will your candidate win the election if she takes a certain position? You can also use probabilistic
         reasoning to infer the likely reasons behind what happened: if the product failed, is it because the price was too high?
      

      
      Probabilistic reasoning is also one of the main approaches to machine learning. You encode your initial beliefs about your
         domain in a probabilistic model, such as the general behavior of users in response to products in your market. Then, given
         training data, perhaps about the response of users to specific products, you update your beliefs to get a new model. Now you
         can use your new model to predict future outcomes, like the success of a planned product, or infer likely causes of observed
         outcomes, like the reasons behind the failure of a new product.
      

      
      In the past, probabilistic reasoning used dedicated languages to represent probabilistic models. In recent years, we have
         come to realize that you can use ordinary programming languages, which has resulted in probabilistic programming. This has
         three major benefits. First, you get to benefit from all the features of the programming language, like rich data structures
         and control flow, when building your models. Second, your probabilistic model can easily be integrated with other applications.
         And third, you benefit from general-purpose inference algorithms for reasoning with your models.
      

      
      This book aims to provide you with the knowledge to use probabilistic programming in your everyday activities. In particular,
         it tells you
      

      
      

      
         
         	How to build probabilistic models and express them as probabilistic programs
            
         

         
         	How probabilistic reasoning works and is implemented in a variety of inference algorithms
            
         

         
         	How to use the Figaro probabilistic programming system to build practical probabilistic programs
            
         

         
      

      
      Figaro is implemented as a Scala library. Like Scala, it combines functional and object-oriented programming styles. It will
         be useful to you to know a little bit about functional programming. The book doesn’t make use of advanced functional programming
         concepts, so you should be able to understand it with just a little knowledge. Likewise, it will be helpful to you to know
         some Scala. Although Scala constructs are often explained in the book, this book in not an introduction to Scala. Again, the
         book generally does not use the more esoteric features of Scala, so a little exposure should be enough.
      

      
      
      
Roadmap
      

      
      Part 1 of the book is an introduction to probabilistic programming and Figaro. Chapter 1 begins by explaining what probabilistic programming is and why it is useful and then provides a brief introduction to Figaro.
         Chapter 2 is a tutorial on using Figaro, which will quickly get you up to speed on writing probabilistic programs. Chapter 3 provides a complete probabilistic programming application in the form of a spam filter, including a component that reasons
         about whether a given email is normal or spam and a component that learns the probabilistic model from training data. The
         goal of chapter 3 is to provide you with the big picture of how everything fits together before you get into the detail of modeling techniques.
      

      
      Part 2 is all about building probabilistic programs. It begins in chapter 4 with basic material on probabilistic models and probabilistic programs that is important to understand so you really know
         what you’re doing when you create probabilistic programs. Chapter 5 presents the two modeling frameworks that lie at the heart of probabilistic programming, Bayesian networks and Markov networks.
         Chapters 6 through 8 describe a set of useful programming techniques for building more advanced programs. Chapter 6 talks about using Scala and Figaro collections to organize programs involving many variables of the same type. Chapter 7 talks about object-oriented programming, which is as beneficial for probabilistic programming as it is for ordinary programs.
         Chapter 8 is about modeling dynamic systems. A dynamic system is a system whose state changes over time, and it’s an extremely common
         and important application of probabilistic reasoning that is discussed in depth in this chapter.
      

      
      Part 3 teaches you about probabilistic inference algorithms. It’s important to understand inference to use probabilistic programming
         effectively, so you can use the right algorithm for a task, configure it in the right way, and express your model in a way
         that supports effective reasoning. Part 3 strikes a balance between teaching you the theory behind the algorithms and giving you practical tips on how to use them.
         Chapter 9 is a foundational chapter that presents the three rules that capture the main ideas used in probabilistic inference. Chapters 10 and 11 describe the two main families of inference algorithms. Chapter 10 describes factored algorithms, including an introduction to factors and how they work, and the variable elimination and belief
         propagation algorithms. Chapter 11 covers sampling algorithms, with a particular focus on importance sampling and Markov chain Monte Carlo algorithms. While
         chapters 10 and 11 focus on the basic query of computing the probability of variables of interest, chapter 12 shows you how factored and sampling algorithms can be used to compute other queries, such as the joint probability of multiple
         variables, the most likely values of variables, and the probability of the observed evidence. Finally, chapter 13 discusses two advanced but important inference tasks: monitoring a dynamic system as it changes over time, and learning the
         numerical parameters of a probabilistic model from data.
      

      
      Each of the chapters has a set of exercises. These exercises range from simple calculations through programming tasks to open-ended
         thought exercises.
      

      
      The book also contains two appendixes. Appendix A contains installation instructions to get started with Figaro. Appendix B is a brief survey of other probabilistic programming systems.
      

      
      
      
      
About the code and exercises
      

      
      The code in the book is presented in a fixed-width font like this to separate it from ordinary text. Code annotations accompany many of the listings, highlighting important concepts. In some
         cases, numbered bullets link to explanations that follow the listing.
      

      
      The book contains many code examples, most of which are available in the online code base, which can be found at the book’s
         website, www.manning.com/books/practical-probabilistic-programming. The website also includes answers to selected exercises.
      

      
      
      

About the Author
      

      
      
      
      Avi Pfeffer is a probabilistic programming pioneer, having been active in the field since its earliest days. Avi is the lead
         designer and developer of Figaro. At Charles River Analytics, Avi is engaged in applying Figaro to diverse problems including
         malware analysis, vehicle health monitoring, climate modeling, and evaluating engineered systems.
      

      
      In his spare time, Avi is a singer, composer, and music producer. Avi lives in Cambridge, Massachusetts with his wife and
         three kids.
      

      
      
      
Author Online
      

      
      Purchase of Practical Probabilistic Programming includes free access to a private web forum run by Manning Publications where you can make comments about the book, ask technical
         questions, discuss exercises, and receive help from the author and from the community. To access the forum and subscribe to
         it, go to www.manning.com/books/practical-probabilistic-programming. This page provides information on how to get on the forum once you’re registered, what kind of help is available, and the
         rules of conduct on the forum.
      

      
      Manning’s commitment to our readers is to provide a venue where a meaningful dialog between individual readers and between
         readers and the author can take place. It’s not a commitment to any specific amount of participation on the part of the author,
         whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the author some challenging questions
         lest his interest stray!
      

      
      The Author Online forum and the archives of previous discussions will be accessible from the publisher’s website as long as
         the book is in print.
      

      
      
      

About the Cover Illustration
      

      
      
      
      The figure on the cover of Practical Probabilistic Programming is captioned “The Venetian.” The illustration is taken from a French travel book, Encyclopédie des Voyages by J. G. St. Saveur, published in 1796. Travel for pleasure was a relatively new phenomenon at the time and travel guides
         such as this one were popular, introducing both the tourist and the armchair traveler to the inhabitants of other regions
         of France and abroad.
      

      
      The diversity of the drawings in the Encyclopédie des Voyages speaks vividly of the uniqueness and individuality of the world’s towns and provinces just 200 years ago. This was a time
         when the dress codes of two regions separated by a few dozen miles identified people uniquely as belonging to one or the other.
         The travel guide brings to life a sense of isolation and distance of that period and of every other historic period except
         our own hyperkinetic present.
      

      
      Dress codes have changed since then and the diversity by region, so rich at the time, has faded away. It is now often hard
         to tell the inhabitant of one continent from another. Perhaps, trying to view it optimistically, we have traded a cultural
         and visual diversity for a more varied personal life—or a more varied and interesting intellectual and technical life.
      

      
      We at Manning celebrate the inventiveness, the initiative, and the fun of the computer business with book covers based on
         the rich diversity of regional life two centuries ago brought back to life by the pictures from this travel guide.
      

      
      
      
      


Part 1. Introducing probabilistic programming and Figaro
      

      
      
      What is probabilistic programming? Why is it useful? How do you use it? These questions are the main subject of part 1. Chapter 1 introduces you to the basic ideas of probabilistic programming. It begins with the concept of a probabilistic reasoning system
         and shows you how probabilistic programming marries the traditional concept of probabilistic reasoning systems with programming
         language technology.
      

      
      In this book, you’ll use a probabilistic programming system called Figaro. Chapter 1 briefly introduces Figaro, while chapter 2 presents a quick tutorial of all the main Figaro concepts, so you can quickly start writing probabilistic programs. Chapter 3 presents a complete probabilistic programming application to give you a big-picture overview of how a practical application
         is put together. Though this chapter is placed near the beginning of the book so you start with the big picture, it’s worth
         revisiting as you read more of the book and have learned some of the deeper concepts.
      

      
      
      
      
      


Chapter 1. Probabilistic programming in a nutshell
      

      
      This chapter covers

      
      

      
         
         	What is probabilistic programming?
            
         

         
         	Why should I care about it? Why should my boss care?
            
         

         
         	How does it work?
            
         

         
         	Figaro—a system for probabilistic programming
            
         

         
         	A comparison between writing a probabilistic application with and without probabilistic programming
            
         

         
      

      
      In this chapter, you’ll learn how to make everyday decisions by using a probabilistic model and an inference algorithm—the
         two main components of a probabilistic reasoning system. You’ll also see how modern probabilistic programming languages make
         creating such reasoning systems far easier than a general-purpose language such as Java or Python would. This chapter also
         introduces Figaro, the probabilistic programming language based on Scala that’s used throughout the book.
      

      
      
      
      
1.1. What is probabilistic programming?
      

      
      Probabilistic programming is a way to create systems that help us make decisions in the face of uncertainty. Lots of everyday decisions involve judgment
         in determining relevant factors that we don’t directly observe. Historically, one way to help make decisions under uncertainty
         has been to use a probabilistic reasoning system. Probabilistic reasoning combines our knowledge of a situation with the laws of probability to determine those unobserved factors that are critical
         to the decision. Until recently, probabilistic reasoning systems have been limited in scope, and have been hard to apply to
         many real-world situations. Probabilistic programming is a new approach that makes probabilistic reasoning systems easier
         to build and more widely applicable.
      

      
      To understand probabilistic programming, you’ll start by looking at decision making under uncertainty and the judgment calls
         involved. Then you’ll see how probabilistic reasoning can help you make these decisions. You’ll look at three specific kinds
         of reasoning that probabilistic reasoning systems can do. Then you’ll be able to understand probabilistic programming and
         how it can be used to build probabilistic reasoning systems through the power of programming languages.
      

      
      
      1.1.1. How do we make judgment calls?
      

      
      In the real world, the questions we care about rarely have clear yes-or-no answers. If you’re launching a new product, for
         example, you want to know whether it will sell well. You might think it will be successful, because you believe it’s well
         designed and your market research indicates a need for it, but you can’t be sure. Maybe your competitor will come out with
         an even better product, or maybe it has a fatal flaw that will turn off the market, or maybe the economy will take a sudden
         turn for the worse. If you require being 100% sure, you won’t be able to make the decision of whether to launch the product
         (see figure 1.1).
      

      
      
      
      Figure 1.1. Last year everyone loved my product, but what will happen next year?
      

      
      [image: ]

      
      
      The language of probability can help make decisions like these. When launching a product, you can use prior experience with
         similar products to estimate the probability that the product will be successful. You can then use this probability to help
         decide whether to go ahead and launch the product. You might care not only about whether the product will be successful, but
         also about how much revenue it will bring, or alternatively, how much you’ll lose if it fails. You can use the probabilities
         of different outcomes to make better-informed decisions.
      

      
      Okay, so probabilistic thinking can help you make hard decisions and judgment calls. But how do you do that? The general principal
         is expressed in the Fact note.
      

      
      
         
            
         
         
            
               	
            

         
      

      Fact

      
      
      A judgment call is based on knowledge + logic.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      You have some knowledge of the problem you’re interested in. For example, you know a lot about your product, and you might
         have done some market research to find out what customers want. You also might have some intelligence about your competitors
         and access to economic predictions. Meanwhile, logic helps you get answers to your questions by using your knowledge.
      

      
      You need a way of specifying the knowledge, and you need logic for getting answers to your questions by using the knowledge.
         Probabilistic programming is all about providing ways to specify the knowledge and logic to answer questions. Before I describe
         what a probabilistic programming system is, I’ll describe the more general concept of a probabilistic reasoning system, which
         provides the basic means to specify knowledge and provide logic.
      

      
      
      
      1.1.2. Probabilistic reasoning systems help make decisions
      

      
      Probabilistic reasoning is an approach that uses a model of your domain to make decisions under uncertainty. Let’s take an
         example from the world of soccer. Suppose the statistics show that 9% of corner kicks result in a goal. You’re tasked with
         predicting the outcome of a particular corner kick. The attacking team’s center forward is 6′ 4″ and known for her heading
         ability. The defending team’s regular goalkeeper was just carted off on a stretcher and has been replaced by a substitute
         playing her first game. Besides that, there’s a howling wind that makes it difficult to control long kicks. So how do you figure out the probability?
      

      
      Figure 1.2 shows how to use a probabilistic reasoning system to find the answer. You encode your knowledge about corner kicks and all
         the relevant factors in a corner-kick model. You then supply evidence about this particular corner kick, namely, that the
         center forward is tall, the goalie is inexperienced, and the wind is strong. You tell the system that you want to know whether
         a goal will be scored. The inference algorithm returns the answer that a goal will be scored with 20% probability.
      

      
      
      
      Figure 1.2. How a probabilistic reasoning system predicts the outcome of a corner kick
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      Key Definitions

      
      
      

      
         
         	
General knowledge —What you know to hold true of your domain in general terms, without considering the details of a particular situation
            
         

         
         	
Probabilistic model —An encoding of general knowledge about a domain in quantitative, probabilistic terms
            
         

         
         	
Evidence —Specific information you have about a particular situation
            
         

         
         	
Query —A property of the situation you want to know
            
         

         
         	
Inference —The process of using a probabilistic model to answer a query, given evidence
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      
      In probabilistic reasoning, you create a model that captures all the relevant general knowledge of your domain in quantitative, probabilistic terms. In our example, the
         model might be a description of a corner-kick situation and all the relevant aspects of players and conditions that affect
         the outcome. Then, for a particular situation, you apply the model to any specific information you have to draw conclusions.
         This specific information is called the evidence. In this example, the evidence is that the center forward is tall, the goalie is inexperienced, and the wind is strong. The
         conclusions you draw can help you make decisions—for example, whether you should get a different goalie for the next game.
         The conclusions themselves are framed probabilistically, like the probability of different skill levels of the goalie.
      

      
      The relationship between the model, the information you provide, and the answers to queries is well defined mathematically
         by the laws of probability. The process of using the model to answer queries based on the evidence is called probabilistic inference, or simply inference. Fortunately, computer algorithms have been developed that do the math for you and make all the necessary calculations automatically.
         These algorithms are called inference algorithms.
      

      
      Figure 1.3 summarizes what you’ve learned.
      

      
      
      
      Figure 1.3. The basic components of a probabilistic reasoning system
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      In a nutshell, what we’ve just discussed are the constituents of a probabilistic reasoning system and how you interact with
         one. But what can you do with such a system? How does it help you make decisions? The next section describes three kinds of
         reasoning that can be performed by a probabilistic reasoning system.
      

      
      
      
      
      1.1.3. Probabilistic reasoning systems can reason in three ways
      

      
      Probabilistic reasoning systems are flexible. They can answer queries about any aspect of your situation, given evidence about
         any other aspect. In practice, probabilistic reasoning systems perform three kinds of reasoning:
      

      
      

      
         
         	
Predict future events. You’ve already seen this in figure 1.2, where you predict whether a goal will be scored based on the current situation. Your evidence will typically consist of
            information about the current situation, such as the height of the center forward, the experience of the goalie, and the strength
            of the wind.
            
         

         
         	
Infer the cause of events. Fast-forward 10 seconds. The tall center forward just scored a goal with a header, squirting under the body of the goalie.
            What do you think of this rookie goalkeeper, given this evidence? Can you conclude that she’s poorly skilled? Figure 1.4 shows how to use a probabilistic reasoning system to answer this question. The model is the same corner-kick model you used
            before to predict whether a goal would be scored. (This is a useful property of probabilistic reasoning: the same model that
            can be used to predict a future result can be used after the fact to infer what caused that result.) The evidence here is
            the same as before, together with the fact that a goal was scored. The query is the skill level of the goalie, and the answer
            provides the probability of various skill levels.
            
            
            
            Figure 1.4. By altering the query and evidence, the system can now infer why a goal was scored.
            

            
            [image: ]

            
            If you think about it, the first reasoning pattern describes reasoning forward in time, predicting future events based on
            what you know about the current situation, whereas the second reasoning pattern describes reasoning backward in time, inferring
            past conditions based on current outcomes. When you build probabilistic models, typically the models themselves follow a natural
            temporal sequence. A player takes the corner kick, then the wind operates on the ball as it’s coming in, then the center forward
            leaps up to try to head the ball, and then the goalie tries to make a save. But the reasoning can go both forward and backward.
            This is a key feature of probabilistic reasoning, which I’ll repeat throughout the book: the direction of reasoning doesn’t
            necessarily follow the direction of the model.
            
         

         
         	
Learn from past events to better predict future events. Now fast-forward another 10 minutes. The same team has won another corner kick. Everything is similar to before in this new
            situation—tall center forward, inexperienced goalie—but now the wind has died down. Using probabilistic reasoning, you can
            use what happened in the previous kick to help you predict what will happen on the next kick. Figure 1.5 shows how to do this. The evidence includes all evidence from last time (making a note that it was from last time), as well
            as the new information about the current situation. In answering the query about whether a goal will be scored this time, the inference algorithm first infers properties of the situation that led to a goal being scored
            the first time, such as the skill levels of the center forward and goalie. It then uses these updated properties to make a
            prediction about the new situation.
            
            
            
            Figure 1.5. By taking into account evidence from the outcome of the last corner kick, the probabilistic reasoning system can produce a
               better prediction of the next corner kick.
            

            
            [image: ]

            
            
         

         
      

      
      All of these types of queries can help you make decisions, on many levels:

      
      

      
         
         	You can decide whether to substitute a defender for an attacker based on the probability that a goal will be scored with or
            without the extra defender.
            
         

         
         	You can decide how much to offer the goalie in her next contract negotiation based on your assessment of her skill.
            
         

         
         	You can decide whether to use the same goalie in the next game by using what you’ve learned about the goalie to help predict
            the outcome of the next game.
            
         

         
      

      
      
      
Learning a better model
      

      
      The preceding three reasoning patterns provide ways to reason about specific situations, given evidence. Another thing you
         can do with a probabilistic reasoning system is learn from the past to improve your general knowledge. In the third reasoning
         pattern, you saw how to learn from a particular past experience to better predict a specific future situation. Another way
         to learn from the past is to improve the model itself. Especially if you have a lot of past experiences to draw on, such as
         a lot of corner kicks, you might want to learn a new model representing your general knowledge of what typically happens in
         a corner kick. As figure 1.6 shows, this is achieved by a learning algorithm. Somewhat different from an inference algorithm, the goal of a learning algorithm
         is to produce a new model, not to answer queries. The learning algorithm begins with the original model and updates it based
         on the experience to produce the new model. The new model can then be used to answer queries in the future. Presumably, the
         answers produced when using the new model will be better informed than when using the original model.
      

      
      
      
      Figure 1.6. You can use a learning algorithm to learn a new model based on a set of experiences. This new model can then be used for future
         inferences.
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         Probabilistic reasoning systems and accurate predictions
         
         Like any machine learning system, a probabilistic reasoning system will be more accurate the more data you give it. The quality
            of the predictions depends on two things: the degree to which the original model accurately reflects real-world situations,
            and the amount of data you provide. In general, the more data you provide, the less important the original model is. The reason
            for this is that the new model is a balance between the original model and the information contained in the data. If you have
            very little data, the original model dominates, so it had better be accurate. If you have lots of data, the data will dominate
            and the new model will tend to forget the original model, which doesn’t matter as much. For example, if you’re learning from
            an entire soccer season, you should be able to learn the factors that contribute to a corner kick quite accurately. If you
            have only one game, you’ll need to start out with a good idea of the factors to be able to make accurate predictions about
            that game. Probabilistic reasoning systems will make good use of the given model and available data to make as accurate a
            prediction as possible.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      Now you know what probabilistic reasoning is. What then, is probabilistic programming?
      

      
      
      
      
      1.1.4. Probabilistic programming systems: probabilistic reasoning system- ms expressed in a programming language
      

      
      Every probabilistic reasoning system uses a representation language to express its probabilistic models. There are a lot of representation languages out there. You may have heard of some of
         them, such as Bayesian networks (also known as belief networks) and hidden Markov models. The representation language controls
         what models can be handled by the system and what they look like. The set of models that can be represented by a language
         is called the expressive power of the language. For practical applications, you’d like to have as large an expressive power as possible.
      

      
      A probabilistic programming system is, very simply, a probabilistic reasoning system in which the representation language is a programming language.
         When I say programming language, I mean that it has all the features you typically expect in a programming language, such as variables, a rich variety of data types, control flow, functions, and so on. As you’ll come to see, probabilistic
         programming languages can express an extremely wide variety of probabilistic models and go far beyond most traditional probabilistic
         reasoning frameworks. Probabilistic programming languages have tremendous expressive power.
      

      
      Figure 1.7 illustrates the relationship between probabilistic programming systems and probabilistic reasoning systems in general. The
         figure can be compared with figure 1.3 to highlight the differences between the two systems. The main change is that models are expressed as programs in a programming
         language rather than as a mathematical construct like a Bayesian network. As a result of this change, evidence, queries, and
         answers all apply to variables in the program. Evidence might specify particular values for program variables, queries ask
         for the values of program variables, and answers are probabilities of different values of the query variables. In addition,
         a probabilistic programming system typically comes with a suite of inference algorithms. These algorithms apply to programs
         written in the language.
      

      
      
      
      Figure 1.7. A probabilistic programming system is a probabilistic reasoning system that uses a programming language to represent probabilistic
         models.
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      Although many kinds of probabilistic programming systems exist (see appendix B for a survey), this book focuses on functional, Turing-complete systems. Functional means that they’re based on functional programming, but don’t let that scare you—you don’t need to know concepts such as
         lambda functions to use functional probabilistic programming systems. All this means is that functional programming provides
         the theoretical foundation behind these languages that lets them represent probabilistic models. Meanwhile, Turing-complete is jargon for a programming language that can encode any computation that can be done on a digital computer. If something
         can be done on a digital computer, it can be done with any Turing-complete language. Most of the programming languages you’re
         familiar with, such as C, Java, and Python, are Turing-complete. Because probabilistic programming languages are built on
         Turing-complete programming languages, they’re extremely flexible in the types of models that can be built.
      

      
      
         
            
         
         
            
               	
            

         
      

      Key Definitions

      
      
      

      
         
         	
Representation language —A language for encoding your knowledge about a domain in a model
            
         

         
         	
Expressive power —The ability of a representation language to encode various kinds of knowledge in its models
            
         

         
         	
Turing-complete —A language that can express any computation that can be performed on a digital computer
            
         

         
         	
Probabilistic programming language —A probabilistic representation language that uses a Turing-complete programming language to represent knowledge
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Appendix B surveys some probabilistic programming systems besides Figaro, the system used in this book. Most of these systems use Turing-complete
         languages. Some, including BUGS and Dimple, don’t, but they’re nevertheless useful for their intended applications. This book
         focuses on the capabilities of Turing-complete probabilistic programming languages.
      

      
      
      
Representing probabilistic models as programs
      

      
      But how can a programming language be a probabilistic modeling language? How can you represent probabilistic models as programs?
         I’ll hint at the answer to this question here but save a deeper discussion for later in the book, when you have a better idea
         of what a probabilistic program looks like.
      

      
      A core idea in programming languages is execution. You execute a program to generate output. A probabilistic program is similar, except that instead of a single execution
         path, it can have many execution paths, each generating a different output. The determination of which execution path is followed
         is specified by random choices throughout the program. Each random choice has a number of possible outcomes, and the program
         encodes the probability of each outcome. Therefore, a probabilistic program can be thought of as a program you randomly execute
         to generate an output.
      

      
      Figure 1.8 illustrates this concept. In the figure, a probabilistic programming system contains a corner-kick program. This program
         describes the random process of generating the outcome of a corner kick. The program takes some inputs; in our example, these
         are the height of the center forward, the experience of the goalie, and the strength of the wind. Given the inputs, the program
         is randomly executed to generate outputs. Each random execution results in a particular output being generated. Because every random choice has multiple possible outcomes, many possible execution paths exist, resulting in different outputs.
         Any given output, such as a goal, can be generated by multiple execution paths.
      

      
      
      
      Figure 1.8. A probabilistic program defines a process of randomly generating outputs, given inputs.
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      Let’s see how this program defines a probabilistic model. Any particular execution path results from a sequence of random
         choices having specific outcomes. Each random choice has a probability of occurring. If you multiply all these probabilities
         together, you get the probability of the execution path. So the program defines the probability of every execution path. If
         you imagine running the program many times, the fraction of times any given execution path will be generated is equal to its
         probability. The probability of an output is the fraction of times the program is run that result in that output. In figure 1.8, a goal is generated by 1/4 of the runs, so the probability of a goal is 1/4.
      

      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      You might be wondering why the block in figure 1.8 is labeled Random Execution rather than Inference Algorithm, as it has been in other figures. Figure 1.8 shows what a probabilistic program means, as defining a random execution process, rather than how you use a probabilistic
         programming system, which is by using an inference algorithm to answer queries, given evidence. So although the structure
         of the figures is similar, they convey different concepts. As a matter of fact, random execution forms the basis for some
         inference algorithms as well, but many algorithms aren’t based on simple random execution.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      
      
      
      
Making decisions with probabilistic programming
      

      
      It’s easy to see how you can use a probabilistic program to predict the future. Just execute the program randomly many times,
         using what you know about the present as inputs, and observe how many times each output is produced. In the corner-kick example
         of figure 1.8, you executed the program many times, given the inputs of tall center forward, inexperienced goalie, and strong wind. Because
         1/4 of those runs resulted in a goal, you can say that the probability of a goal, given these inputs, is 25%.
      

      
      The magic of probabilistic programming, however, is that it can also be used for all the kinds of probabilistic reasoning
         described in section 1.3.1. It can be used not only to predict the future, but also to infer facts that led to particular outcomes; you can “unwind”
         the program to discover the root causes of the outcomes. You can also apply a program in one situation, learn from the outcome,
         and then use what you’ve learned to make better predictions in the future. You can use probabilistic programming to help make
         all the decisions that can be informed by probabilistic thinking.
      

      
      How does this work? Probabilistic programming became practical when people realized that inference algorithms that work on
         simpler representation languages like Bayesian networks can be extended to work on programs. Part 3 of this book presents a variety of inference algorithms that make this possible. Fortunately, probabilistic programming systems
         come with a range of built-in inference algorithms that apply automatically to your programs. All you have to do is provide
         your knowledge of your domain in the form of a probabilistic program and specify the evidence, and the system takes care of
         the inference and learning.
      

      
      In this book, you’ll learn probabilistic reasoning through probabilistic programming. You’ll learn, first of all, what a probabilistic
         model is and how it can be used to draw conclusions. You’ll also learn some basic manipulations that are performed to draw
         those conclusions from a model made up of simple components. You’ll learn a variety of modeling techniques and how to implement
         them by using probabilistic programming. You’ll also gain an understanding of how the probabilistic inference algorithms work,
         so you can design and use your models effectively. By the end of this book, you’ll be able to use probabilistic programming
         confidently to draw useful conclusions that inform your decisions in the face of uncertainty.
      

      
      
      
      
      
      
1.2. Why probabilistic programming?
      

      
      Probabilistic reasoning is one of the foundational technologies of machine learning. It’s used by companies such as Google,
         Amazon, and Microsoft to make sense of the data available to them. Probabilistic reasoning has been used for applications
         as diverse as predicting stock prices, recommending movies, diagnosing computers, and detecting cyber intrusions. Many of
         these applications use techniques you’ll learn in this book.
      

      
      From the previous section, two points stand out:
      

      
      

      
         
         	Probabilistic reasoning can be used to predict the future, infer the past, and learn from the past to better predict the future.
            
         

         
         	Probabilistic programming is probabilistic reasoning using a Turing-complete programming language for representation.
            
         

         
      

      
      Put these two together and you have a slogan expressed in the Fact note.

      
      
         
            
         
         
            
               	
            

         
      

      Fact

      
      
      Probabilistic reasoning + Turing-complete = probabilistic programming

      
      
         
            
         
         
            
               	
            

         
      

      
      The motivation for probabilistic programming is that it takes two concepts that are powerful in their own right and puts them
         together. The result is an easier and more flexible way to use computers to help make decisions under uncertainty.
      

      
      
      1.2.1. Better probabilistic reasoning
      

      
      Most existing probabilistic representation languages are limited in the richness of the systems they can represent. Some relatively
         simple languages such as Bayesian networks assume a fixed set of variables and aren’t flexible enough to model domains in
         which the variables themselves can change. More-advanced languages with more flexibility have been developed in recent years.
         Some (for example, BUGS) also provide programming-language features including iteration and arrays, without being Turing-complete.
         The success of languages such as BUGS shows a need for richer, more structured representations. But moving to full-fledged,
         Turing-complete languages opens a world of possibilities for probabilistic reasoning. It’s now possible to model long-running
         processes with many interacting entities and events.
      

      
      Let’s consider the soccer example again, but now imagine that you’re in the business of sports analytics and want to recommend
         personnel decisions for a team. You could use accumulated statistics to make your decisions, but statistics don’t capture
         the context in which they were accumulated. You can achieve a more fine-grained, context-aware analysis by modeling the soccer
         season in detail. This requires modeling many dependent events and interacting players and teams. It would be hard to imagine
         building this model without the data structures and control flow provided by a full programming language.
      

      
      Now let’s think about the product launch example again, and look at making decisions for your business in an integrated way.
         The product launch isn’t an isolated incident, but follows phases of market analysis, research, and development, all of which
         have uncertainty in their outcome. The results of the product launch depend on all these phases, as well as an analysis of
         what else is available in the market. A full analysis will also look at how your competitors will respond to your product,
         as well as any new products they might bring. This problem is hard, because you have to conjecture about competing products.
         You may even have competitors you don’t know about yet. In this example, products are data structures produced by complex
         processes. Again, having a full programming language available to create the model would be helpful.
      

      
      One of the nice things about probabilistic programming, however, is that if you want to use a simpler probabilistic reasoning
         framework, you can. Probabilistic programming systems can represent a wide range of existing frameworks, as well as systems
         that can’t be represented in other frameworks. This book teaches many of these frameworks using probabilistic programming.
         So in learning probabilistic programming, you’ll also master many of the probabilistic reasoning frameworks commonly used
         today.
      

      
      
      
      1.2.2. Better simulation languages
      

      
      Turing-complete probabilistic modeling languages already exist. They’re commonly called simulation languages. We know that it’s possible to build simulations of complex processes such as soccer seasons by using programming languages.
         In this context, I use the term simulation language to describe a language that can represent the execution of complex processes with randomness. Just like probabilistic programs,
         these simulations are randomly executed to produce different outputs. Simulations are as widely used as probabilistic reasoning,
         in applications from military planning to component design to public health to sports predictions. Indeed, the widespread
         use of sophisticated simulations demonstrates the need for rich probabilistic modeling languages.
      

      
      But a probabilistic program is much more than a simulation. With a simulation, you can do only one of the things you can do
         with a probabilistic program: predict the future. You can’t use it to infer the root causes of the outcomes that are observed.
         And, although you can update a simulation with known current information as you go along, it’s hard to include unknown information
         that must be inferred. As a result, the ability to learn from past experience to improve future predictions and analyses is
         limited. You can’t use simulations for machine learning.
      

      
      A probabilistic program is like a simulation that you can analyze, not just run. The key insight in developing probabilistic
         programming is that many of the inference algorithms that can be used for simpler modeling frameworks can also be used on
         simulations. Hence, you have the ability to create a probabilistic model by writing a simulation and performing inferences
         on it.
      

      
      One final word. Probabilistic reasoning systems have been around for a while, with software such as Hugin, Netica, and BayesiaLab
         providing Bayesian network systems. But the more expressive representation languages of probabilistic programming are so new
         that we’re just beginning to discover their powerful applications. I can’t honestly tell you that probabilistic programming
         has already been used in a large number of fielded applications. But some significant applications exist. Microsoft has been
         able to determine the true skill level of players of online games by using probabilistic programming. Stuart Russell at the
         University of California at Berkeley has written a program to help enforce the United Nations Comprehensive Nuclear-Test-Ban
         Treaty by identifying seismic events that could indicate a nuclear explosion. Josh Tenenbaum at the Massachusetts Institute
         of Technology (MIT) and Noah Goodman at Stanford University have created probabilistic programs to model human cognition with
         considerable explanatory success. At Charles River Analytics, we’ve used probabilistic programming to infer components of
         malware instances and determine their evolution. But I believe these applications are only scratching the surface. Probabilistic
         programming systems are reaching the point where they can be used by larger numbers of people to make decisions in their own
         domains. By reading this book, you have a chance to get in on this new technology on the ground floor.
      

      
      
      
      
      
      
1.3. Introducing Figaro: a probabilistic programming language
      

      
      In this book, you’ll use a probabilistic programming system called Figaro. (I named Figaro after the character from Mozart’s
         opera “The Marriage of Figaro.” I love Mozart and played Dr. Bartolo in a Boston production of the opera.) The main goal of
         the book is to teach the principles of probabilistic programming, and the techniques you learn in this book should carry over
         to other probabilistic programming systems. Some of the available systems are listed with a brief description in appendix B. A secondary goal, however, is to give you hands-on experience with creating practical probabilistic programs, and provide
         you with tools you can use right away. For that reason, a lot of the examples are made concrete in Figaro code.
      

      
      Figaro, which is open source and maintained on GitHub, has been under development since 2009. It’s implemented as a Scala
         library. Figure 1.9 shows how Figaro uses Scala to implement a probabilistic programming system. The figure elaborates on figure 1.7, which describes the main components of a probabilistic programming system. Let’s start with the probabilistic model. In
         Figaro, the model consists of any number of data structures known as elements. Each element represents a variable that can take on any number of values in your situation. These data structures are implemented
         in Scala, and you write a Scala program to create a model using these data structures. You can supply evidence by providing
         information about the values of elements, and you can specify which elements you want to know about in your query. For the
         inference algorithm, you choose one of Figaro’s built-in inference algorithms and apply it to your model, to answer your query,
         given the evidence. The inference algorithms are implemented in Scala, and invoking an inference algorithm is simply a Scala
         function call. The results of inference are probabilities of various values of your query elements.
      

      
      
      
      Figure 1.9. How Figaro uses Scala to provide a probabilistic programming system
      

      
      [image: ]

      
      
      Figaro’s embedding in Scala provides some major advantages. Some of these come from embedding in a general-purpose host language,
         compared to a standalone probabilistic language. Others come specifically because of the favorable properties of Scala. Here’s
         why it’s good to embed a probabilistic programming language in a general-purpose host language:
      

      
      

      
         
         	The evidence can be derived using a program in the host language. For example, you might have a program that reads a data
            file, processes the values in some way, and provides that as evidence for the Figaro model. It’s much harder to do this in
            a standalone language.
            
         

         
         	Similarly, you can use the answers provided by Figaro in a program. For example, if you have a program used by a soccer manager,
            the program can take the probability of a goal being scored to recommend to the manager what to do.
            
         

         
         	You can embed general-purpose code inside the probabilistic program. For example, suppose you have a physics model that simulates
            the trajectory of a headed ball through the air. You can incorporate this model inside a Figaro element.
            
         

         
         	You can use general programming techniques to build your Figaro model. For example, you might have a map containing Figaro
            elements corresponding to all the players in your squad and choose the appropriate elements for a situation based on the players
            involved in that situation.
            
         

         
      

      
      Here are some reasons that Scala is a particularly good choice of language for embedding a probabilistic programming system
         in:
      

      
      

      
         
         	Because Scala is a functional programming language, Figaro gets to benefit from functional programming too. Functional programming
            has been instrumental in probabilistic programming, and many models can be written naturally in a functional manner, as I’ll
            show in part 2.
            
         

         
         	Scala is object-oriented; one of the beauties of Scala is that it is both functional and object-oriented. Figaro is also object-oriented.
            As I’ll describe in part 2, object-orientation is a useful way to express several design patterns in probabilistic programming.
            
         

         
      

      
      Finally, some of Figaro’s advantages go beyond its embedding in Scala. These include the following:
      

      
      

      
         
         	Figaro can represent an extremely wide range of probabilistic models. The values of Figaro elements can be any type, including
            Booleans, integers, doubles, arrays, trees, graphs, and so on. The relationships between these elements can be defined by
            any function.
            
         

         
         	Figaro provides a rich framework for specifying evidence by using its conditions and constraints.
            
         

         
         	Figaro features a good variety of inference algorithms.
            
         

         
         	Figaro can represent and reason about dynamic models of situations that vary over time.
            
         

         
         	Figaro can include explicit decisions in its models and supports inferring optimal decisions.
            
         

         
      

      
      
         
            
         
         
            
               	
            

         
      

      
         
         Using Scala
         
         Because Figaro is a Scala library, you’ll need a working knowledge of Scala to use Figaro. This is a book on probabilistic
            programming, so I don’t teach Scala in this book. Many great resources for learning Scala are available, such as Twitter’s
            Scala School (http://twitter.github.io/scala_school). But in case you aren’t yet confident with Scala, I explain the Scala features used in the code as I go along. You’ll be
            able to follow the book even if you don’t know Scala yet.
         

         
         You don’t need to be a Scala wizard to benefit from probabilistic programming and Figaro, and I avoid using some of the more
            advanced and obscure features of Scala in this book. On the other hand, improving your Scala skills can help you become a
            better Figaro programmer. You might even find that your Scala skills improve as a result of reading this book.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      For several reasons, Figaro is a favorable language for learning probabilistic programming:

      
      

      
         
         	Being implemented as a Scala library, Figaro can be used in Java and Scala programs, making it easy to integrate into applications.
            
         

         
         	Also related to being implemented as a library, rather than its own separate language, Figaro provides the full functionality
            of the host programming language to build your models. Scala is an advanced, modern programming language with many useful
            features for organizing programs, and you automatically benefit from those features when using Figaro.
            
         

         
         	Figaro is fully featured in terms of the range of algorithms it provides.
            
         

         
      

      
      This book emphasizes practical techniques and practical examples. Wherever possible, I explain the general modeling principle,
         as well as describe how to implement it in Figaro. This will stand you in good stead no matter what probabilistic programming
         system you end up using. Not all systems will be capable of easily implementing all the techniques in this book. For example, few object-oriented probabilistic programming systems currently exist. But with the
         right foundation, you can find a way to express what you need in your chosen language.
      

      
      
      1.3.1. Figaro vs. Java: building a simple probabilistic programming system
      

      
      To illustrate the benefits of probabilistic programming and Figaro, I’ll show a simple probabilistic application written two
         ways. First, I’ll show you how to write it in Java, with which you might be familiar. Then, I’ll show you what it looks like
         in Scala using Figaro. Although Scala has some advantages over Java, that’s not the main difference I’ll point out here. The
         key idea is that Figaro provides capabilities for representing probabilistic models and performing inference with them that aren’t available
            without probabilistic programming.
      

      
      Our little application will also serve as a Hello World example for Figaro. Imagine someone who gets up in the morning, checks
         if the weather is sunny, and utters a greeting that depends on the weather. This happens two days in a row. Also, the weather
         on the second day is dependent on the first day: the second day is more likely to be sunny if the first day is sunny. These
         English language statements can be quantified numerically by the numbers in table 1.1.
      

      
      Table 1.1. Quantifying the probabilities in the Hello World example
      

      
         
            
            
            
         
         
            
               	
                  Today’s weather

               
            

         
         
            
               	Sunny
               	0.2
            

            
               	Not sunny
               	0.8
            

            
               	Today’s greeting
            

            
               	If today’s weather is sunny
               	“Hello, world!”
               	0.6
            

            
               	 
               	“Howdy, universe!”
               	0.4
            

            
               	If today’s weather isn’t sunny
               	“Hello, world!”
               	0.2
            

            
               	 
               	“Oh no, not again”
               	0.8
            

            
               	Tomorrow’s weather
            

            
               	If today’s weather is sunny
               	Sunny
               	0.8
            

            
               	 
               	Not sunny
               	0.2
            

            
               	If today’s weather isn’t sunny
               	Sunny
               	0.05
            

            
               	 
               	Not sunny
               	0.95
            

            
               	Tomorrow’s greeting
            

            
               	If tomorrow’s weather is sunny
               	“Hello, world!”
               	0.6
            

            
               	 
               	“Howdy, universe!”
               	0.4
            

            
               	If tomorrow’s weather isn’t sunny
               	“Hello, world!”
               	0.2
            

            
               	 
               	“Oh no, not again”
               	0.8
            

         
      

      
      The forthcoming chapters explain exactly how to interpret these numbers. For now, it’s enough to have an intuitive idea that
         today’s weather will be sunny with probability 0.2, meaning that it’s 20% likely that the weather will be sunny today. Likewise,
         if tomorrow’s weather is sunny, tomorrow’s greeting will be “Hello, world!” with probability 0.6, meaning that it’s 60% likely
         that the greeting will be “Hello, world!” and it’s 40% likely that the greeting will be “Howdy, universe!”
      

      
      Let’s set for ourselves three reasoning tasks to perform with this model. You saw in section 1.1.3 that the three types of reasoning you can do with a probabilistic model are to predict the future, infer past events that led to your observations, and learn from past events to better predict the future. You’ll do all of these with our simple model. The specific tasks are as follows:
      

      
      

      
      
         1.  Predict the greeting today.
            
         

      

      
      
         2.  Given an observation that today’s greeting is “Hello, world!” infer whether today is sunny.
            
         

      

      
      
         3.  Learn from an observation that today’s greeting is “Hello, world!” to predict tomorrow’s greeting.
            
         

      

      
      
      Here’s how to do these tasks in Java.

      
      Listing 1.1. Hello World in Java
      

      [image: ]
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      I won’t describe how the calculations are performed using the rules of inference here. The code uses three rules of inference:
         the chain rule, the total probability rule, and Bayes’ rule. All these rules are explained in detail in chapter 9. For now, let’s point out two major problems with this code:
      

      
      

      
         
         	
There’s no way to define a structure to the model.
            The definition of the model is contained in a list of variable names with double values. When I described the model at the
            beginning of the section and showed the numbers in table 1.1, the model had a lot of structure and was relatively understandable, if only at an intuitive level. This list of variable
            definitions has no structure. The meaning of the variables is buried inside the variable names, which is always a bad idea.
            As a result, it’s hard to write down the model in this way, and it’s quite an error-prone process. It’s also hard to read
            and understand the code afterward and maintain it. If you need to modify the model (for example, the greeting also depends
            on whether you slept well), you’ll probably need to rewrite large portions of the model.
            
         

         
         	
Encoding the rules of inference yourself is difficult and error-prone.
            The second major problem is with the code that uses the rules of probabilistic inference to answer the queries. You have to
            have intimate knowledge of the rules of inference to write this code. Even if you have this knowledge, writing this code correctly
            is difficult. Testing whether you have the right answer is also difficult. And this is an extremely simple example. For a
            complex application, it would be impractical to create reasoning code in this way.
            
         

         
      

      
      Now let’s look at the Scala/Figaro code.

      
      Listing 1.2. Hello World in Figaro
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      I’ll wait until the next chapter to explain this code in detail. For now, I want to point out that it solves the two problems
         with the Java code. First, the model definition describes exactly the structure of the model, in correspondence with table 1.1. You define four variables: sunnyToday, greetingToday, sunnyTomorrow, and greeting-Tomorrow. Each has a definition that corresponds to table 1.1. For example, here’s the definition of greetingToday:
      

      
      val greetingToday = If(sunnyToday,
       Select(0.6 -> "Hello, world!", 0.4 -> "Howdy, universe!"),
       Select(0.2 -> "Hello, world!", 0.8 -> "Oh no, not again"))

      
      This says that if today is sunny, today’s greeting is “Hello, world!” with probability 0.6 and “Howdy, universe!” with probability
         0.4. If today isn’t sunny, today’s greeting is “Hello, world!” with probability 0.2 and “Oh no, not again” with probability
         0.8. This is exactly what table 1.1 says for today’s greeting. Because the code explicitly describes the model, the codes is much easier to construct, read,
         and maintain. And if you need to change the model (for example, by adding a sleepQuality variable), this can be done in a modular way.
      

      
      Now let’s look at the code to perform the reasoning tasks. It doesn’t contain any calculations. Instead, it instantiates an
         algorithm (in this case, the variable elimination algorithm, one of several algorithms available in Figaro) and queries the
         algorithm to get the probability you want. Now, as described in part 3, this algorithm is based on the same rules of probabilistic inference that the Java program uses. All the hard work of organizing
         and applying the rules of inference is taken care of by the algorithm. Even for a large and complex model, you can run the
         algorithm, and all the inference is taken care of.
      

      
      
      
      
      
      
1.4. Summary
      

      
      

      
         
         	
Making judgment calls requires knowledge + logic.
            
         

         
         	In probabilistic reasoning, a probabilistic model expresses the knowledge, and an inference algorithm encodes the logic.
            
         

         
         	Probabilistic reasoning can be used to predict future events, infer causes of past events, and learn from past events to improve
            predictions.
            
         

         
         	Probabilistic programming is probabilistic reasoning, where the probabilistic model is expressed using a programming language.
            
         

         
         	A probabilistic programming system uses a Turing-complete programming language to represent models and provides inference
            algorithms to use the models.
            
         

         
         	Figaro is a probabilistic programming system implemented in Scala that provides functional and object-oriented programming
            styles.
            
         

         
      

      
      
      
      
1.5. Exercises
      

      
      Solutions to selected exercises are available online at www.manning.com/books/practical-probabilistic-programming.
      

      
      

      
      
         1.  Imagine that you want to use a probabilistic reasoning system to reason about the outcome of poker hands.
            
            



            
               
               	What kind of general knowledge could you encode in your model?
                  
               

               
               	Describe how you might use the system to predict the future. What’s the evidence? What’s the query?
                  
               

               
               	Describe how you might use the system to infer past causes of current observations. What’s the evidence? What’s the query?
                  
               

               
               	Describe how the inferred past causes can help you with your future predictions.
                  
               

               
            

            
         

      

      
      
         2.  
            

In the Hello World example, change the probability that today’s weather is sunny according to the following table. How do
               the outputs of the program change? Why do you think they change this way?
            

            
            
               
                  
                  
               
               
                  
                     	Today’s weather
                  

                  
                     	Sunny
                     	0.9
                  

                  
                     	Not sunny
                     	0.1
                  

               
            

            
         

      

      
      
         3.  Modify the Hello World example to add a new greeting: “Hi, galaxy!” Give this greeting some probability when the weather
            is sunny, making sure to reduce the probability of the other greetings so the total probability is 1. Also, modify the program
            so that all the queries print the probability of “Hi, galaxy!” instead of “Hello, world!” Try to do this for both the Java
            and Figaro versions of the Hello World program. Compare the process for the two languages.
            
         

      

      
      
      
      
      
      
      
      


Chapter 2. A quick Figaro tutorial
      

      
      This chapter covers

      
      

      
         
         	Creating models, asserting evidence, running inference, and answering queries
            
         

         
         	Understanding the basic building blocks of models
            
         

         
         	Building complex models out of these building blocks
            
         

         
      

      
      Now that you’ve seen what probabilistic programming is all about, you’re ready to get up to speed in Figaro so that you can
         write your own simple programs and answer queries with them. My goal in this chapter is to introduce you to the most important
         concepts in Figaro as quickly as possible. Future chapters provide detailed explanations of what the models mean and how they
         should be understood. So let’s go.
      

      
      
      
2.1. Introducing Figaro
      

      
      To start, let’s take a high-level look at Figaro. Figaro, introduced in chapter 1, is a probabilistic reasoning system. Before you look at its components, let’s review the components of a probabilistic reasoning
         system in general so you can see how Figaro compares. Figure 2.1 reproduces the gist of the probabilistic reasoning system in chapter 1. As a reminder, general knowledge about a situation is encoded in the probabilistic model, while evidence provides specific
         information about a particular situation. An inference algorithm uses the model and the evidence to answer queries about your
         situation.
      

      
      
      
      Figure 2.1. Review of probabilistic reasoning essentials
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      Now let’s look at Figaro. Figure 2.2 shows the key concepts of Figaro. As you can see, the figure has the same components as figure 2.1. You express your general knowledge in the Figaro model. You provide specific knowledge about a situation in the form of evidence. Queries tell the system what you’re interested in finding out. A Figaro inference algorithm takes the evidence and uses the model to provide answers to the queries.
      

      
      
      
      Figure 2.2. The key concepts of Figaro and how they fit together
      

      
      [image: ]

      
      
      Now let’s look at each of these pieces in turn. The majority of Figaro’s interface provides ways to specify Figaro models.
         A Figaro model consists of a set of data structures called elements. Each element represents a variable in your situation that can take on one of a set of values. The element encodes information
         that defines the probabilities of different values. You’ll see the basic definition of elements in the context of the Hello
         World example in section 2.2.1.
      

      
      There are two main kinds of element: atomic and compound. You can think of Figaro as providing a construction kit for building
         models. Atomic elements are the basic building blocks. Atomic elements represent basic probabilistic variables that don’t depend on any other elements.
         Section 2.3 discusses atomic elements and presents a variety of examples. Compound elements are the connectors. They depend on one or more elements to build up more-complex elements. You’ll learn about compound elements
         in section 2.4. Although Figaro provides a variety of compound elements, two are particularly important. These are called Apply and Chain, and you’ll learn how to use them in section 2.5.
      

      
      Next, you come to the evidence. Figaro provides a rich mechanism for specifying evidence. Most of the time, you’ll use the
         simplest form of evidence, which is an observation. An observation specifies that an element is known to have a specific value. You’ll learn how to specify observations in
         section 2.2.3. Sometimes you need a more general way to specify evidence. Figaro provides conditions and constraints for this purpose. Conditions and constraints and their uses are described in section 2.6.
      

      
      Queries in Figaro are specified by saying which target elements you’re interested in and what you want to know about them. You use an inference algorithm to find out information about your
         target elements, given the evidence. Typically, you need to instantiate an algorithm, run it, and clean up afterward. I’ve provided simple methods that perform all these steps for you by using default settings. After you run the
         algorithm, you can get answers to your queries. Most often, these answers take the form of probabilities of values of the target elements. Sometimes, instead of probabilities, they tell you the most likely values of each target element. For each target element, the answer tells you which value has the highest probability. You’ll see
         how to specify queries, run algorithms, and get answers in section 2.2.2.
      

      
      
      
      
      
2.2. Creating models and running inference: Hello World revisited
      

      
      Now that you’ve seen an overview of Figaro concepts, let’s see how they all fit together. You’ll take another look at the
         Hello World example from chapter 1, and specifically at how all the concepts from figure 2.2 show up in this example. You’ll look at how to build a model out of atomic and compound elements, observe evidence, ask queries,
         run an inference algorithm, and get answers.
      

      
      You can run the code in this chapter in two ways. One is to use the Scala console, entering statements line by line and getting
         immediate responses. To do this, navigate to the book’s project root directory PracticalProbProg/examples and type sbt console. You’ll be greeted with a Scala prompt. Then you can enter each line of code as it appears and see the response.
      

      
      The second way is the usual way: write a program with a main method that contains the code you want to execute. In this chapter, I don’t provide the boilerplate for turning your code
         into a program you can run. I provide only the code that’s relevant to Figaro. I’ll make sure to indicate what you need to
         import and where to import it from.
      

      
      
      2.2.1. Building your first model
      

      
      To start, you’ll build the simplest possible Figaro model. This model consists of a single atomic element. Before you can
         build a model, you have to import the necessary Figaro constructs:
      

      
      import com.cra.figaro.language._

      
      This imports all the classes in the com.cra.figaro.language package, which contains the most basic Figaro constructs. One of the classes is called Flip. You can build a simple model using Flip:
      

      
      val sunnyToday = Flip(0.2)

      
      Figure 2.3 explains this line of code. It’s important to be clear about which parts are Scala and which parts are Figaro. In this line
         of code, you’ve created a Scala variable named sunnyToday and assigned it the value Flip(0.2). The Scala value Flip(0.2) is a Figaro element that represents a random process that results in a value of true with probability 0.2 and false with probability 0.8. An element is a data structure representing a process that randomly produces a value. A random process can result in any number of outcomes. Each possible
         outcome is known as a value of the process. So Flip(0.2) is an element whose possible values are the Booleans true and false. To summarize, you have a Scala variable with a Scala value. That Scala value is a Figaro element, and it has any number
         of possible values representing different outcomes of the process.
      

      
      
      
      Figure 2.3. The relationship between Scala variables and values, and Figaro elements and possible values
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      In Scala, a type can be parameterized by another type that describes its contents. You might be familiar with this concept
         from Java generics, where you can have, for example, a list of integers or a list of strings. All Figaro elements are instances
         of the Element
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uses the original model
and the data to produce
a new model.

The inference algorithm
uses the new model to
answer queries about
the new situation.

]

Original comer-
Kick model

New comer-
Kick model

Probabilstic:
reasoning system

‘The evidence about previous
situations constitutes the data.

\

Past experience 1
“Tal center forward

« Inexperienced goalie
« Strong wind

Past experience 2
Past experience 3

Leaning algorithm

Before

After

Etc

The evidence is provided
about a new situation.

\

New evidence
*Tall center forward

Inference algorithm

« Inexperienced goalie
+ Weak wind

Answer
- Yes: 16%; No: 85%

Query.
« Wil a goal be scored
this time?
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1. A probabilistic program
describes a process that

Probabilistic
programming system

randomly generates
outputs, given inputs. | ((Gomer-iok rogram

«Tall conter forward
« Inexperienced goalie
- Strong wind

2. Given the inputs, the
program can be randomly
executed many times to
produce different outputs.

‘ Goalt!
i e
\
2 Near miss

S

3. The probabiliy of an output
s the probability of execution

output. In this example the
vebebiliiy ol sl s 4
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The model is expressed
as a program in a
programming

language rather

than a mathematical —_

construct. —

The probabi
programming system
provides a suite of

that apply to models
written in the language.
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class HelloWorldjava {

static
static
static

static
static
static
static
static
static
static
static
static
static
static
static
static
static

String
String
String

Double
Double
Double
Double
Double
Double
Double
Double
Double
Double
Double
Double
Double
Double

reetingl = "Hello, worldi®;
greetingl = "Hello, world! St
grectingz - "Howdy, universe:® 3
greeting3 = "Oh no, not again"; L

pSunnyToday = 0.2;

plotSunnyToday = 0.8;
pSunnyTomorrowIfSunnyToday = 0.8;
pNotSunnyTomorrowIfSunnyToday = 0.2;
pSunnyTomorrowI fNotSunnyToday = 0.05;
pNot SunnyTomorrowIfNotSunnyToday = 0.9
preet inglTodayIfSunnyToday = 0.6;
preet ing2TodayI fSunnyToday = 0.4
pGreetinglTodayIfNotSunnyToday = 0.2;
preet ing31fNotSunnyToday = 0.8;
pGreet inglTomorrowl fSunnyTomorrow = 0.5;
pGreet ing2TomorrowT £SunnyTomorrow = 0.5;
pGreet inglTomorrowl fNotSunnyTomorrow = 0.1;
pGreet ing3Tomorrowl fNotSunnyTomorrow = 0.95;
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The probabilistic model
takes the form of a set of
Figaro data structures —
called elements.

Elements correspond
to variables inyour  —
modl, like the height
of the center forward

or the outcome of the

corner kick.

You write Scala code to ——
create these elements.

You perform inference
by running one of Figaro's
inference algorithms on
your model, using

the evidence.

-

Inference is invoked by —
a Seala function call.

The answers provide the —
probabilities of different
Gk L

Figaro

Figaro

b
clements.

fo|  scam

Proabilstic model

Inference algoritim

The evidence is information
about the values of elements.

\

Figaro
algorithms

| o[ s

Evidence

Answers

Queries.

\

The queries request information
about the values of elements.
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import com.cra.figaro.language.{Flip, Select}

Lnport. con.cra. igaro.1ibrary.compound: 1t Import Faro
N —
et ummroday  FLip(0.2)
VAL Srectingtodny - T (sunnyToday.
Celectiose o tiello, Noridl+, 0.4 -» “owty, universet®),
Seiect (533 - mieblo, verkale, 55 von me, nok apeine)] | Deethe
val sunnyTomorrow = If (sunnyToday, F1ip(0.8), Flip(0.05)) model

val greetingTomorrow = If (sunnyTomorrow,
Select (0.6 -> "Hello, worldi*, 0.4 -> "Howdy, universe:”),
Select (0.2 -> "Hello, worldi", 0.8 -> "Oh no, not again®))
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static void predict() {
Double pGreetingiToday =
pSunnyToday * pGreetinglTodayIfSunnyToday +
plotSunnyToday * pGreetinglTodayIfNotSunnyToday;
System.out .printin(*Today's greeting is " + greetingl +
"with probability " + pGreetinglToday + ".");

}

static void infer() {
Double pSunnyTodayAndGreetinglToday =
pSunnyToday * pGreet inglTodaylfSunnyToday;
Double plotSunnyTodayAndGreet ing1Today =
plotSunnyToday * pGreetinglTodayIfNotSunnyToday:
Double pSunnyTodayGivenGreetinglToday =
pSunnyTodayAndGreet ing1Today /
(pSunnyTodayAndGreet ing1Today +
Dot SunnyTodayAndGreetingiToday)
System.out.println(*If today's greeting is * + grestingl +
*, today's weather is sumny with probability * +
pSunnyTodayGivenGreet ingiToday + *.%) ;

static void learnAndpredict () {
Double pSunnyTodayAndGreetinglToday =
pSunnyToday * pGreet ingiTodaylfSunnyToday;
Double pNotSunnyTodayAndGreetinglToday =
pNotSunnyToday * pGreetinglTodaylfNotSunnyToday;
Double pSunnyTodayGivenGreet ingiToday =
pSunnyTodayAndGreet ing1Today /
(pSunnyTodayAndGreet ing1Today +
plotSunnyTodayAndGreet ingiToday) ;
Double pNotSunnyTodayGivenGreetinglToday
1 - pSunnyTodayGivenGreet inglToday;
Double pSunnyTomorrowGivenGreetinglToday =
pSunnyTodayGivenGreet ing1Today *
‘pSunnyTomorrowl £SunnyToday +
pNotSunnyTodayGivenGreetingiToday *
pSunnyTomorrowI ENot SunnyToday ;
Double pNotSunnyTomorrowGivenGreet ingiToday =
1 - pSunnyTomorrowivenGreetinglToday;
Double pGreetinglTomorrowGivenGreetinglToday =
pSunnyTonorrowGivenGreet inglToday *
pGreet inglTomorrowl ESunnyTomorrow +
plotSunnyTomorrowGivenGreet inglToday *
‘pGrest ingl Tomorrowl £Not SunnyTomorrow;
Syeten.out printin( 1 today's gresting s - ¢ greetingl «
tomorrow's greeting will be * + greetingl +
*'uith probability * +
pGreet inglTomorrowGivenGreet inglToday) ;

public static void main(String() args) {
predict(); Main method
infer(); that performs
learnAndpredict () ; all the tasks.

}

using the
rules of

inference

Eho, worat”
using the rules
of probabilistic
inference
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Evidence contains
specific information —
about a situation.

Queries express the things
that will help you make
a decision.

Answers to queries are
framed as probabilities
===l plememg

——» Evidonce —|

Probablistic
reasoning system

A probabilstic model expresses
general knowledge about
asituation.

An inference algorithm uses th
model to answer queries,
given evidence.
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det preaict()
val result = VariableElinination.probability (greetingToday,

“Hello, world:)
printin(*Today’s greeting is \"Hello, world!\" = +
"with probability " + result + *.")

)

det infer() {
grect ingToday . observe (“Hello, world")
val result = VariableElimination.probability(sunnyToday, true)
println("If today's greeting is \"Hello, worldi\", today’s * +
“weather is sunny with probability * + result + ".%)
}

def 1earnandpredict ()
greet ingToday .observe (*Hello, worldi")
val result = VariableElimination.probability(greetingTomorrow,
"Hello, world:®)
Println("If today's greeting is \"Hello, worldi\", * +
“tomorrow's greeting will be \"Hello, worldi\* * +
“with probability * + result + *.7)

}

det main(args: Array(stringl) (
predict () Main method
infer () that performs
learnandpredict () allthe tasks

}

Learn from
observing that
today's greeting is
“Hello, world” to
predict tomorrow’s
greeting using an
inference algorithm
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A Figaro model consists
of a set of data structures

Evidence consists of called elements.
observations, conditions,
and constraints placed
on the values of elements. .

\

\ Figaro model basic building blocks.

)] ‘Atomic clements _ Compound elements connect
- Compound slaments ||« simple elements together.
Apply and Chain are
Observations Aply | Chain two important kinds of

Conditions compound elements.

Constraints

Figaro inference algorithms
Instantiate | Run

__— Figaro's algorithms

b compute information about
the target elements.
Typically, you instantiate an
algorithm, run it, and clean

Clean up

Queries

Targel elements

¥ Answers up afterward.

/ Probabiis o values Figaro provides methods

{ that perform all of these
Qonriesspeciy which VTl valoos ool i

target elements you're

(

Answers provide
information about
these target elements.






