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PREFACE

(Please read. Not the usual blah-blah stuff.)

Robots. Jobs. Automation. Artificial intelligence. Conscious computers. Superintelligence. Abundance. A jobless future. “Useless” humans. The end of scarcity. Creative computers. Robot overlords. Unlimited wealth. The end of work. A permanent underclass.

Some of these phrases and concepts probably show up in your news feed every day. Sometimes the narratives are positive, full of hope for the future. Other times they are fearful and dystopian. And this dichotomy is puzzling. The experts on these various topics, all intelligent and informed people, make predictions about the future that are not just a little different, but that are dramatically different and diametrically opposed to each other. So, why do Elon Musk, Stephen Hawking, and Bill Gates fear artificial intelligence (AI) and express concern that it may be a threat to humanity’s survival in the near future? And yet, why do an equally illustrious group, including Mark Zuckerberg, Andrew Ng, and Pedro Domingos, find this viewpoint so far-fetched as to be hardly even worth a rebuttal? Zuckerberg goes so far as to call people who peddle doomsday scenarios “pretty irresponsible,” while Andrew Ng, one of the greatest minds in AI alive today, says that such concerns are like worrying about “overpopulation on Mars.” After Elon Musk was quoted as saying “AI is a fundamental risk to the existence of human civilization,” Pedro Domingos, a leading AI researcher and author, tweeted, “One word: Sigh.” Each group’s members are as confident in their position as they are scornful of the other side.

With respect to robots and automation, the situation is the same. The experts couldn’t be further apart. Some say that all jobs will be lost to automation, or at the very least that we are about to enter a permanent Great Depression in which one part of the workforce will be unable to compete with robotic labor while the other part will live lavish lives of plenty with their high-tech futuristic jobs. Others roll their eyes at these concerns and point to automation’s long track record of raising workers’ productivity and wages, and speculate that a bigger problem will be a shortage of human laborers. While fistfights are uncommon between these groups, there is condescending invective aplenty.

Finally, when considering the question of whether computers will become conscious and therefore alive, the experts disagree yet again. Some believe that it’s an obvious fact that computers can be conscious, and thus any other position is just silly superstition. Others emphatically disagree, saying that computers and living creatures are two very different things and that idea of a “living machine” is a contradiction in terms.

To those who follow all this debate, the net result is confusion and frustration. Many throw their hands up and surrender to the cacophony of competing viewpoints and conclude that if the people at the forefront of these technologies cannot agree on what will happen, then what hope do the rest of us have? They begin to view the future with fear and trepidation, concluding that these overwhelming questions must be inherently unanswerable.

Is there a path out of this? I think so. It begins when we realize that these experts disagree not because they know different things, but because they believe different things.

For instance, those who predict we will make conscious computers haven’t come to that conclusion because they know something about consciousness that others don’t, but because they believe something very basic: that humans are fundamentally machines. If humans are machines, it stands to reason that we can eventually build a mechanical human. On the other hand, those who think that machines will never achieve consciousness often hold that view because they aren’t persuaded that humans are purely mechanical beings.

So that is what this book is about: deconstructing the core beliefs that undergird the various views on robots, jobs, AI, and consciousness. My goal is to be your guide through these thorny issues, dissecting all the assumptions that form the opinions that these experts so passionately and confidently avow.

This book is not at all about my own thoughts concerning these issues. While I make no deliberate effort to hide my beliefs, they are of little importance to how you, the reader, work your way through this book. My goal is for you to finish this book with a thorough understanding of where your beliefs lead you on these questions. Then when you hear some Silicon Valley titan or distinguished professor or Nobel laureate make a confident claim about robots or jobs or AI, you will instantly understand the beliefs that underlie their statements.

Where does a journey like this begin? By necessity, far in the past, as far back as the invention of language. The questions we will grapple with in this book aren’t about transistors and neurons and algorithms and such. They are about the nature of reality, humanity, and mind. The confusion happens when we begin with “What jobs will robots take from humans?” instead of “What are humans?” Until we answer that second question, we can’t meaningfully address the first.

So I invite you to join me on a brisk walk through 100,000 years of human history, discussing big questions along the way, and exploring the future to come. This book is a journey. Thank you for taking it with me.

Byron Reese

Austin, Texas






INTRODUCTION

The most distinctive characteristic of the last century or so might seem to be the enormous amount of change that has occurred. Dozens, if not hundreds, of advances are said to have revolutionized our lives. The list includes automobiles, air travel, television, the personal computer, the Internet, and cell phones. Change is everywhere. We have harnessed the atom, flown into space, invented antibiotics, eliminated smallpox, and sequenced the genome.

But within the context of the overall arc of human history, little has changed in the past five thousand years. Just like the people who lived five millennia ago, we too have moms, dads, kids, schools, governments, religions, war, peace. We still celebrate births and mourn death. Forever with us, universal to all cultures of humanity, are sports, weddings, dancing, jewelry, tattoos, fashion, gossip, social hierarchy, fear, love, joy, happiness, and ecstasy. Looked at through this lens, humanity really hasn’t changed much in all that time. We still go to work in the morning; only the way we get there has changed. In ancient Assyria, toddlers pulled around small wooden horsey toys on wheels with a string. In classical Greece, boys played tug-of-war. Ancient Egypt was renowned for its cosmetics, and millennia ago, Persians celebrated birthdays in much the same way as we do, with parties, presents, and special desserts.

No, the remarkable thing about our time is not the change we have seen; rather, it is the change we haven’t seen. The really amazing thing is how similar we are to our forebears. In ancient Rome, gladiators were paid celebrity spokesmen who recited product plugs just before the competition: “That’s why I use Antinius’s swords. You won’t find a better sword at any price.” And just like in our times, there were people willing to perform dramatically destructive acts just for the fame that doing so brought about, as was said to have happened on July 21, 356 BC, when an arsonist named Herostratus burned down the Temple of Artemis at Ephesus, one of the Seven Wonders of the Ancient World, simply for the everlasting fame it would bring him. In response, a law was passed that made saying his name a crime, but clearly Herostratus got his wish.

If you went to visit a friend in antiquity, you might have seen mounted on the door a brass lion’s head with a ring in its mouth to be used to announce your arrival. If you attended a wedding five thousand years ago, you likely would have joined the wedding party as they wished good fortune on the new couple by throwing rice. Today, when we read that archaeologists have dug up ancient lead slingshot bullets each engraved with the word “catch,” we still get the joke.

These people of antiquity were just like us. To really appreciate the unchanging nature of humans, one need look no farther than a book called Characters written by a Greek named Theophrastus 2,300 years ago. He satirized humanity itself, and sorted us all by type, such as the Flatterer, the Boor, the Chatty Man, and so forth. If you know someone who takes photos of his meals and posts them online, you might see him in the person Theophrastus calls the Garrulous Man, who “begins with a eulogy of his wife, relates the dream he had the night before, tells dish by dish what he had for supper,” and concludes that “we are by no means the men we were” in times past. Theophrastus then goes on to describe the Stupid Man, who “when he goes to the play, is left at the end fast asleep in an empty house.… After a hearty supper he has to get up in the night, returns only half awake, misses the right door, and is bitten by his neighbor’s dog.”

No, against the backdrop of history, our time has seen very little change. In fact, I maintain that things have only really changed three times in human history. Each time was due to technology. Not just a single technology, but groups of interrelated technologies that changed us in fundamental and permanent, even biological, ways. That’s it. Just three big changes so far.

This book is about the fourth one.






Part One THE LONG, HARD ROAD TO TODAY






THE STORY OF PROMETHEUS

The story of Prometheus is an ancient one, at least three thousand years old, and probably much older. It goes like this: Prometheus and his brother Epimetheus, both Titans (children of the gods, who came before the classical Olympian gods), were tasked with making all the creatures of the earth. Using clay, the brothers got to work. Epimetheus worked quickly making the animals, just slapping them together, and giving each of them one of the attributes Zeus had provided them to distribute. Some of the animals were thereby made cunning, some could camouflage themselves, some had fierce fangs, and some could fly. Prometheus, on the other hand, was a careful worker, and spent a great deal of time making just one creature—man—crafting him in the image of the gods, walking erect. By the time Prometheus was finished, he found out that his brother had given away all the gifts to the animals. One can almost picture Prometheus looking at the empty box that the gifts had been in, saying to his brother, “Dude. Really?” So Prometheus decided to do the one thing he was forbidden to do: give man fire. For this transgression, he paid a terrible price: he was sentenced by Zeus to be bound to a rock and to have an eagle pluck out his liver, which regrew every night, only to be torn out again the next day. This went on for eons until at last he was freed by Hercules.




1 The First Age: Language and Fire


While no one knows when isolated individual humans first harnessed the power of fire, we have pretty good evidence that around 100,000 years ago we gained widespread mastery of it. And it is easy to see in the much more recent Greek myth of Prometheus an eons-old memory of how dramatically fire changed us. Fire was the original multifunction technology. It provided light, and, because animals feared it, it also provided safety. Its portability meant that humans could migrate to colder climates and bring warmth with them. But far and away, its greatest benefit was that it let us cook food.

Why was this particular use of fire so important? Cooking allowed us to vastly increase our caloric intake. Not only does cooking meat make it easier to chew, but, more important, it unwinds the proteins within it, allowing for better digestion. And, on top of all that, with fire, scores of inedible plants suddenly became food sources, since fire could break down all the indigestible cellulose and starch found in them. Fire enabled us, in effect, to “outsource” part of our digestive process. It is quite difficult to get the number of calories humans require today with just raw food, since so many pass through the body undigested.

How did we use all the new calories we were able to consume? We used this new energy to grow our brains to unprecedented complexity. In a short period, we grew to have three times the number of neurons as gorillas or chimpanzees. Such a brain, however, is like an Italian supercar: it can go from zero to sixty in the blink of an eye, but it sure burns the gas doing so. Humans, in fact, use an incredibly lavish 20 percent of all of the calories we consume just to support our advanced brains. Few other creatures use even half that much energy to power their intellects. From a survival point of view, this was a pretty bold bet. To borrow a phrase from poker, humans went “all in” on the brain, and it paid off, for our more powerful brains led to our creation of another new technology: language. Language was the great leap that the historian Will Durant says “made us human.”

So fire began the great romance we still have today with technology. What is technology? Throughout this book, when I use that term, I mean the application of knowledge to an item, process, or technique. And what is technology for? Primarily for enhancing human ability. It allows us to do things we couldn’t do before, or allows us to do things we could do even better.

Certainly, we had used simple technology before fire. Over two million years before, in fact. But fire was different, special. It still seems a sort of magic. Even today, campers sit around the fire at night, staring into it, transfixed by its otherworldly dance.

The vastly more powerful technology of language allowed us to exchange information. With it, you can encapsulate something you have learned, like “Tigers don’t like to have their tails pulled,” in a way that can efficiently travel from person to person, far beyond the one-handed man who had the original experience. Additionally, language enabled us to cooperate with each other, which is one of our singular abilities as a species. Without language, a dozen people were no match for a woolly mammoth. But with language, those people could work together in a way that made them nearly invincible.

Language came about because of our bigger brains, and in a virtuous cycle, language in turn grew our brains even bigger, as there are kinds of thoughts we cannot think without words. Words are symbols, after all, for ideas, and we can combine and alter those ideas in ways that are inconceivable without the technology of speech.

Another gift of language is stories. Stories are central to humanity, for they gave form to human imagination, which is the first requisite for progress. Oral chants, the progenitors of today’s ballads, poems, and hip-hop songs, were probably early creations of speaking humans. There is a reason that things that rhyme are more memorable than things that don’t. It is the same reason that you can remember song lyrics better than a page of prose. Our brains are wired that way, and it is that fact that allowed The Iliad and The Odyssey to be preserved in oral form before the invention of writing. This also explains why the opening theme songs for TV shows like Gilligan’s Island, The Beverly Hillbillies, and The Brady Bunch are forever etched into my mind, in spite of my not having seen those shows for decades. It is notable that those songs are stories themselves, even including the words “story” and “tale” in their lyrics. It is speculated that our oldest stories, like the epic of Gilgamesh, probably existed in oral form for millennia, until the invention of writing allowed them to be jotted down.

We don’t know much about our earliest language other than what we can infer from our languages today. The original tongue of humans is long gone, as are the many forms that came after it. We group present-day languages into families that are derived from theorized protolanguages. One such language is Proto-Indo-European, from which 445 languages today descend. These include Hindi, English, Russian, German, and Punjabi.

Philologists study protolanguages by looking at similarities between words across languages. In 2013, researchers from the University of Reading in England employed this sort of analysis to find the oldest words we use. Their research found twenty-three “ultraconserved” words that have likely sounded largely the same for fifteen thousand years, meaning they reach back to a protolanguage that existed even before Proto-Indo-European. These most ancient of words include “man,” “mother,” “two,” “three,” “five,” “hear,” “ashes,” and “worm.” The oldest word of all may be “mama” or something like it, given that in a large variety of languages, the word for mother begins with the m-sound, often the first sound a baby can make.

And then, intriguingly, we have languages that seem to have no linguistic antecedents, languages that seem to have come out of nowhere. Basque, spoken by the people who inhabit the mountains between Spain and France, is one such example. It is thought by many to be a language older than the Proto-Indo-European tongue, and there is a legend among the Basques that theirs is the language that was spoken by Adam and Eve in the Garden of Eden.

The versatility and complexity of language are amazing. English recently passed a million unique words, although most of us get by using only about twenty-five thousand. A new English word is coined approximately every hour, although that pace is slowing. Back in the day, someone like Shakespeare would make up three words before breakfast. The leading theory as to the culprit behind this recent slowdown in new words is automatic spell-checkers, which simply won’t put up with that kind of horseplay. And unless you want to send an email with lots of red scribbles under your so-called words, you had better use stuff already on the approved list.

During this time, the First Age (the roughly 100,000 years in which we lived as hunter-gatherers with both language and fire), what was life like? The total population of humans was around 200,000, so while we were not an endangered species, the survival of humanity was far from certain. Although there was undoubtedly a wide variation of practices, a large number of these people lived in collectivist, largely nonhierarchical societies. As recently as 1700, there were still over fifty million hunter-gatherers spread across the globe, so we have a good deal of firsthand observations about “modern” hunter-gatherers. Even today, the best estimates suggest that there exist more than a hundred uncontacted hunter-gatherer tribes, whose members may number a total of over 10,000 people.

If modern examples of hunter-gatherers are any indication of life before agriculture, we can infer that sustenance was not something one could take for granted, and that any individual was just a few days’ illness away from death. As such, a general collectivism likely arose from each individual having a compelling, self-interested motive for helping others: even the strongest members of a society would need help themselves someday. For this reason, groups that shared were likely to be more resilient than their more selfish brethren. Besides, what was the point of accumulating wealth? There was no wealth beyond the day’s haul of grubworms and no way to store wealth even if it was there. Humans lived day to day, eking out a meager existence, just one bad winter or rogue mammoth away from an untimely demise.

Modern-day followers of Rousseau have a tendency to look back on this time through the rose-colored glasses of romanticism, harking back to a simpler time, when humans lived in harmony with nature, uncorrupted by the trappings of the modern world. Most of us, if dropped back into that time to live out our days, would likely not conclude these were the good old days. To begin with, times were violent. The Harvard psychologist Steven Pinker estimates that, based on studies of ancient human remains, nearly one in six ancient hunter-gatherers met with a violent end at the hands of another human. Compare this with just the one in thirty who died such a death in the “bloody” twentieth century, with its two world wars. Thus we can confidently say that life as an ancient hunter-gatherer was short, painful, and harsh. But this was humanity’s proving ground, and with language, we embarked on the path that brought us to today.






2 The Second Age: Agriculture and Cities


After about 100,000 years of humans chatting away while they hunted and gathered their way through the day, something dramatic happened that profoundly altered humans and our society once again: we invented agriculture. The Second Age began just 10,000 short years ago, when the human population of the planet was about four million people, a little more than the current population of Los Angeles. In those 90,000 intervening years, we managed to double our population a mere four or five times. That is incredibly meager growth, indicative of the precariousness of our existence.

Agriculture, like language, is also a technology, and like language, agriculture brought about a slew of other advances. The first of these was the city, which came about as agriculture required that humans settle down in one place. This practice was almost entirely new. Early cities, such as Çatalhüyük, Jericho, and Abu Hureyra, were often located near rivers for access to water and fertile farmland, and had markets, homes, and temples. It was during the Second Age that we began using opium, gambling with dice, and wearing makeup and gold jewelry.

Cities promoted commerce and the exchange of ideas, but they also made us completely and irrevocably stationary. Housing was permanent. We altered the land through dikes and terraces. We built fences. And we buried and marked the location of our dead for later homage. These practices, and dozens more, were nails in the coffin of our wandering nature. There would be no turning back.

The second technological advance to come along with agriculture was the division of labor. While this may not seem like such a complex idea, the impact of the division of labor marks the major milestone in the history of humanity. With the division of labor, instead of each individual doing all of the things necessary for survival, individuals specialize in narrower tasks, and by doing so gain efficiencies, which allow for tremendous economic growth. Along with trading and technological advances, the division of labor is one of only three “free lunches” in conventional economic theory—that is, one of the ways overall wealth can be increased without anyone’s having to work any harder.

Agriculture didn’t give us the division of labor directly. It gave us cities, and cities gave us the division of labor. How? The division of labor works the best when large numbers of people live in close proximity. Farmers who may have lived far from their neighbors couldn’t really specialize, and thus were by necessity jacks-of-all-trades but masters of none. Imagine how unproductive you would be if, instead of your current job, which you are presumably pretty good at, you had to do everything for yourself, from sewing your own clothes to making your own soap. Archaeological evidence from the oldest cities suggests that there was a range of different jobs from the beginning of the Second Age. Humans reaped the incredible economic advantages of specialization the moment that they started living in close proximity with large numbers of other humans.

The division of labor makes cooperation between humans go from optional to required. The famous essay by the economist Leonard Read, “I, Pencil,” describes how although no one person knows how to build a simple pencil, the pencil still gets made, because thousands of people in hundreds of fields, who will never meet, each do a small part of each thing that it takes to make a pencil. The division of labor gives us virtually everything we have today. Without it, we would perish.

Weapons for organized warfare are another technology that came along because of the city. They were invented out of necessity, because the city concentrated wealth and needed to be defended. The earliest cities were often walled, which is achieved only through great effort and expense, implying that the risks of invasion were real, or at least perceived to be.

As a result of agriculture and cities, humanity had individual private ownership of land for the first time. Humans, being territorial, have probably always defended a loosely defined area they regarded as their own, but we have archaeological evidence from the beginning of the Second Age that borders were often well defined. The philosopher Jean-Jacques Rousseau thought of this practice as the beginning of our modern world, and stated that “the first man who, having fenced in a piece of land, said ‘This is mine,’ and found people naïve enough to believe him, that man was the true founder of civil society.”

Agriculture and privately owned land ended the economic equality of the First Age. The natural inequality of ability, birth, and luck led to unequal accumulations of wealth. Although coinage in the modern sense didn’t exist at this time, the idea of wealth certainly did. One could own land, cattle, and silos for storing grain. That wealth could be accumulated indefinitely, with no upper limit on how rich a person could be. Since land could be farmed and cattle could reproduce, early wealth was income producing. As such, holdings of wealth tended to grow. Given that wealth could be passed down from generation to generation, it could accumulate and compound over multiple lifetimes.

Sadly, it was in the Second Age that the practice of human enslavement began. Slavery made little financial sense in a hunter-gatherer world, where wealth was nonexistent or at the most ephemeral, lasting only a day or two. But with cities, land ownership, and stores of wealth, our innate acquisitiveness was kindled, and was further stoked by memories of times of privation. The hunger for wealth seems to be limitless, at least in some, as is evidenced by those who feverishly work to earn their second billion, even with the full knowledge that they won’t ever, in a hundred lifetimes, spend their first.

Slavery presented no real ethical challenge for a world that didn’t have a notion of human rights or individual liberty. Only later, as civilization progressed, did the immorality of the institution become glaringly obvious.

Over time, some people amassed more land and capital than others. As society became wealthier, complexity arose. Trade became more sophisticated. Technology advanced and cities grew. All of this together raised the upper limit of the amount of wealth a single person could accumulate.

An unintended consequence of the agricultural revolution was that while more food could be produced, food could also be withheld from people. In a hunter-gatherer world, that wasn’t really possible, but with cities and agriculture, withholding food was a way for those in power to silence opposition, while distributing food was a way to ensure obedience. This is still done in parts of the world today.

It is against this backdrop that people separated into the rulers and the ruled. Aristocracy and royalty emerged during the Second Age. The ruling classes frequently adopted practices that those they ruled over were not permitted, such as wearing certain types or colors of clothing, eating certain foods, or, in the case of the Aztecs, smelling certain types of flowers.

This is also where the tension between two values, freedom and equality, was first highlighted. As the historian Will Durant points out, you get to pick only one, because you can’t have them both. People truly free will become unequal. People with equality forced on them are not free. This tug-of-war still plays out today.

Earlier, I referred to imagination as the first requisite for progress. Agriculture gave us the second. Since planting and harvesting crops required planning in a way that hunting and gathering did not, we can think of the invention of agriculture as the invention of the idea of the future, which is the second requisite for progress.






3 The Third Age: Writing and Wheels


Fire let us cook food, giving us our brains, which in turn produced language, allowing us to work together, form abstract thoughts, and create stories. Ten thousand years ago, agriculture let us settle down, build cities, and accumulate wealth. Cities were fertile grounds for the division of labor to produce economic growth and innovation.

The Third Age began just five thousand years ago when writing was likely first invented by the Sumerians, a people who lived in the southern part of present-day Iraq. It seems also to have been developed independently at around the same time in Egypt and China; some scholars give the “earliest writing” award to the Chinese. It would later be developed independently in what is modern-day Mexico. Writing changed humanity because for the first time what a person knew could live after him or her, perfectly preserved. Knowledge could be flawlessly copied and transported around the world. Ideas could live outside a human mind!

None of these benefits was the cause of the invention of writing. Writing in its earliest forms was about keeping track of assets and transactions. From there, it spread out to cover legal records, legal codes, and religious texts. Creative writing such as plays and poetry would come later.

At first, very few of the planet’s ten million people could read, as would be expected. Widespread literacy was slow in coming, due to the high costs associated with writing. Not only did it take a huge time investment to learn to read and write, but “paper” was either papyrus, baked clay, marble, or other unforgiving and expensive media.

But the power of writing caused it to quickly branch out into all parts of life, and in doing so, transformed the world. What of our modern world would exist without this technology? Writing is the great dividing point in human history. The First and Second Ages are, by definition, prehistoric. History begins five thousand years ago with the Third Age.

Not everyone thought writing was a good idea. In his writings, Plato describes a great king rebuking the god who invented writing, telling him:


For this invention will produce forgetfulness in the minds of those who learn to use it, because they will not practice their memory.… You have invented an elixir not of remembering, but of reminding; and you offer your pupils the appearance of wisdom, not true wisdom.



Plato was right. Writing does hurt our memories. Just as we use fire to outsource some of our digestion, writing outsources our memory. Before writing, if you wanted to know something, you had better remember it, because there was no way to write anything down. Ancient history brings us tantalizing hints of a time when we had better memories, while I struggle to remember my ATM PIN. But our memories didn’t degrade immediately with the invention of writing, because books were still uncommon. Now that most knowledge is a Google search away, our memories may further decay.

Like the other pivotal technologies we have explored, writing also had concurrent new technologies it helped bring about or promote. The first of these was the wheel, which came along at the same time, about five thousand years ago. The wheel and writing go together like PB and J, for as a pair they increased commerce, aided the flow of information, and promoted travel. Writing meant that rulers could create legal codes, but it was the wheel that allowed those codes to be distributed and enforced across a wide area.

Early legal codes were so sparse that in more than one culture, the ruler was required to memorize every law before taking power. It is from this period that the maxim “Ignorance of the law is no excuse” came about, for since there were so few laws, you had no excuse not to know them. Although we still say this, practically speaking, the exact opposite is true: Ignorance seems like a pretty good excuse in a country with millions of pages of laws. Early legal codes, such as the four-thousand-year-old Code of Ur-Nammu, specify specific punishments for murder, robbery, kidnapping, rape, perjury, assault, and a variety of crimes relating to land ownership, such as flooding a neighbor’s field, failing to cultivate a rented field, and secretly cultivating someone else’s field. The Code of Hammurabi, only a couple of centuries younger, covers all that ground in its 282 laws, but it adds in the enforcement of contracts, product liability, and inheritance.

Money appeared during the Third Age as well. Stamped coins as we have today wouldn’t be developed until well into the period, but money in a dozen other forms, from gold and silver to shells and salt, appeared all over the world early in the Third Age. Metals were considered the ideal media of exchange because they were widely valued, divisible, durable, and portable. Metallurgy itself began at the dawn of the Third Age, and humans soon learned that tin and copper combined to produce bronze, which is superior to both.

With writing, the wheel, and money all coming on the scene concurrently, the basic ingredients needed to make the nation-state and empires were in place. This is when we saw the first large civilizations blossom all over the world, independently and virtually simultaneously. China, the Indus Valley, Mesopotamia, Egypt, and Central America all became home to large, cohesive, and prosperous nations. No one has any idea how it came to be that these civilizations emerged nearly concurrently in places with no contact with each other. The same is true for writing. Why didn’t some parts of the world get writing, wheels, agriculture fifty thousand years ago? Or twenty thousand? No one knows.

So by this point in our telling of human history, we have language, imagination, division of labor, cities, and a sense of the future. We have writing, legal codes, the wheel, contracts, and money. All of this together allowed us to advance our technology relatively quickly over the next few thousand years.

Our world up to recent times has been a Third Age world. While incredible innovation has occurred along the way, such as the development of the steam engine, the harnessing of electrical power, and the invention of movable type, these were not fundamental changes in the nature of being human in the way language, agriculture, and writing were. The signature innovations within the Third Age have been evolutionary more than revolutionary. This is not to diminish them. Printing changed the world profoundly, but it was simply a cheaper and more efficient way to do something that we already could do. Detailed schematics of a biplane would have made sense to Leonardo da Vinci. For us to rightly say we have launched into a new age, something has to have come along that has changed us and how we live in a profound and permanent way. Something that has altered our trajectory as a species.

And that story, which launches us into the Fourth Age, has its origins in the final few centuries of the Third Age.






4 The Fourth Age: Robots and AI


Although we are accustomed to technology advancing rapidly, for more than 99.9 percent of human history, it didn’t. One of the oldest tools, the Acheulean hand ax, remained unchanged across a million years of use. Imagine that! Unchanged for a million years. Today’s technology advances at a brisker pace, but it has been doing so for only a few centuries. Some historians say that Leonardo da Vinci was the last man to know everything. And while this isn’t meant in a literal sense, it is an acknowledgment that Leonardo lived at a time when science was so nascent that a single person could have a working knowledge of all that was known.

But by the time Leonardo died in 1519, things had already begun to change. By the middle of that century, Nicolaus Copernicus reordered the cosmos in On the Revolutions of the Heavenly Spheres. Shortly thereafter, a French philosopher named Jean Bodin was one of a group of people who saw science as the way forward. Bodin didn’t believe in some golden age of the past; rather, he believed that the power of print would launch the world forward and that the sciences “contain in themselves treasure that no future ages will ever be able to exhaust.”

By 1600, things were really getting under way. In 1609, Johannes Kepler wrote a letter to Galileo Galilei talking about a future with spaceships: “Ships and sails proper for the heavenly air should be fashioned. Then there will also be people who do not shrink from the dreary vastness of space.” In 1620, Sir Francis Bacon published a book called Novum Organum (The New Method), which is regarded as the beginning of what we now call the scientific method. Bacon emphasized the firsthand study of nature along with careful observations and the recording of data. From that data, and only from that data, should one draw conclusions.

While this isn’t exactly how we think of the scientific method today, Bacon was important because he proposed a way to systematize the acquisition of knowledge through observation. That’s a big idea, a world-changing idea. For up until this time, progress came in fits and starts, as the wheel was both literally and metaphorically reinvented again and again. With the scientific method, the data and conclusions that one person collects can later be used by others to advance knowledge further. This enabled a compounding growth in our scientific knowledge, which is what got us to today.

Today’s scientific method is a set of agreed-upon techniques for acquiring knowledge, and then distributing that knowledge in such a way that others can corroborate and build on top of it. It applies only to objects or phenomena of which measurement can be made. Objective measurement is essential because it allows others to reproduce a researcher’s findings, or, as is often the case, to be unable to reproduce them. The scientific method required affordable printing to work properly, which is probably why it wasn’t developed earlier in human history, and why science advanced ever faster as the cost of printing fell.

The ancients had many extraordinary technological breakthroughs, but since they lacked the technology and a process for publishing and disseminating information about them, they were quickly forgotten. One example is the Antikythera mechanism, a two-thousand-year-old Greek mechanical device (a computer really) that was used to forecast astronomical positions and calculate when eclipses would occur. We know of this device only because we found exactly one example in a shipwreck. In our modern world, such a revolutionary device would be written about and photographed ad nauseam. Colleges around the world would try to outdo each other making improvements to the device. Entrepreneurs would be raising money to build Antikythera mechanisms cheaper, smaller, and faster.

That’s how technology advances: by making incremental improvements on work done by others, a process Isaac Newton described as seeing further by standing on the shoulders of giants. In 1687, Newton, on whose shoulders we still stand, published Philosophiae Naturalis Principia Mathematica, which describes the laws of motion and gravitation. In just a few formulas, Newton showed that even the planets themselves obey straightforward, mechanistic laws.

It would be an oversimplification to give all the credit for our rapid technological advance to the scientific method. That was simply the last piece of a complex puzzle. As I’ve already pointed out, we had to have, among other things, imagination, a sense of time, and writing. In addition, we needed much more; to that list we might well add a low-cost way to distribute knowledge, widespread literacy, the rule of law, nonconfiscatory taxation, individual liberty, and a culture that promoted risk-taking.

The invention of the printing press, and its widespread use, increased literacy and the free flow of information. This was the main catalyst that launched our modern world way back in the seventeenth century. And, perhaps, modernity got an unexpected boost from something else that happened in Europe at the same time: the replacement of beer by the newly introduced coffee as the beverage one sipped on all day. Now that bottled water is the beverage du jour, we might inadvertently slip back into a new dark age. But at least we will be well hydrated. Or, conversely, maybe Starbucks will save the world.

The scientific method supercharged technological development so much that it revealed an innate but mysterious property of all sorts of technology, a consistent and repeated doubling of its capabilities over fixed periods.

Our discovery of this profound and mysterious property of technology began modestly just half a century ago when Gordon Moore, one of the founders of Intel, noticed something interesting: the number of transistors in an integrated circuit was doubling about every two years. He noticed that this phenomenon had been going on for a while, and he speculated that the trend could continue for another decade. This observation became known as Moore’s law.

Doubling the number of transistors in an integrated circuit doubles the power of the computer. If that were the entire story, it would be of minor interest. But along came Ray Kurzweil, who made an amazing observation: computers have been doubling in power from way before transistors were even invented.

Kurzweil found that if you graph the processing power of computers since 1890, when simple electromechanical devices were used to help with the US census, computers doubled in processing power every other year, regardless of the underlying technology. Think about that: the underlying technology of the computer went from being mechanical to using relays, then to vacuum tubes, then to transistors, and then to integrated circuits, and all along the way, Moore’s law never hiccupped. How could this be?

Well, the short answer is that no one knows. If you figure it out, tell me and we can split the Nobel money. How could the abstraction, the speed of the device, obey such a rigid law? Not only does no one really know, there aren’t even many ideas. But it appears to be some kind of law of the universe, that it takes a certain amount of technology to get to a place, and then once you have it, you’re able to use that technology to double that again.

Moore’s law continues to this day, well past the ten years Moore himself guessed it would hold up. And although every few years you see headlines like “Is This the End of Moore’s Law?” as is the case with almost all headlines phrased as a question, the answer is no. There are presently all manner of candidates that promise to keep the law going, from quantum computers to single-atom transistors to entirely new materials.

But—and here is the really interesting part—almost all types of technology, not just computers, seem to obey a Moore’s law of their own. The power of a given technology may not double every two years, but it doubles in something every n years. Anyone who has bought laptops or digital cameras or computer monitors over time has experienced this firsthand. Hard drives can hold more, megapixels keep rising, and screen resolutions increase.

There are even those who maintain that multicellular life behaves this way, doubling in complexity every 376 million years. This intriguing thesis, offered by the geneticists Richard Gordon and Alexei Sharov, posits that multicellular life is about ten billion years old, predating earth itself, implying… well, implying all kinds of things, such as that human life must have originated somewhere else in the galaxy, and through one method or another made its way here.

The fact that technology doubles is a big deal, bigger than one might first suspect. Humans famously underestimate the significance of constant doubling because nothing in our daily lives behaves that way. You don’t wake up with two kids, then four kids, then eight, then sixteen. Our bank balances don’t go from $100 to $200 to $400 to $800, day after day.

To understand just how quickly something that repeatedly doubles gets really big, consider the story of the invention of chess. About a thousand years ago, a mathematician in what is today India is said to have brought his creation to the ruler, and showed him how the game was played. The ruler, quite impressed, asked the mathematician what he wanted for a reward. The mathematician responded that he was a humble man and his needs were few. He simply asked that a single grain of rice be placed on the first square of the chessboard. Then two on the second, four on the third, each square doubling along the way. All he wanted was the rice that would be on the sixty-fourth square.

So how much rice do you think this is? Given my setup to the story, you know it will be a big number. But just imagine what that much rice would look like. Would it fill a silo? A warehouse? It is actually more rice than has been cultivated in the entire history of humanity. By the way, when the ruler figured this out, he had the mathematician put to death, so there is another life lesson to be learned here.

Think also of a domino rally, in which you have a row of dominos lined up and you push one and it pushes the next one, and so on. Each domino can push over a domino 50 percent taller than itself. So if you set up thirty-two dominos, each 50 percent bigger than the first, that last domino could knock over the Empire State Building. And that is with a mere 50 percent growth rate, not doubling.

If you think we have seen some pretty amazing technological advances in our day, then fasten your seat belt. With computers, we are on the sixtieth or sixty-first square of our chessboard, metaphorically, where doubling is a pretty big deal. If you don’t have the computing power to do something, just wait two years and you will have twice as much. Sure, it took us thousands of years to build the computer on your desk, but in just two more years, we will have built one twice as powerful. Two years after that, twice as powerful again. So while it took us almost five thousand years to get from the abacus to the iPad, twenty-five years from now, we will have something as far ahead of the iPad as it is ahead of the abacus. We can’t even imagine or wrap our heads around what that thing will be.

The combination of the scientific method and Moore’s mysterious law is what has given us the explosion of new technology that is part and parcel of our daily life. It gave us robots, nanotech, the gene editing technology CRISPR-Cas9, space travel, atomic power, and a hundred other wonders. In fact, technology advances at such a rate that we are, for the most part, numb to the wonder of it all. New technology comes with such rapidity that it has become almost mundane. We carry supercomputers in our pockets that let us communicate instantly with almost anyone on the planet. These devices are so ubiquitous that even children have them, and they are so inexpensive as to be free with a two-year cellular contract. We have powers that used to be attributed to the gods, such as seeing events as they happen from a great distance. We can change the temperature of the room in which we are sitting with the smallest movement of our fingers. We can fly through the air six miles above the Earth at the speed of sound, so safely that statistically one would have to fly every day for over 100,000 years to get in an accident. And yet somehow we can manage to feel inconvenienced when they run out of the turkey wrap and we have to eat the Cobb salad.

In antiquity if you wanted to know the answer to a hard question, you would have to make a pilgrimage to see an oracle, such as the Oracle at Delphi. After a long, arduous journey full of many hardships, you would finally present your query to the oracle, who would reply, in a drug-induced stupor, some cryptic answer that could be interpreted a dozen different ways. Contrast that now to Google: you type in a question, and in a quarter of a second, Google rank-orders fifty billion web pages for your perusal.

Of all the technologies that have come our way in the final years of the Third Age, hands down, one advance tops them all: the computer. Computers are not simply gadgets. They are philosophically meaningful devices. Why do I say this? It is because they do one very special thing, computation. I know that seems screamingly obvious, but computation is the heartbeat of the universe, it is the ticktock of the cosmic clock. Computation is so foundational that some believe that everything is computation: your brain, the universe, space, time, consciousness, and life itself. The polymath Stephen Wolfram thinks so, and he makes his case across 1,200 pages in his 2002 magnum opus A New Kind of Science. He demonstrates that very simple rules, just one or two lines long, can generate immense complexity. He further speculates that the code required to generate the entire universe may just be a few lines long. It is a provocative hypothesis, one with many adherents.

Regardless, much of the universe clearly is computational. Hurricanes and DNA are computational, as are snowflakes and sand dunes. The wondrous truth is that things that are the result of computation in the physical world can be modeled inside a computational device the size of a postage stamp. Just think about it for a minute. Putting a man on the moon involved incredibly complex calculations about rockets and boost and gravity… all stuff of the real world. And yet we could mirror it with ones and zeros inside a tiny processor. This suggests a profound truth, that anything that can be modeled in a computer is occurring via computation in the real world as well. In other words, Apollo 11’s launch was computational. It didn’t merely involve computation, its launch was computation. Its entire mission was computation.

Where it gets interesting are the edge cases. Are we computation? Are our minds giant clockworks that follow the same basic rules as Apollo 11 did? Those are the questions that we need to answer in order to understand the limits, if there are any, of computers.

This is why I say that computers are philosophically significant devices. A hammer just pounds nails, a saw just cuts wood, but a computer can mirror a billion different things from the physical world. It is fair to say that we don’t yet understand the metaphysical implications of the computer. We know that it has transformed the world in ways both subtle and dramatic; that’s obvious. But more is going on than meets the eye. As the noted professor and philosopher Marshall McLuhan said decades ago, the computer is “the most extraordinary of man’s technological clothing; it’s an extension of our central nervous system. Beside it, the wheel is a mere hula-hoop.” The computer is both new and ubiquitous at the same time, and one can only imagine what it will able to do in a century, or even a decade.

Where did this device come from? How is it that we decided to make one, or even suspect such a thing was possible? The history from the beginning of computers to today is quite short, and for our purposes here can be told by mentioning just four names, which when listed together sound like a high-tech law firm: Babbage, Turing, von Neumann, and Shannon. Let’s look at just one idea from each, which, when taken together, will give you the essentials of modern computing.

The story begins in 1821 in London with Charles Babbage. At the time, the Industrial Revolution was under way, and science and math moved from the university and the laboratory into the factory. In the days before calculating machines, large books of tables were published that could be used as shortcuts by those doing complex calculations. These books contained logarithms, astronomical calculations, and loads of other data sets essential for industry and science. The problem was that every number in those books was hand-calculated, and thus they contained numerous errors. One wrong number could send a ship off course, corrupt bank records, or cause the production of faulty machinery. Babbage, frustrated by the errors, remarked, “I wish to God these calculations had been executed by steam.”

This statement was profound, and an extremely modern one at that. Captured in it is a sense that things mechanical are more consistent and reliable than things organic. Steam-powered machines were carefully milled to exacting standards. Those machines performed tasks indefatigably, producing goods of consistently high quality. It was a stroke of genius on Babbage’s part to realize that if steam could make cogs, it could also compute logs.

Thus he conceived of and tried to build a complete calculating machine. He understood the significance of the machine, stating that “as soon as an Analytical Engine exists, it will necessarily guide the future course of science.” Unfortunately, he ran out of funds for his endeavor, a common fate for start-ups even then. However, in 2002 the Science Museum of London built the ten-thousand-pound machine Babbage proposed, and it worked flawlessly. Exit Babbage, who surmised that steam could power computing machines.

Enter Alan Turing. Turing’s contribution at this point in our tale came in 1936, when he first described what we now call a Turing machine. Turing conceived of a hypothetical machine that could perform complex mathematical problems. The machine is made up of a narrow strip of graph paper, which, in theory, is infinitely long. On the graph paper there is always a single active cell, and above that cell hovers a head. The head can read and write to the paper and move around a bit, based on the instructions it receives or the programs it runs.

The point of the Turing machine was not “Here’s how you build a computer” but rather, “This simple imaginary device can solve an enormous range of computational problems. Almost all of them.” In fact, anything a computer can do today, you could theoretically do on a Turing machine. And Turing not only conceived of the machine but figured all this out. Consider that simple machine, that thought experiment with just a handful of parts: Everything Apollo 11 needed to do to make it to the moon and back could be programmed on a Turing machine. Everything your smartphone can do can be programmed on a Turing machine, and everything IBM Watson can do can be programmed on a Turing machine. Who could have guessed that such a humble little device could do all that? Well, Turing could, of course. But no one else seems to have had that singular idea. Exit Turing.

Enter John von Neumann, whom we call the father of modern computing. In 1945, he developed the von Neumann architecture for computers. While Turing machines are purely theoretical, designed to frame the question of what computers can do, the von Neumann architecture is about how to build actual computers. He suggested an internal processor and computer memory that holds both programs and data. In addition to the computer’s memory, there might also be external storage to hold data and information not currently needed. Throw in input and output devices, and one has a von Neumann setup. If, when you were reading that, your brain mapped it to your computer’s CPU, memory, hard drive, keyboard, and monitor, then move to the head of the class.

Finally, in 1949, Claude Shannon wrote a paper entitled “Programming a Computer for Playing Chess” in which he described a way to reduce chess to a series of calculations that could be performed on a computer. While this may not sound like it should earn Shannon one of the four spots on the Mount Rushmore of computer history, for the first time, in a practical and realistic way, computers were thought of as not just machines to perform mathematical calculations. Shannon allowed that they could manipulate information at an abstract level, as necessary to make chess moves. Think about that: Before 1949, computers were programmable calculators, the kind you need in physics class. After 1949, it was conceivable that a computer might someday suggest which stocks you should buy. While many others, Turing included, intellectually knew what computers were capable of, Shannon delivered the goods.

So that’s that: Babbage realized machines could do math. Turing added that they could also run programs. Von Neumann figured out how to build the hardware, and Shannon showed how the software could do things that didn’t at first look like math problems.

That is where we are today. The only things that have really changed are that computers have gotten a whole lot faster and whole lot cheaper. One way to see this phenomenon is to examine the cost of a computer that can do a gigaflop, that is, one billion floating point operations per second, and ask what’s the cost per gigaflop. In 1961, no such computer existed, but if you took two years of the United States’ GNP, spent it all on the fastest computers of the day, and bolted them together, you would get close to one gigaflop.

By 1984 the price had plummeted, and you could get a one-gigaflop computer, a Cray “supercomputer,” for about the price of buying a really nice private jet—a bargain compared to two years of GNP. By 1997, you could get one gigaflop of computing power for the price of a good German sports car. By 2013, the price had fallen to just twenty-five cents per gigaflop, and that supercomputer was called a Sony PlayStation 4. Now the price is around a nickel, as today’s PCs are ten-thousand-gigaflop machines and cost just a few hundred dollars.

The price per gigaflop of computer power will be a fraction of a cent soon enough, and will continue to speedily drop from there. Supercomputers today aren’t measured in gigaflops anymore, nor even in teraflops (1,000 gigaflops), but in petaflops (1,000,000 gigaflops). The fastest computer as of January 2018 is located in China. As is the second fastest. They operate at nearly 100 petaflops (100,000,000 gigaflops). However, later in 2018, computers in excess of 100 petaflops will be built in the United States, Japan, and undoubtedly elsewhere. In addition, there are no fewer than five companies promising an exaflop (1,000 petaflops) machine by 2020. There is no hint that this race will slow down any time soon.

How did all this happen? How does the price fall like that? In 1960, you could buy a transistor for about a dollar, or just over $8 in today’s money. So, if you needed 125,000 of them, you needed a million dollars in today’s money. But the price fell dramatically as the quantity produced skyrocketed. By 2004, the number of transistors manufactured surpassed the number of grains of rice that were grown across the planet. Just six years later, in 2010, you could buy that same 125,000 transistors that cost a million dollars in 1960 for the same price as you would pay for a single grain of rice.

Technology is relentless: It gets better and cheaper, never stopping. And it is on this fact that many computer scientists base their claims on the future capabilities of computers, such as artificial general intelligence and machine consciousness, the topics we will discuss for the rest of the book.

Just how deeply have we embedded computers into the fabric of our lives? No one knows how many billions of computers are in operation around the world. It is believed that computers use roughly 10 percent of all of the electricity produced. They are so much a part of our lives that we literally may not be able to live without them, certainly not at our present standard of living. But our population may be large enough that without computers in the background managing everything from logistics to water treatment, their removal or incapacitation might cause a die-off of humans, especially in large cities. As Steve Wozniak said, “All of a sudden, we’ve lost a lot of control. We can’t turn off our Internet; we can’t turn off our smartphones; we can’t turn off our computers. You used to ask a smart person a question. Now who do you ask? It starts with g-o, and it’s not God.”

In the 1960s and 1970s, we were building enough computers that it made sense to connect them to make one giant network. We call that the Internet. In 1989, Tim Berners-Lee created a protocol called HTTP to access a document on a server from a remote computer. We call this the World Wide Web. Today we are in the process of connecting not just computers to the Internet, but every device that is driven by data. Thirty billion or so devices are connected now, and that number is expected to rise to half a trillion by 2030.

That is the story that gets us from the waning centuries of the Third Age to the doorstep of the Fourth Age. Each new age saw technology outsourcing and enhancing functions of our physical or mental life. We used fire to help with digestion, writing to augment our memories, the wheel to spare our backs and legs. In our time, we have created a device, a mechanical brain, that is so versatile that it can be programmed to solve virtually a limitless number of problems that we ask it to. We are now developing artificial intelligence, a method to teach that device to operate on its own, and through the power of robotics, we have begun to give it mobility and ways to interact with the physical world. We will use computers and robots to outsource more and more of our thoughts and actions, presumably as much as we possibly can. This is a real change, and it marks the dawn of a new age, the Fourth Age. The questions that come out of this transition are profound, for they relate to what it means to be human. Can machines think? Can they be conscious? Can all human activity be mechanically reproduced? Are we simply machines? The ultimate purpose of this book is to explore these ideas—to figure out just how much human activity, both mental and physical, we can delegate to machines, and what the implications of that change will mean for the world.

Has the Fourth Age begun yet? Well, when just a few humans learned to farm, or a few isolated places developed writing, did that mark the beginning of a new age or the beginning of the end of an old one? It matters very little where we draw the line. Whether it already happened decades ago when Claude Shannon explained how a computer could be programmed to play chess, or whether it will happen in a few years when a computer can carry on a complex conversation with a human using natural language, this kind of hairsplitting is not particularly meaningful. Let’s say that the transition began no earlier than 1950 and will be completed no later than 2050. Draw your line anywhere in there you choose, or label the entire period as a transition.

When it began doesn’t really matter, for the important thing to understand is that once it really gets going, change happens rapidly. It took us 5,000 years to get from the wheel to the moon. (Interestingly, we would make it to the moon before it occurred to anyone to attach a wheel to luggage.) But we weren’t halfway to the moon 2,500 years ago. Far from it. When a human first walked on the moon, we had broken the sound barrier only two decades earlier. We had achieved heavier-than-air flight only six decades earlier. So for 4,940 years after inventing the wheel, we were still firmly attached to the face of this planet. Sixty years later, we hadn’t just flown, we’d gone to the moon and back. It is at that speed, with frequent dramatic transformative breakthroughs, that you should expect this fourth change to descend on us. And just as airplanes experience the most turbulence right before landing, our ride from this point forward is going to be a bit bumpy. We will probably see more change in the next fifty years than we have seen in the last five thousand. Vladimir Lenin said, “There are decades where nothing happens; and there are weeks where decades happen.” As the Fourth Age gains steam, expect breakthroughs in AI and robotics to happen with ever-increasing rapidity.

For millions of years, we have used technology. For a hundred thousand years, we have had language. A few thousand years ago, we started asking profound questions about the universe and our place within it. A few centuries ago, we systematized science and created unimagined prosperity. A few decades ago, we began making mechanical brains, and just a few years ago, we learned dramatic new ways to make those brains more powerful. It feels as if this very moment is the great inflection point of history.

Now we have arrived at the doorstep of the Fourth Age, and we find ourselves in disagreement about just exactly what we have built and where we are heading. The technologies we are now creating will force us to reexamine our answers to some very old questions.
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