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Praise for


THE WINNER’S CURSE


“This is an outstanding description of a number of systematic abnormalities that challenge the traditional economic paradigm. Thaler’s writing is precise and fun to read. Our understanding of decision making is undergoing a paradigm shift, and this book highlights the debates between economic and psychological theories. I will encourage my colleagues, doctoral students, and MBA students to study this book very carefully.”


— Max H. Bazerman


J.J. Gerber Distinguished Professor
of Dispute Resolution and Organizations


J.L. Kellogg Graduate School of Management


Northwestern University





“The last line of The Winner’s Curse reads, ’Would you rather be elegant and precisely wrong, or messy and vaguely right?’ If you are interested in contemporary economic life, and are rational enough to select ’messy’ over ’elegant,’ then this book should be your first stop on the road to enlightenment. It is sprightly, ingenious, plausible, and—most important—a broadside against simplistic theories of behavior that hinge on pure rationality. Guaranteed to inform and amuse.”


— Alan Sica


Professor of Sociology


Pennsylvania State University





“This gem of a book reveals many of the puzzles of economic life with wit and insight. It will be enjoyed by anyone wanting a balanced economic education.”


— Burton malKiel


Chemical Bank Chairman’s


Professor of Economics


Princeton University





“Nobody has been more intrigued by behaviors that mock economic theory than Thaler; he relishes them, and tries in this book to get you intrigued, too. He is a pioneer who hopes, in this way, to enrich economic theory, not to debunk it. He is an engaging storyteller.”


— Thomas C. Schelling


Professor of Economics


University of Maryland





“Thaler’s anomalies are thorns in the flesh of a rational choice theorist. But they are thorns that, once worked out, will give a more robust theory of purposive action.”


— James Coleman


University Professor


University of Chicago




According to most economists, economic behavior is a rational process. It is assumed that we know what we want, strive to get it, and accept the verdict of the market for our effort. Indeed, all who deal with money—the manager who plans competitive business strategies, the lawyer who negotiates contracts, the investor who evaluates risk against return, and the homemaker who balances a budget—are well aware of the economic forces which govern our affairs. But is economic behavior in real life as rationally explicable as economists claim? Will our carefully calculated pursuit of our preferences always be met efficiently by the market?


In this profound and provocative work, Richard Thaler challenges the received economic wisdom by revealing many of the paradoxes that abound even in the most painstakingly constructed transactions. He presents literate, challenging, and often funny examples of such anomalies as why the winners at auctions are often the real losers—they pay too much and suffer “the winner’s curse”—why gamblers bet on long shots at the end of a losing day, why shoppers will save on one appliance only to pass up the identical savings on another, and why sports fans who wouldn’t pay more than $200 for a Super Bowl ticket wouldn’t sell one they own for less than $400. He also demonstrates that markets do not always operate with the traplike efficiency we impute to them. For instance, he cites the bewilderingly divergent pay scales for the same job in different industries, and reminds us that the stock market responds to such unlikely stimuli as the arrival of weekends, holidays, and seasonal changes.


Thaler argues that recognizing these sometimes topsy-turvy facts of economic behavior will compel economists, as well as those of us who live by their lights in our jobs and organizations, to adopt a more balanced view of human nature, one reflected in Adam Smith’s professed belief that, despite our selfishness, there is something in our nature that prompts us to enjoy, even promote, the happiness of others. Keeping this view in mind as we deal with colleagues, competitors, teammates, and friends, we are likely to find ourselves the richer for it, and just may avoid the winner’s curse. This insightful book will be read and discussed widely by scholars and professionals.
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Chapter 1: Introduction


 





A friend of yours is the Chairman of the Acme Oil Company. He occasionally calls with a problem and asks your advice. This time the problem is about bidding in an auction. It seems that another oil company has gone into bankruptcy and is forced to sell off some of the land it has acquired for future oil exploration. There is one plot in which Acme is interested. Until recently, it was expected that only three firms would bid for the plot, and Acme intended to bid $10 million. Now they have learned that seven more firms are bidding, bringing the total to ten. The question is, should Acme increase or decrease its bid? What advice do you give?





 


Did you advise bidding more or less? Most people’s intuition in this problem is to bid more. After all, there are additional bidders, and if you don’t bid more you won’t get this land. However, there is another important consideration that is often ignored. Suppose that each participant in the auction is willing to bid just a little bit less than the amount he or she thinks the land is worth (leaving some room for profits). Of course, no one knows exactly how much oil is in the ground: some bidders will guess too high, others too low. Suppose, for the sake of argument, that the bidders have accurate estimates on average. Then, who will be the person who wins the auction? The winner will be the person who was the most optimistic about the amount of oil in the ground, and that person may well have bid more than the land is worth. This is the dreaded winner’s curse. In an auction with many bidders, the winning bidder is often a loser. A key factor in avoiding the winner’s curse is bidding more conservatively when there are more bidders. While this may seem counter-intuitive, it is the rational thing to do.


This book is about economics anomalies, of which the winner’s curse is an example. An anomaly is a fact or observation that is inconsistent with the theory. Here, the theory of rational bidding advises bidding less when the number of bidders increases, yet most people would end up bidding more. Two ingredients are necessary to produce a convincing anomaly: a theory that makes crisp predictions and facts that contradict those predictions. In the case of economics anomalies, both ingredients can be difficult to obtain. While there is no shortage of economic theories, the theories are often extremely difficult to pin down. If we can’t agree on what the theory predicts, then we can’t agree on what constitutes an anomaly. In some cases, economists have in fact argued that some theories are simply not testable because they are true by definition. For example, the theory of utility maximization is said to be a tautology. If someone does something, no matter how odd it may seem, it must be utility maximizing, for otherwise the person wouldn’t have done it. A theory is indeed not testable if no possible set of data could refute it. (In fact, it is not really a theory, more like a definition.) However, while many economists have taken comfort in the apparent irrefutability of their theories, others have been busy devising clever tests. And in economics the following natural law appears to hold: where there are tests there are anomalies.


What is economic theory? The same basic assumptions about behavior are used in all applications of economic analysis, be it the theory of the firm, financial markets, or consumer choice. The two key assumptions are rationality and self-interest. People are assumed to want to get as much for themselves as possible, and are assumed to be quite clever in figuring out how best to accomplish this aim. Indeed, an economist who spends a year finding a new solution to a nagging problem, such as the optimal way to search for a job when unemployed, is content to assume that the unemployed have already solved this problem and search accordingly. The assumption that everyone else can intuitively solve problems that an economist has to struggle to solve analytically reflects admirable modesty, but it does seem a bit puzzling. Surely another possibility is that people simply get it wrong. The possibility of cognitive error is of obvious importance in light of what Herbert Simon has called bounded rationality. Think of the human brain as a personal computer, with a very slow processor and a memory system that is both small and unreliable. I don’t know about you, but the PC I carry between my ears has more disk failures than I care to think about.


What about the other tenet of economic theory, self-interest? Just how selfish are people? The trouble with the standard economic model is illustrated by the behavior exhibited by the drivers in Ithaca where I live. There is a creek that runs behind Cornell University. The two-way road that crosses this creek is served by a one-lane bridge. At busy times of the day, there can be several cars waiting to cross the bridge in either direction. What happens? Most of the time, four or five cars will cross the bridge in one direction, then the next car in line will stop and let a few cars go across the bridge in the other direction. This is a traffic plan that would not work in New York City nor in an economic model. In New York City a bridge operating under these rules would, in effect, become one-way, the direction determined by the historical accident of the direction being traveled by the first car to arrive at the bridge!1 In economic models, people are assumed to be more like New Yorkers than like Ithacans. Is this assumption valid? Fortunately, the cooperative behavior displayed by the Ithaca drivers is not unique. Most of us, even New Yorkers, also donate to charity, clean up camp grounds, and leave tips in restaurants—even those we never plan to visit again. Of course, many of us also cheat on our taxes (they will just waste the money anyway), overstate losses when making claims to insurance companies (well, just to recover the deductible), and improve the lie of our balls in golf (winter rules in August, if no one is looking). We are neither pure saints nor sinners—just human beings.


Unfortunately, there aren’t many human beings populating the world of economic models. For example, the leading economic model of savings behavior, the life-cycle hypothesis, takes no account of the most important human factor entering savings decision making—self-control. In this model, if you receive a $1000 windfall you are expected to save almost all of it, since you wish to evenly divide the consumption of the windfall over all of the rest of your remaining years of life. Who needs windfalls if you have to spend them like that!


We human beings do other things economists think are weird. Consider this one: You have won two tickets to the Super Bowl, conveniently (for this example) being played in the city where you live. Not only that, but your favorite team is playing. (If you are not a football fan, substitute something else that will get you appropriately excited.) A week before the game, someone approaches you and asks whether you would be willing to sell your tickets. What is the least you would be willing to accept for them? (Assume selling tickets is legal at any price.) Now, instead, suppose you do not have two tickets to the Super Bowl, but you have an opportunity to buy them. What is the most you would be willing to pay? For most people, these two answers differ by at least a factor of 2. A typical answer is to say that I wouldn’t sell the tickets for less than $400 each, but I wouldn’t pay more than $200. This behavior may seem reasonable to you, but according to economic theory your two answers should be almost identical, so the behavior must be considered an anomaly. This is not to say that there is anything wrong with the theory as a theory or model of rational choice. Rationality does imply the near equality of buying and selling prices. The problem is in using the same model to prescribe rational choice and to describe actual choices. If people are not always rational, then we may need two different models for these two distinct tasks.


Of course, I am hardly the first to criticize economics for making unrealistic assumptions about behavior. What is new here? To understand how the anomalies illustrated here present a new type of critique of economics, it is useful to review what the prior defenses of economic theory have been. The most prominent defense of the rational model was offered by Milton Friedman (1953). Friedman argued that even though people can’t make the calculations inherent in the economic model, they act as if they could make the calculations. He uses the analogy of an expert billiards player who doesn’t know either physics or geometry, but makes shots as if he could make use of this knowledge. Basically, Friedman’s position is that it doesn’t matter if the assumptions are wrong if the theory still makes good predictions. In light of this argument, this book stresses the actual predictions of the theory. I find that, assumptions aside, the theory is vulnerable just on the quality of the predictions.


A defense in the same spirit as Friedman’s is to admit that of course people make mistakes, but the mistakes are not a problem in explaining aggregate behavior as long as they tend to cancel out. Unfortunately, this line of defense is also weak because many of the departures from rational choice that have been observed are systematic—the errors tend to be in the same direction. If most individuals tend to err in the same direction, then a theory which assumes that they are rational also makes mistakes in predicting their behavior. This point, stressed by my psychologist collaborators Daniel Kahneman and Amos Tversky, makes the new behavioral critique of economics more substantive.


Another line of defense is to say that neither irrationality nor altruism will matter in markets where people have strong incentives to choose optimally. This argument is taken to be particularly strong in financial markets where the costs of transactions are very small. In financial markets, if you are prepared to do something stupid repeatedly, there are many professionals happy to take your money. For this reason, financial markets are thought to be the most “efficient” of all markets. Because of this presumption that financial markets work best, I have given them special attention in this book. Perhaps surprisingly, financial markets turn out to be brimming with anomalies.


But why a whole book of anomalies? I think there are two reasons to bring these anomalies together. First, it is impossible to evaluate empirical facts in isolation. One anomaly is a mere curiosity, but 13 anomalies suggest a pattern. Thomas Kuhn, a philosopher of science, commented that “discovery commences with the awareness of anomaly, i.e., with the recognition that nature has somehow violated the paradigm-induced expectations that govern normal science.” In this book I hope to accomplish that first step—awareness of anomaly. Perhaps at that point we can start to see the development of the new, improved version of economic theory. The new theory will retain the idea that individuals try to do the best they can, but these individuals will also have the human strengths of kindness and cooperation, together with the limited human abilities to store and process information.






Chapter 2: Cooperation
with Robyn M. Dawes


 





A Monty Python sketch1 keeps coming back to you. The two characters are a banker (played by John Cleese) and a Mr. Ford (played by Terry Jones), who is collecting money for charity with a tin cup.


 


BANKER: How do you do. I’m a merchant banker.


FORD: How do you do Mr. . . .


BANKER: Er . . . I forgot my name for a moment but I am a merchant banker.


FORD: Oh. I wondered whether you’d like to contribute to the orphan’s home. (He rattles the tin.)


BANKER: Well I don’t want to show my hand too early, but actually here at Slater Nazi we are quite keen to get into orphans, you know, developing market and all that . . . what sort of sum did have in mind?


FORD: Well . . . er . . . you’re a rich man.


BANKER: Yes, I am. Yes, very, very, very, very, very, very, very, very, very, very, very rich.


FORD: So er, how about a pound?


BANKER: A pound. Yes, I see. Now this loan would be secured by the . . .


FORD: It’s not a loan, sir.


BANKER: What?


FORD: It’s not a loan.


BANKER: Ah.




FORD: You get one of these, sir. (He gives him a flag.)


BANKER: It’s a bit small for a share certificate isn’t it? Look, I think I’d better run this over to our legal department. If you could possibly pop back on Friday.


FORD: Well, do you have to do that, couldn’t you just give me the pound?


BANKER: Yes, but you see I don’t know what it is for.


FORD: It’s for the orphans.


BANKER: Yes?


FORD: It’s a gift.


BANKER: A what?


FORD: A gift?


BANKER: Oh a gift!


FORD: Yes.


BANKER: A tax dodge.


FORD: No, no, no, no.


BANKER: No? Well, I’m awfully sorry I don’t understand. Can you explain exactly what you want?


FORD: Well, I want you to give me a pound, and then I go away and give it to the orphans.


BANKER: Yes?


FORD: Well, that’s it.


BANKER: No, no, no, I don’t follow this at all, I mean, I don’t want to seem stupid but it looks to me as though I’m a pound down on the whole deal.


FORD: Well, yes you are.


BANKER: I am! Well, what is my incentive to give you the pound?


FORD: Well, the incentive is—to make the orphans happy.


BANKER: (genuinely puzzled) Happy? . . . Are you quite sure you’ve got this right?


FORD: Yes, lots of people give me money.


BANKER: What, just like that?


FORD: Yes.


BANKER: Must be sick. I don’t suppose you could give me a list of their names and addresses could you?


FORD: No, I just go up to them in the street and ask.


BANKER: Good lord! That’s the most exciting new idea I’ve heard in years! It’s so simple it’s brilliant! Well, if that idea of yours isn’t worth a pound I’d like to know what is. (He takes the tin from Ford.)


FORD: Oh, thank you sir.


BANKER: The only trouble is, you gave me the idea before I’d given you the pound. And that’s not good business.


FORD: It isn’t?


BANKER: No, I’m afraid it isn’t. So, um, off you go. (He pulls a lever opening a trap door under Ford’s feet and Ford falls through with a yelp.) Nice to do business with you.





 


Much economic analysis—and virtually all game theory—starts with the assumption that people are both rational and selfish. An example is the analysis of the famous prisoner’s dilemma (Rapoport and Chammah, 1965). A prisoner’s dilemma game has the following structure. Two players must each select a strategy simultaneously and secretly. In the traditional story, the two players are prisoners who have jointly committed some crime and are being held separately. If each stays quiet (cooperates) they both are convicted of a minor charge and receive a one-year sentence. If just one confesses and agrees to testify against the other (defects), he goes free while the other receives a ten-year sentence. If both confess, they both receive a five-year sentence. The game is interesting because confessing is a dominating strategy—it pays to confess no matter what the other person does. If one player confesses and the other doesn’t, he goes free rather than spend five years in jail. If, on the other hand, the other player also confesses, then confessing means a five-year sentence instead of ten. The assumptions of rationality and self-interest yield the prediction that people playing a game with this structure will defect. People are assumed to be clever enough to figure out that defection is the dominant strategy, and are assumed to care nothing for outcomes to other players; they will, moreover, have no qualms about their failure to do “the right thing.”


A similar analysis applies to what economists call public goods. A public good is one which has the following two properties: (1) once it is provided to one person, it is costless to provide to everyone else; (2) it is difficult to prevent someone who doesn’t pay for the good from using it. The traditional example of a public good is national defense. Even if you pay no taxes, you are still protected by the Armed Forces. Another example is public radio and television. Even if you do not contribute, you can listen and watch. Again, economic theory predicts that when confronted with public goods, people will “free ride.” That is, even if they enjoy listening to public radio, they will not make a contribution because there is no (selfish) reason to do so. (For a modern treatment of the theory of public goods, see Bergstrom, Blume, and Varian, 1986.)


The predictions derived from this assumption of rational selfishness are, however, violated in many familiar contexts. Public television in fact successfully raises enough money from viewers to continue to broadcast. The United Way and other charities receive contributions from many if not most citizens. Even when dining at a restaurant away from home in a place never likely to be visited again, most patrons tip the server. And people vote in presidential elections where the chance that a single vote will alter the outcome is vanishingly small. As summarized by Jack Hirshleifer (1985, p. 55), “the analytically uncomfortable (though humanly gratifying) fact remains: from the most primitive to the most advanced societies, a higher degree of cooperation takes place than can be explained as a merely pragmatic strategy for egoistic man.” But why?


In this chapter and the next one, the evidence from laboratory experiments is examined to see what has been learned about when and why humans cooperate. This chapter considers the particularly important case of cooperation versus free riding in the context of public good provision.


SINGLE-TRIAL PUBLIC GOODS EXPERIMENTS


To investigate why people cooperate, it is necessary to examine behavior in both single-play and multiple-play environments. Does cooperation evolve, for instance, only as individuals repeatedly interacting with each other find it in their interests to cooperate? A typical public goods experiment uses the following procedures. A group of subjects (often, college students) is brought to the laboratory. Groups vary in size, but experiments usually have between four and ten subjects. Each subject is given a sum of money, for example, $5. The money can either be kept and taken home, or some or all of the money can be invested in a public good, often called a group exchange. Money invested in the group exchange for the n participants is multiplied by some factor k, where k is greater than one but less than n. The money invested, with its returns, is distributed equally among all group members. Thus, while the entire group’s monetary resources are increased by each contribution (because k is greater than one), each individual’s share of one such contribution is less than the amount she or he invests (because k is less than n). To take a concrete example, suppose k = 2 and n = 4. Then if everyone contributes all $5 to the public good, each ends up with $10. This is the unique Pareto efficient allocation: no other solution can make everyone better off. On the other hand, any one individual is always better off contributing nothing, because in exchange for a player’s $5 contribution, that player receives only $2.50, while the rest of the payoff ($7.50) goes to the other players. In this game, the rational, selfish strategy is to contribute nothing and hope that the other players decide to invest their money in the group exchange. If one player contributes nothing while all the others contribute $5, then that player will end up with $12.50, while the other players end up with $7.50. These conditions constitute what is sometimes called a “social dilemma.”


What does economic theory predict will happen in such a game? One prediction, called the strong free rider hypothesis, is that everyone will choose the dominant strategy, that is, nothing will be contributed to the public good. This is surely the outcome predicted by the selfish rational model. A less extreme prediction, called the weak free rider hypothesis, is that some people will free ride while others will not, yielding a suboptimal level of the public good, though not necessarily zero. The weak free rider hypothesis obviously does not yield very precise predictions.


The results of single play (“one shot”) public goods experiments lend little support to the strong free rider hypothesis. While not everyone contributes, there is a substantial number of contributors, and the public good is typically provided at 40-60 percent of the optimal quantity. That is, on average, the subjects contribute 40-60 percent of their stake to the public good. In a study by Marwell and Ames (1981), these results held in many conditions: for subjects playing the game for the first time, or after a previous experience; for subjects who believed they were playing in groups of 4 or 80; and for subjects playing for a range of monetary stakes, though in the experiments with the highest stakes, contribution rates were somewhat lower. Indeed, Marwell and Ames found only one notable exception to this 40-60 percent contribution rate. When the subjects were a group of University of Wisconsin economics graduate students, the contribution rate fell to 20 percent, leading them to title their article “Economists Free Ride: Does Anyone Else?”2 (Interestingly, economists told about the experiments predicted on the average a rate of about 20 percent—but for all participants, not just their students.)


MULTIPLE TRIAL EXPERIMENTS


A natural question to ask about the surprisingly high level of cooperation observed by Marwell and Ames is what would happen if the same players repeated the game several times. This question has been investigated by Kim and Walker (1984), Isaac, Walker, and Thomas (1984), and Isaac, McCue, and Plott (1985). The experimental design in these papers is similar to that of Marwell and Ames, except that there are usually ten repetitions of the game. Two major conclusions emerge from these papers. First, on the initial trial, cooperation is observed at rates similar to those obtained by Marwell and Ames. For example, across nine different experiments with varying designs, Isaac, McCue, and Plott obtained a 53 percent contribution rate to the public good. Second, within a few repetitions, cooperation declines sharply. After five trials, the contributions to the public good were only 16 percent of the optimum. The experiments by Isaac, Walker, and Thomas also obtained a decline in the contribution rate over time, though the decline was not as abrupt.3


Why does the contribution rate decline with repetition? One reasonable conjecture is that subjects learn something during the experiment that induces them to adopt the dominant strategy of free riding. Perhaps the subjects did not understand the game in the first trial and only learned that free riding was dominant over time. This possibility, however, appears unlikely in light of other experimental evidence. For example, the usual cooperation rates of roughly 50% are observed on trial 1 even for experienced subjects, that is, subjects who have participated in other multiple trial public goods experiments (e.g., Isaac and Walker, forthcoming). Also, Andreoni (1987a) has investigated the learning hypothesis directly using the simple procedure of restarting the experiment. Subjects were told they would play a ten-period public goods game. When the ten periods were completed, the subjects were told they would play again for another ten rounds with the same other players. In the first ten trials Andreoni replicated the decaying contribution rate found by previous investigators, but upon restarting the game contributions went back up to virtually the same contribution rates observed on the initial trial in the first game (44 percent on trial 1 of the second game versus 48 percent in the first). Such results seem to rule out any explanation of cooperation based on subjects’ misunderstanding the task.4


RECIPROCAL ALTRUISM


One currently popular explanation of why we observe so much cooperation in and outside of the laboratory invokes reciprocal altruism as the mechanism. This explanation, most explicitly developed by Axelrod (1984), is based on the observation that people tend to reciprocate—kindness with kindness, cooperation with cooperation, hostility with hostility, and defection with defection. Thus, being a free rider may actually be a less fruitful strategy when the chooser takes account of the probable future response of others to his or her cooperation or defection. A cooperative act itself—or a reputation for being a cooperative person-may with high probability be reciprocated with cooperation, to the ultimate benefit of the cooperator.


The most systematic strategy based on the principle of reciprocal altruism is a TIT-FOR-TAT one first suggested by Anatol Rapoport, in which a player begins by cooperating and then chooses the same response the other player has made on the previous trial. The real strength of this explanation lies in demonstrating, both analytically and by computer tournaments of interacting players (programs) in iterated social dilemmas, that any person or small group of people practicing such reciprocal altruism will have a statistical tendency to receive higher payoffs “in the long run” than those who don’t practice it. In fact, TIT-FOR-TAT “won” two computer tournaments Axelrod conducted in which game theorists proposed various strategies that were compared to each other in pairwise encounters with repeated plays. Because evolution is concerned with such long-run probabilistic phenomena, it can be inferred that reciprocating people have greater “inclusive fitness” than do non-reciprocating ones. Hence, to the degree to which such a tendency has some genetic basis, it should evolve as an adaptation to the social world.


An implication of reciprocal altruism is that individuals will be uncooperative in dilemma situations when there is no possibility of future reciprocity from others, as in situations of anonymity or interacting with people on a “one-shot” basis. Yet we observe 50 percent cooperation rates even in single-trial experiments, so reciprocal altruism cannot be used directly to explain the experimental results described so far. Also, of course, it is very difficult to play TIT-FOR-TAT, or any other strategy based on reciprocal altruism, when more than two people are involved in the repeated dilemma situation. If some members of a group cooperate on trial t while others defect, what should a player attempting to implement a TIT-FOR-TAT type strategy choose on the subsequent trial?


A related hypothesis that appears consistent with the decaying contribution rates observed in the multiple-trial experiments is suggested by the theoretical work of Kreps, Milgrom, Roberts, and Wilson (1982). They investigate the optimal strategy in a repeated prisoner’s dilemma game with a finite number of trials. If both players are rational then the dominant strategy for both is to defect on every trial. While TIT-FOR-TAT has been shown to be effective in infinitely repeated prisoner’s dilemma games (or equivalently, games with a constant small probability of ending after any given trial), games with a known end point are different. In any finite game both players know that they should defect on the last trial, so there is no point in cooperating on the penultimate trial, and by backward induction, it is never in one’s best interest to cooperate. What Kreps et al. show is that if you are playing against an opponent who you think may be irrational (i.e., might play TIT-FOR-TAT even in a game with finite trials), then it may be rational to cooperate early in the game (to induce your irrational opponent to cooperate too). Since the public goods games have a similar structure, it could be argued that players are behaving rationally in the Kreps et al. sense. Once again, however, the data rule out this explanation. Cooperation never falls to zero, even in one-trial games or in the last period of multi-trial games when it can never be selfishly rational to cooperate.


Additional evidence against the reciprocity hypothesis comes from another experiment designed by Andreoni (1988). One group of 15 subjects played repeated trials in groups of five as described above. Another group of 20 subjects played the same game in groups of five, but the composition of the group varied on each trial. Moreover, the subjects did not know which four of the other 19 subjects would constitute their group in any given round of the game. In this condition, there can be no strategic advantage to cooperation, since the players in the next round will be, in essence, strangers. If cooperation in early rounds of these experiments is observed, strategic cooperation can be ruled out. Indeed, Andreoni found that cooperation was actually a bit higher in the stranger condition than in a comparable condition where the groups remained intact. (This effect was statistically significant, though slight.)


One conclusion which emerges from these experiments is that people have a tendency to cooperate until experience shows that those with whom they’re interacting are taking advantage of them. This norm of cooperation will resemble reciprocal altruism in infinite repeated games; but, the behavior, as we have seen, is also observed in cases when reciprocal altruism would be inappropriate. One explanation for this type of behavior is offered by Robert Frank (1987). Frank argues that people who adopt a norm of cooperation will do well by eliciting cooperation from others, and attracting interaction with other cooperators. The key to Frank’s argument is that one cannot successfully fake being cooperative for an extended period of time—just as one cannot be successful getting people to believe too many lies.5 Furthermore, because  cooperators are, by assumption, able to identify one another, they are able to interact selectively and exclude defectors.


ALTRUISM


There are other explanations of why people cooperate both in the lab and in the real world. One is that people are motivated by “taking pleasure in others’ pleasure.” Termed pure altruism by Andreoni (1987b), this motive has been eloquently stated by Adam Smith, in The Theory of Moral Sentiments (1759; 1976): “how selfish soever man may be supposed to be, there are evidently some principles in his nature, which interest him in the fate of others, and render their happiness necessary to him, though he derive nothing from it, except the pleasure of seeing it.” While the pleasure involved in seeing it may be considered “selfish” (following the sophomoric argument that altruism is by definition impossible, because people do what they “want” to do), the passage captures the idea that people are motivated by positive payoffs for others as well as for themselves. Consequently, they may be motivated to produce such results through a cooperative act. One problem with postulating such pure altruism as a reason for contributing to public goods is that such contributions cannot be explained purely in terms of their effects. If they could, for example, then governmental contributions to the same goal should “crowd out” private contributions on a dollar-for-dollar basis, since the results are identical no matter where the funding comes from. Such crowding out does not appear to be nearly complete. In fact, econometric studies indicate that an increase in governmental contribution to such activities is associated with a decrease in private contribution of only 5-28 percent (Abrams and Schmitz, 1978, 1984; Clotfelter, 1985).


Another type of altruism that has been postulated to explain cooperation is that involved in the act of cooperating itself, as opposed to its results. “Doing the right (good, honorable, . . .) thing” is clearly a motive for many people. Sometimes termed impure altruism, it generally is described as satisfaction of conscience, or of noninstrumental ethical mandates.


The roles of pure and impure altruism, and other causes for cooperation (or the lack thereof) have been investigated over the last decade by the team of Robyn Dawes, John Orbell, and Al-phons van de Kragt. In one set of experiments (Dawes et al., 1986), they examined the motives for free riding. The game used for these experiments had the following rules. Seven strangers were given $5 each. If enough people contributed their stake to the public good (either three or five depending on the experiment), then every person in the group would receive a $10 bonus whether or not they contributed. Thus, if enough subjects contribute, each contributor would leave with $10 and each non-contributor would leave with $15. If too few contributed then non-contributors would keep their $5 while contributors would leave with nothing. Subjects were not permitted to talk to one another (though this was modified in subsequent experiments). In this context two reasons for not contributing can be identified. First, subjects may be afraid that they will contribute but not enough others will, so their contribution will be futile. This motive for defecting was termed “fear.” Second, subjects may hope that enough others will contribute and hope to receive $15 instead of $10. This motive was called “greed.” The relative importance of fear and greed was examined by manipulating the rules of the game. In the “no greed” condition, payoffs were changed so that all subjects would receive $10 if the number of contributors was sufficient (rather than $10 for contributors and $15 for free riders). In the “no fear” condition contributors were given a “money back guarantee”: if a subject contributed and not enough others did, the subject would receive the money back. (However, in this condition if the public good was provided, contributors would receive only $10 while free riders would get $15.) The results suggested that greed was more important than fear in causing free riding. In the standard game contribution rates averaged 51 percent. In the no fear (money back) game contributions rose to 58 percent, but in the no greed game contributions were 87 percent.6


Another possible interpretation is that the no greed condition can produce a stable equilibrium, while the no fear cannot. If subjects in the no greed condition believe that the mechanism of truncating payoffs works to motivate others to contribute, their motive will be enhanced as well, because the only negative result of contributing occurs if enough others don’t contribute. In contrast, subjects in the no fear condition who conclude that the conditions will encourage others to contribute will be tempted to free ride themselves, leading to the conclusion that others will be tempted as well, leading to the conclusion that they should themselves contribute, etc.—an infinite loop.


One of the most powerful methods for inducing cooperation in these games is to permit the subjects to talk to one another. Twelve groups were run with the same payoffs described earlier, but under conditions in which discussions were allowed. The effect of this discussion was remarkable (van de Kragt et al., 1983). Every group used the discussion period to specify a group of people who were designated to cooperate. The most common means of making the distributional decision was by lottery, though volunteering was also observed. One group attempted interpersonal utility comparisons to determine relative “need.” Whatever methods the groups used, they worked. All 12 groups provided the public good, and in three of the groups more than the required number of subjects contributed. These results are consistent with the earlier ones. Subjects designated as contributors cannot greedily expect more from free riding, because their contributions are (believed to be) crucial for their obtaining the bonus (and were in all but three groups). Moreover, belief that others in the designated set of contributors will be motivated to contribute by the designated contributor mechanism will enhance—rather than diminish—each designated contributor’s motive to contribute.


One possible explanation for the value of discussion is that it “triggers” ethical concerns that yield a utility for doing the “right” thing (i.e., impure altruism). Elster (1986), for example, has argued that group discussions in such situations yield arguments for group-regarding behavior (it is hard to argue for selfishness), and that such arguments have an effect not only on the listener but on the person making them as well. To test this hypothesis, a new set of experiments was conducted (van de Kragt et al., 1986). In this set of experiments all seven subjects were given $6 each. They could either keep the money or contribute it to the public good in which case it would be worth $12 to the other six members of the group. In this case, keeping the $6 is a dominant strategy, because the person who does so receives both that $6 and $2 from each of the other six group members who gave away the money.


Subjects first met in groups of 14 in a waiting room in which they were not allowed to talk, and were then divided into the two groups on a clearly random basis. Half of these sub-groups were allowed to talk about the decision, half not. The experimenters told half of the groups that the $12 given away would go to the other six people in their own group, while the other half of the groups were told that the money would go to six people in the other group. There are thus four conditions—discussion or no discussion crossed with money goes to own group or other group. If discussion simply makes individuals’ egoistic payoffs clear, then it should not increase cooperation rates in any of these conditions since free riding is dominant. If, however, discussion increases utility for the act of cooperation per se, then discussion should be equally effective whether the money given away goes to members of their own group or to the other group—consisting, after all, of very similar people who were indistinguishable prior to the random drawing (usually college students or poorer members of the community).


The results were clear. In the absence of discussion, only about 30 percent of the subjects gave away the money, and those who did so indicated that their motive was to “do the right thing,” irrespective of the financial payoffs.7 Discussion raises the cooperation rate to 70 percent, but only when the subjects believe the money is going to members of their own groups: otherwise, it is usually less than 30 percent. Indeed, in such groups it was common to hear comments that the “best” possible outcome would be for all group members to keep their money while those in the other group gave it away (again, people from whom the subjects have been randomly separated about ten minutes earlier).


Thus, group identity appears to be a crucial factor in eschewing the dominating strategy. That result is compatible with previous social-psychological research on the “minimal group” paradigm (e.g. Tajfel and Turner, 1979; and the papers contained in Turner and Giles, 1981), which has repeatedly demonstrated that allocative decisions can be sharply altered by manipulations substantially weaker than ten minutes of discussion. For example, a “common fate” group identity—where groups received differing levels of payoffs depending on a coin toss—led subjects to attempt to “compensate” for non-cooperators in their own group by increasing cooperation rates, while simultaneously decreasing cooperation when the non-cooperators were believed to be in the other group, even when the identities of the people involved were unknown (Kramer and Brewer, 1986).


In the groups in which discussion was permitted it was very common for people to make promises to contribute. In a second series of experiments, Orbell, Dawes, and van de Kragt (forthcoming) investigated whether these promises were important in generating cooperation. Perhaps people feel bound by their promises—or believe they will receive a “satisfactory” payoff if they give away the money when others promise to do so because others will be bound by such promises. The main result was that promise making was related to cooperation only when every member of the group promised to cooperate. In such groups with universal promising, the rate of cooperation was substantially higher than in other groups. In groups in which promising was not universal there was no relationship between each subject’s choice to cooperate or defect and: (1) whether or not a subject made a promise to cooperate, and (2) the number of other people who promised to cooperate. Consequently, the number of promises made in the entire group and the group cooperation rate were unrelated. These data are consistent with the importance of group identity if (as seems reasonable) universal promising creates—or reflects—group identity.


COMMENTARY


In the rural areas around Ithaca it is common for farmers to put some fresh produce on a table by the road. There is a cash box on the table, and customers are expected to put money in the box in return for the vegetables they take. The box has just a small slit, so money can only be put in, not taken out. Also, the box is attached to the table, so no one can (easily) make off with the money. We think that the farmers who use this system have just about the right model of human nature. They feel that enough people will volunteer to pay for the fresh corn to make it worthwhile to put it out there. The farmers also know that if it were easy enough to take the money, someone would do so.
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