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Praise for Right Kind of Wrong



“This book is as important as any I, among the most avid of readers, have ever encountered. It’s that simple. No topic is more important than the assessment and understanding of failure. Amy Edmondson has broken entirely new ground; and for those who take the trouble, I no less than guarantee Right Kind of Wrong will be a game-changer. The result of serious study and application of this tome will be one of the most important steps in your professional life.”

—Tom Peters, bestselling coauthor of In Search of Excellence and author of Tom Peters’ Compact Guide to Excellence

“Right Kind of Wrong is the ultimate self-help book: powerful ideas combined with practical tools. My advice is to snap shots of the book’s eight illustrations—each a gem—and tack them up in front of your desk. You will be more effective immediately and on a faster learning curve going forward.”

—Roger L. Martin, author of A New Way to Think

“Amy Edmondson’s intelligent, warm, and funny Right Kind of Wrong will take you through the landscape of failure—the good ones that we learn from, the stupid ones we wish we could roll back, and the catastrophic ones we would all benefit from collaborating to avoid. It’s packed with examples and stories and lands with some meaningful ideas about how you can cultivate awareness to, indeed, fail well.”

—Rita McGrath, bestselling author of The End of Competitive Advantage

“Failing is such an important part of living and leading. Finally, we have the book that will help us learn how to fail well. In it, Amy shares with us very practical tools and advice illustrated by many inspiring, jaw-dropping stories. A breakthrough book that every leader needs to study and begin applying. It will make the world a better place.”

—Hubert Joly, senior lecturer at Harvard Business School, former Best Buy chairman and CEO, and author of The Heart of Business

“Edmondson continues to help us get to the essential simplicity on the far side of complexity. Contrary to the often prevailing belief that ‘failing is not an option,’ she makes it abundantly clear that, both personally and organizationally, we must embrace the notion that ‘failing well is the only option,’ for advancing healthier thinking, breakthrough learning, and the potential for radical growth. It really is that simple. Bravo, Amy!”

—Douglas R. Conant, founder of ConantLeadership, retired president and CEO of the Campbell Soup Company, and retired chair of Avon Products
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I am not afraid of storms, for I’m learning how to sail my ship.

—Louisa May Alcott








Prologue

June 1993. I’m sitting at the old wooden desk in my fifteenth-floor office in William James Hall, where I’m a student in the new Harvard PhD program in organizational behavior. I lean in to look more closely at the small black-and-white screen on my bulky Apple computer.I A stack of paper surveys I’d used to measure teamwork in two nearby hospitals sits pushed up against the wall at the edge of the desk. Six months ago, hundreds of nurses and doctors had filled out those surveys, giving me a glimpse into how their teams were working. I’ve analyzed the data enough to learn that some of the teams were working together a whole lot better than others. Now it’s time for me to discover how many mistakes they’ve been making. In my hand, a small computer disk holds the long-awaited data on medication errors in each team, painstakingly collected by nurses over the past six months. All I need to do is run the statistical analysis to see if the team survey data correlate with the hospitals’ error data.

This is the moment right before my first major research failure.

Soon I would find myself thinking, not for the first time, that maybe I wasn’t cut out for a PhD program. I had been ambivalent about graduate school. I admired people who made meaningful contributions in the world without the leg up of an advanced degree. If you were smart and resourceful, it seemed to me, you should be able to carve out a unique path forward, doing work that made a difference in the world. But a decade after graduating from college, I’d had to admit defeat.

True, much of that decade had been creative and, from certain vantages, enviable. I’d worked as chief engineer for Buckminster Fuller—the visionary inventor of the geodesic dome. After that, I made the shift from engineering to organizational development after a chance meeting with the founder of a consulting company and was soon fascinated by organizations (and their failures!). I worked with some of the oldest and largest companies in America. I met managers in the U.S. car industry in the late 1980s who saw that customers wanted fuel-efficient, high-quality cars, such as the new imports from Japan, but couldn’t get their giant organizations to retool to make them. Everywhere I looked, thoughtful managers bemoaned their organization’s inability to adapt to clear changes in what the world needed. I enjoyed the work immensely. My sense of defeat came from concluding that I’d gone as far as I could on my own steam. To be more effective in my new field of organizational behavior and management, I would have to go back to school. Then perhaps I could contribute in a meaningful way to the goal slowly taking shape in my mind: helping people and organizations learn so they can thrive in a world that keeps changing.

I had no idea how to study this, nor how to contribute to changing how organizations worked. But it seemed like a problem worth solving, and I believed that I could learn from the professors in psychology and organizational behavior and somehow find a way to make a difference in understanding—and altering—the dynamics that make it hard for people and organizations to learn and thrive.

Because of my interest in how organizations learn, as a brand-new PhD student I had been glad to accept the invitation to join a team of researchers studying medication errors at nearby Harvard Medical School. This ready-made project would help me learn how to conduct original research. Your first-grade teacher probably told you that errors are a crucial source of learning. And medication errors, as anyone who has ever spent time in a hospital knows, are numerous and consequential.

But suddenly, this did not seem an auspicious beginning to a research career. I had unequivocally failed to support my hypothesis. I had predicted that better teamwork would lead to fewer medication errors, measured by nurse investigators stopping in several times a week to review patient charts and talk to the nurses and doctors who worked there. Instead, the results were suggesting that better teams had higher—not lower—error rates. I was not just wrong. I was completely wrong.

My hope of publishing a paper on my findings evaporated as I started to question again whether I could make it as a researcher. Most of us feel ashamed of our failures. We’re more likely to hide them than to learn from them. Just because mistakes happen in organizations doesn’t mean learning and improvement follow. Ashamed of being wrong, I felt afraid to tell my adviser.

Within a few days, this surprise finding—this failure—would lead me gently to new insights, new data, and follow-up research projects that saved and changed the course of my academic career. I would publish a research paper from this first study called “Learning from Mistakes Is Easier Said Than Done,” a precursor to so much of my later work—and a theme that runs throughout my life’s work and this book.

I would also begin to understand how success as a researcher necessitates failure along the way. If you’re not failing, you’re not journeying into new territory. Since those early days, in the back of my mind, a more nuanced understanding of terms such as error and failure and mishap has taken shape. Now I can share it with you.


	
I. The same model (Macintosh Classic Desktop Computer, 1989) that’s today in the permanent collection of New York’s Museum of Modern Art, https://www.moma.org/collection/works/142222.








Introduction


Success is stumbling from failure to failure with no loss of enthusiasm.

—Winston Churchill



The idea that people and organizations should learn from failure is popular and even seems obvious. But most of us fail to learn the valuable lessons failures can offer. We put off the hard work of reflecting on what we did wrong. Sometimes, we’re reluctant to admit that we failed in the first place. We’re embarrassed by our failures and quick to spot those of others. We deny, gloss over, and quickly move on from—or blame circumstances and other people for—things that go wrong. Every child learns, sooner or later, to dodge blame by pointing the finger elsewhere. Over time, this becomes habitual. Worse, these habits make us avoid stretch goals or challenges where we might fail. As a result, we lose out on countless opportunities to learn and develop new skills. This pernicious combination of human psychology, socialization, and institutional rewards makes mastering the science of failing well far more challenging than it needs to be.

It’s impossible to calculate the wasted time and resources created by our failure to learn from failure. It’s just as hard to measure its emotional toll. Most of us go out of our way to avoid experiencing failure, robbing ourselves of adventure, accomplishment, and even love.

This book is about what makes learning from failure so difficult to put into practice in our day-to-day lives and in the institutions we build. It’s also about how we can do better. As you’ve already read, I’ve not only studied mistakes and failures, I’ve experienced plenty of them myself and had to learn firsthand how to feel better about being so fallible. I’ve had more papers than I can count get rejected from top journals. I’ve had my car break down by the side of the road and spent a precarious night contemplating preventive maintenance. Freshman year in college many years ago, I failed a first-semester multivariable-calculus exam. I’ve missed important Little League games and disappointed both of my sons. The list goes on. And on. To come to terms with my shortcomings, and to help others do the same, I decided to get scientific about it.

I believe that part of successfully navigating failure to reap its rewards—and, importantly, to avoid the wrong kinds of failure as often as possible—starts with understanding that not all failures are created equal. As you will see, some failures can rightly be called bad. Fortunately, most of these are also preventable. Other failures are genuinely good. They bring important discoveries that improve our lives and our world. Lest you get the wrong idea, I’ve had my share of failures that were bad, along with some that were good.

This book offers a typology of failure that helps you sort the “right kind of wrong” from the failures that you should work hard to prevent. You will also learn how to think differently about yourself and failure, recognize contexts in which failures are likely, and understand the role of systems—all crucial competencies for mastering the science of failing well. You will meet a handful of elite failure practitioners from different fields, countries, and even centuries. As their examples make clear, learning from failure takes emotional fortitude and skill. It requires learning how to conduct thoughtful experiments, how to categorize failure, and how to glean valuable lessons from failures of all types.

The frameworks and lessons in this book are the direct result of my quarter century as an academic researcher in social psychology and organizational behavior. In this role, I’ve interviewed people and collected data from surveys and other sources in corporations, government agencies, start-ups, schools, and hospitals. Talking with hundreds of people in these varied organizations—managers, engineers, nurses, physicians, CEOs, and frontline employees alike—I began to see patterns that yielded a new typology of failure, as well as a host of best practices for managing and learning from failure.

Let’s return to the beginning of this long journey, which started with my participation in a pioneering study of hospital medication errors.


Learning from Mistakes Is Easier Said Than Done

I sat, dumbfounded, staring at the computer screen starkly displaying my failure to find support for my study hypothesis. My first thought was, How could I admit how wrong I had been to my supervisor and to the doctors leading the study? I had spent hundreds of hours developing the survey, attending biweekly research meetings with the doctors and nurses who tracked drug errors in two nearby hospitals, and periodically jumping on my bicycle to get to the hospital soon after a caregiver had reported a major error, to interview people to identify the error’s underlying causes. I had been entrusted with the medical-error data and permitted to ask hundreds of busy doctors and nurses to fill out my survey. I felt guilty for taking up their valuable time and ashamed of my failure.

One of the people I’d have to talk to about the failure was Dr. Lucian Leape, a pediatric surgeon who had shifted his professional attention later in his career to the study of medical errors. Well over six feet tall, with thick white hair and eyebrows, Lucian was both avuncular and intimidating. He was also determined. One research goal for the larger study was simple: to measure the rate of medication errors in hospitals. Back then, little was known about how frequently errors happened, and Lucian and his colleagues had a National Institutes of Health (NIH) grant to find out. Adding to that goal, inspired by some research in aviation that showed that better teamwork in the cockpit meant safer flights, Lucian had asked whether the same might be true in hospitals.

The aviation research that inspired Lucian hadn’t intended to look at teamwork, but rather at fatigue in the cockpit. It was another failed hypothesis. A team of researchers at NASA, led by human-factors expert H. Clayton Foushee, ran an experiment to test the effects of fatigue on error rates. They had twenty two-person teams; ten were assigned to the “postduty” or “fatigue” condition. These teams “flew” in the simulator as if it were the last segment of a three-day stint in the short-haul airline operations where they worked. The fatigued teams had already flown three eight- to ten-hour daily shifts. Those shifts included at least five takeoffs and landings, sometimes up to eight. The other ten teams (the “pre-duty,” well-rested condition) flew in the simulator after at least two days off duty. For them, the simulator was like their first segment in a three-day shift.

Simulators provide a safe context for learning. Pilots I’ve spoken to say the simulator looks and feels like a real cockpit, and they feel fear when something goes wrong. But errors in a simulator don’t bring down a plane. This makes it a great environment to reflect on what went wrong, so as to perfect the skills needed to safely transport hundreds of passengers in real flights. These same features also make the simulator a great research tool. While it would never be ethical to randomly assign tired pilots to fly real flights with real passengers, experimenting is fine in a simulator.

To his surprise, Foushee discovered that the teams who’d just logged several days flying together (the fatigued teams) performed better than the well-rested teams. As expected, the fatigued individuals made more errors than their well-rested counterparts, but because they had spent time working together through multiple flights, they’d made fewer errors as teams. Apparently, they were able to work well together, catching and correcting one another’s errors throughout the flight, avoiding serious mishaps. The fatigued pilots had essentially turned themselves into good teams after working together for a couple of days. In contrast, the well-rested pilots, unfamiliar with one another, didn’t work as well as teams.

This surprise finding about the importance of teamwork in the cockpit helped fuel a revolution in passenger air travel called crew resource management (CRM), which is partly responsible for the extraordinary safety of passenger air travel today. This impressive work is one of many examples of what I call the science of failing well.

Research on cockpit crews blossomed in the 1980s and included the work of J. Richard Hackman, a Harvard psychology professor, who studied the interplay of pilots, copilots, and navigators on both civilian and military planes to understand what effective teams had in common. His cockpit-crew research had attracted the attention of Lucian Leape. Seeing a parallel between the high-stakes work of cockpit crews and that of hospital clinicians, Lucian picked up the phone to see if Richard might be willing to help with Lucian’s medication-error study. Lacking the time to commit to the project, Richard suggested that I, his doctoral student, might be put to work instead. Which is how I found myself hunched over my findings, gripped by anxiety.

I’d hoped to build on the aviation research to add another small finding to the team-effectiveness literature. The research question was simple: Does better teamwork in the hospital lead to fewer errors? The idea was to replicate the aviation findings in this new context. So what if it would not be a major discovery? As a new graduate student, I wasn’t trying to set the world on fire, but just to satisfy a program requirement. Simple, unsurprising, would be just fine.

A small team of nurses would do the hard work of tracking error rates for six months in the hospital wards, talking with doctors and nurses and reviewing patients’ charts several times a week. All I had to do was distribute a survey to measure teamwork in these same wards in the first month of the six-month study. Then I had to wait patiently for the error data to be collected so I could compare the two data sets—connecting my team measures with the error data collected over the full six months. I had Hackman’s ready-made “team diagnostic survey” to get me started for measuring team effectiveness. Working with the doctors and nurses in the research team, I modified the wording to include numerous items to assess different aspects of teamwork, such as “Members of this unit care a lot about it and work together to make it one of the best in the hospital” and “Members of this unit share their special knowledge and expertise with one another,” or the negatively worded item “Some people in this unit do not carry their fair share of the overall workload.” The response options ranged from strongly agree to strongly disagree. I computed averages of individual responses to these types of items to assess the quality of teamwork, which I then averaged again to compute scores for each team. A healthy 55 percent of the surveys I distributed were returned, and the data showed plenty of variance across teams. Some teams appeared to be more effective than others. So far so good.

Would those differences predict the teams’ propensity to make mistakes?

At first glance, everything looked fine. I immediately saw a correlation between the error rates and team effectiveness, and better yet, it was statistically significant. For those who haven’t taken a stats course, this was reassuring.

But then I looked more closely! Leaning toward my computer screen, I saw that the correlation was in the wrong direction. The data were saying the opposite of what I’d predicted. Better teams appeared to have higher, not lower, error rates. My anxiety intensified, bringing a sinking feeling in my stomach.

Although I didn’t yet know it, my no longer straightforward research project was producing an intelligent failure that would lead to an unexpected discovery.

Surprises, often in the form of bad news for a researcher’s hypothesis, are common in research. None last long as scientists if they can’t stand to fail, as I would soon learn. Discovery stories don’t end with failure; failures are stepping stones on the way to success. There is no shortage of popular quotes on that point—many of them are sprinkled throughout this book—and for good reason. These kinds of informative, but still undesired, failures are the right kind of wrong.




Being Wrong in New Territory

These failures are “intelligent,” as my colleague Duke professor Sim Sitkin first suggested back in 1992, because they involve careful thinking, don’t cause unnecessary harm, and generate useful learning that advances our knowledge. Despite happy talk about celebrating failures in Silicon Valley and around the world, intelligent failures are the only type genuinely worth celebrating. Also referred to as smart failures or good failures, they occur most characteristically in science, where failure rates in a successful laboratory might be 70 percent or higher. Intelligent failures are also frequent and essential in company innovation projects, say, as part of building a popular new kitchen tool. Successful innovation is only possible as a result of insights from incremental losses along the way.

In science, as in life, intelligent failures can’t be predicted. A blind date set up by a mutual friend may conclude in a tedious evening (a failure) even if the friend had good reasons to believe you’d like each other. Whether an intelligent failure is small (a boring date) or large (a failed clinical trial), we must welcome this type of failure as part of the messy journey into new terrain, whether it leads to a lifesaving vaccine or a life partner.

Intelligent failures provide valuable new knowledge. They bring discovery. They occur when experimentation is necessary simply because answers are not knowable in advance. Perhaps a particular situation hasn’t been encountered before, or perhaps one is truly standing on the front lines of discovery in a field of research. Discovering new drugs, launching a radical new business model, designing an innovative product, or testing customer reactions in a brand-new market are all tasks that require intelligent failures to make progress and succeed. Trial and error is a common term for the kind of experimentation needed in these settings, but it’s a misnomer. Error implies that there was a “right” way to do it in the first place. Intelligent failures are not errors. This book will elaborate on this and other vital distinctions that we must make if we wish to learn to put failure to good use.


Solving the puzzle

That day in William James Hall, staring at the failure displayed on my old Mac screen, I tried to think clearly, pushing aside the anxiety that only intensified as I envisioned the moment when I, a lowly graduate student, would have to tell the esteemed Richard Hackman that I had been wrong, that the aviation results didn’t hold in health care. Perhaps that anxiety forced me to think deeply. To rethink what my results might mean.

Did better teams really make more mistakes? I thought about the need for communication between doctors and nurses to produce error-free care in this perpetually complex and customized work. These clinicians needed to ask for help, to double-check doses, to raise concerns about one another’s actions. They had to coordinate on the fly. It didn’t make sense that good teamwork (and I didn’t doubt the veracity of my survey data) would lead to more errors.

Why else might better teams have higher error rates?

What if those teams had created a better work environment? What if they had built a climate of openness where people felt able to speak up? What if that environment made it easier to be open and honest about error? To err is human. Mistakes happen—the only real question is whether we catch, admit, and correct them. Maybe the good teams, I suddenly thought, don’t make more mistakes, maybe they report more. They swim upstream against the widely held view of error as indicative of incompetence, which leads people everywhere to suppress acknowledging (or to deny responsibility for) mistakes. This discourages the systematic analysis of mistakes that allows us to learn from them. This insight eventually led me to the discovery of psychological safety, and why it matters in today’s world.

Having this insight was a far cry from proving it. When I brought the idea to Lucian Leape, he was at first extremely skeptical. I was the novice on the team. Everyone else had a degree in medicine or nursing and deeply understood patient care in a way that I never would. My sense of failure deepened in the face of his dismissal. That in those fraught moments Lucian reminded me of my ignorance was understandable. I was suggesting a reporting bias across teams, effectively calling into question a primary aim of the overall study—to provide a good estimate of the actual error rates in hospital care. But his skepticism turned out to be a gift. It forced me to double down on my efforts to think about what additional data might be available to support my (new and still-shaky) interpretation of the failed results.

Two ideas occurred to me. First, because of the overall study’s focus on error, when I had edited the team survey to make its wording appropriate for hospital work, I had added a new item: “If you make a mistake in this unit, it won’t be held against you.” Fortunately, the item correlated with the detected error rates; the more people believed that making a mistake would not be held against them, the higher the detected errors in their unit! Could that be a coincidence? I didn’t think so. This item, later research would show, is remarkably predictive of whether people will speak up in a team. This, along with several other secondary statistical analyses, was entirely consistent with my new hypothesis. When people believe mistakes will be held against them, they are loath to report them. Of course, I had felt this myself!

Second, I wanted to get an objective read on whether palpable differences in the work environment might exist across these work groups, despite all being in the same health-care system. But I couldn’t do it myself: I was biased in favor of finding such differences.

Unlike Lucian Leape, with his initial skepticism, Richard Hackman immediately recognized the plausibility of my new argument. With Richard’s support, I hired a research assistant, Andy Molinsky, to study each of the work groups carefully with no preconceptions. Andy didn’t know which units had more mistakes, nor which ones had scored better on the team survey. He also didn’t know about my new hypothesis. In research terminology, he was double-blind. I simply asked him to try to understand what it was like to work in each of the units. So, Andy observed each unit for several days, quietly watching how people interacted and interviewing nurses and physicians during their breaks to learn more about the work environment and how it differed across units. He took notes on what he observed, including jotting down things people said about working in their unit.

With no prompting from me, Andy reported that the hospital units in the study appeared wildly different as places to work. In some, people talked about mistakes openly. Andy quoted the nurses as saying such things as a “certain level of error will occur” so a “nonpunitive environment” is essential to good patient care. In other units, it seemed nearly impossible to speak openly about error. Nurses explained that making a mistake meant “you get in trouble” or you get put “on trial.” They reported feeling belittled, “like I was a two-year-old,” for things that went wrong. His report was music to my ears. It was exactly the kind of variance in work environment that I had suspected might exist.

But were these differences in climate correlated with the error rates so painstakingly collected by the medical researchers? In a word, yes. I asked Andy to rank the teams he’d studied from most to least open, the word he had used to explain his observations. Astonishingly, his list was nearly perfectly correlated with the detected error rates. This meant that the study’s error-rate measure was flawed: when people felt unable to reveal errors, many errors remained hidden. Combined, these secondary analyses suggested that my interpretation of the surprise finding was likely correct. My eureka moment was this: better teams probably don’t make more mistakes, but they are more able to discuss mistakes.I




Discovering psychological safety

Much later I used the term psychological safety to capture this difference in work environment, and I developed a set of survey items to measure it, thereby spawning a subfield of research in organizational behavior. Today, over a thousand research papers in fields ranging from education to business to medicine have shown that teams and organizations with higher psychological safety have better performance, lower burnout, and, in medicine, even lower patient mortality. Why might this be the case? Because psychological safety helps people take the interpersonal risks that are necessary for achieving excellence in a fast-changing, interdependent world. When people work in psychologically safe contexts, they know that questions are appreciated, ideas are welcome, and errors and failure are discussable. In these environments, people can focus on the work without being tied up in knots about what others might think of them. They know that being wrong won’t be a fatal blow to their reputation.

Psychological safety plays a powerful role in the science of failing well. It allows people to ask for help when they’re in over their heads, which helps eliminate preventable failures. It helps them report—and hence catch and correct—errors to avoid worse outcomes, and it makes it possible to experiment in thoughtful ways to generate new discoveries. Think about the teams that you’ve been a part of at work, or at school, in sports, or in your community. These groups probably varied in psychological safety. Maybe in some you felt completely comfortable speaking up with a new idea, or disagreeing with a team leader, or asking for help when you were out of your depth. In other teams you might have felt it was better to hold back—to wait and see what happened or what other people did and said before sticking your neck out. That difference is now called psychological safety—and I have found in my research that it’s an emergent property of a group, not a personality difference. This means your perception of whether it’s safe to speak up at work is unrelated to whether you’re an extrovert or an introvert. Instead, it’s shaped by how people around you react to things that you and others say and do.

When a group is higher in psychological safety, it’s likely to be more innovative, do higher-quality work, and enjoy better performance, compared to a group that is low in psychological safety. One of the most important reasons for these different outcomes is that people in psychologically safe teams can admit their mistakes. These are teams where candor is expected. It’s not always fun, and certainly it’s not always comfortable, to work in such a team because of the difficult conversations you will sometimes experience. Psychological safety in a team is virtually synonymous with a learning environment in a team. Everyone makes mistakes (we are all fallible), but not everyone is in a group where people feel comfortable speaking up about them. And it’s hard for teams to learn and perform well without psychological safety.






What Is the Right Kind of Wrong?

You might think that the right kind of wrong is simply the smallest possible failure. Big failures are bad, and small failures are good. But size is actually not how you will learn to distinguish failures, or how you will assess their value. Good failures are those that bring us valuable new information that simply could not have been gained any other way.

Every kind of failure brings opportunities for learning and improvement. To avoid squandering these opportunities, we need a mix of emotional, cognitive, and interpersonal skills. These will be spelled out in this book in a way that I hope makes it easy to start applying them immediately.

But before we go any further, a few definitions are in order. I define failure as an outcome that deviates from desired results, whether that be failing to win a hoped-for gold medal, an oil tanker spilling thousands of tons of raw oil into the ocean instead of arriving safely in a harbor, a start-up that dives downward, or overcooking the fish meant for dinner. In short, failure is a lack of success.

Next, I define errors (synonymous with mistakes) as unintended deviations from prespecified standards, such as procedures, rules, or policies. Putting the cereal in the refrigerator and the milk in the cupboard is an error. A surgeon who operates on a patient’s left knee when the right knee was injured has made an error. The important thing about errors and mistakes is that they are unintended. Errors may have relatively minor consequences—cereal stored in the refrigerator is inconvenient and milk left in the cupboard may spoil—while other mistakes, such as the patient who received the wrong-site surgery, have serious repercussions.

Finally, violations occur when an individual intentionally deviates from the rules. If you deliberately pour flammable oil on a rag, light a match to it, and throw it into an open doorway, you are an arsonist and have violated the law. If you forget to properly store an oil-soaked rag and it spontaneously combusts, you have made a mistake.

All of these terms can be so emotionally loaded that we may be tempted to simply turn and flee. But in so doing, we miss out on the intellectually (and emotionally) satisfying journey of learning to dance with failure.




Bad Failure, Good Failure

Maybe you are one of the many people who deep down believe that failure is bad. You’ve heard the new rhetoric about embracing failure but find it hard to take it seriously in your day-to-day life. Maybe you also believe that learning from failure is pretty straightforward: reflect on what you did wrong (not trying hard enough in math class, steering the boat too close to the rocks) and just do better next time, whether by studying more or ensuring that you have the latest maps for accurate navigation. This approach sees failure as shameful and largely the fault of the one who fails.

This belief is as widely held as it is misguided.

First, failure is not always bad. Today, I don’t doubt that my failure to find support for the simple research hypothesis that guided my first study was the best thing that ever happened to my research career. Of course, it didn’t feel that way in the moment. I felt embarrassed and afraid that my colleagues wouldn’t keep me on the research team. My thoughts spiraled out to what I would do next, after dropping out of graduate school. This unhelpful reaction points to why each of us must learn how to take a deep breath, think again, and hypothesize anew. That simple self-management task is part of the science of failing well.

Second, learning from failure is not nearly as easy as it sounds. Nonetheless, we can learn how to do it well. If we want to go beyond superficial lessons, we need to jettison a few outdated cultural beliefs and stereotypical notions of success. We need to accept ourselves as fallible human beings and take it from there.




Road Map for the Journey Ahead

This book offers frameworks that I hope will help you think about, talk about, and practice failure in a way that allows you to work and live more joyfully.

Part one introduces a framework of failure types. The first chapter offers key concepts in failure science, followed by three chapters to describe the three failure archetypes: intelligent, basic, and complex. Understanding this taxonomy will give you a deeper understanding of failure’s mechanisms and of what it means to fail well. This will help you design your own experiments to stretch beyond limits, self-imposed or otherwise. I will share best practices related to each type of failure—for learning from them, as well as for preventing some of them. This survey of the failure landscape will help you truly welcome the good kinds of failure, while getting better at learning from all kinds.

Intelligent failures, the subject of chapter 2, are the “good failures” that are necessary for progress—the small and large discoveries that advance science, technology, and our lives. Pioneers doing something new will always face unexpected problems. The key is to learn from them, rather than to deny or feel bad about them, give up, or pretend it should have been otherwise.

Chapter 3 digs into basic failures, the most easily understood and the most preventable. Caused by mistakes and slips, basic failures can be avoided with care and access to relevant knowledge. Mistakenly sending an email meant for your sister to a boss is a basic failure. Yes, some might call it catastrophic, but it’s basic nonetheless. Checklists are just one of the tools you’ll learn about for reducing basic failures.

As pernicious as basic failures can be, complex failures, described in chapter 4, are the real monsters that loom large in our work, lives, organizations, and societies. Complex failures have not one but multiple causes and often include a pinch of bad luck, too. These unfortunate breakdowns will always be with us due to the inherent uncertainty and interdependence we face in our day-to-day lives. This is why catching small problems before they spiral out of control to cause a more substantial complex failure becomes a crucial capability in the modern world.

Part two presents my latest thinking on self-awareness, situation awareness, and system awareness—and how these capabilities intersect with the three types of failure. This will be a chance to dig more deeply into tactics and habits that allow people to practice the science of failing well at work and in their lives. Chapter 5 explores self-awareness and its crucial role in the science of failure. Our human capacity for sustained self-reflection, humility, honesty, and curiosity propels us to seek out patterns that provide insight into our behavior. Chapter 6 digs into situation awareness—and learning how to read a given situation for its failure potential. You’ll have a sense of what situations present an accident waiting to happen so as to help prevent unnecessary failure. Chapter 7 looks at system awareness. We live in a world of complex systems where our actions trigger unintended consequences. But learning to see and appreciate systems—say, family, organization, nature, or politics—helps us prevent a lot of failures.

These ideas and frameworks come together to help us answer the question, in chapter 8, of how to thrive as a fallible human being. All of us are fallible. The question is whether, and how, we use this fact to craft a fulfilling life full of never-ending learning.




	
I. Note that in this study it was not possible to assess actual-error rates; detected-error rates were discovered to be a necessarily biased measure because of the discovered differences across units in psychological safety.








PART ONE [image: ] THE FAILURE LANDSCAPE







CHAPTER 1 Chasing the Right Kind of Wrong



Only those who dare to fail greatly can ever achieve greatly.

—Robert F. Kennedy



On April 6, 1951, forty-one-year-old cardiac surgeon Dr. Clarence Dennis was operating on five-year-old Patty Anderson in a state-of-the-art operating room. It wasn’t going well. Dennis’s desire to save the child, who had been diagnosed with a rare congenital heart defect, was intense and urgent. On the observation deck, several of his colleagues at University Hospital in Minnesota watched as Dennis connected his new heart-lung bypass machine to the little girl. Designed to function as the patient’s lungs and heart during surgery, the machine had thus far only been tested on dogs in a laboratory. Extremely complicated, the machine required the assistance of sixteen people during the procedure; its rotating disks served as lungs; a pump performed the heart functions; and its many tubes acted as vessels moving blood throughout the body.

Dennis was among a handful of pioneering surgeons in the 1950s determined to discover a way to successfully operate on the heart of a living patient. Back then, one of the seemingly insurmountable hurdles had been containing the blood that spurted furiously out after cutting into a patient’s heart. The heart’s function, after all, is to pump blood, and it does it well. Another challenge lay in conducting the delicate surgical repairs on a beating heart. Stitching an organ that lay perfectly still was challenging enough. Yet, stopping the heart to facilitate the procedure would arrest the flow of blood through the body, without which the patient could not survive. Dennis’s complicated machine was trying to solve these seemingly intractable problems.

At 1:22 p.m., Dennis ordered his team to tie off Patty’s heart and start the pump. It’s easy to imagine the entire team holding its collective breath as the first incision was made.

Then the unexpected. As the surgeon cut into the small heart’s upper right-hand chamber, blood—way too much blood—flooded into the area surrounding the heart, and the team could not suction fast enough. Something was very wrong. The incision had revealed that the original diagnosis was incorrect. Patty did not have a single hole, as the doctors had thought, but rather several at the center of her heart. None of the surgeons had seen this condition before. Dennis and his team sutured as fast as they could, making eleven stitches in the biggest hole, but the bleeding continued, overwhelming their efforts, obscuring their field of vision, and rendering a complete repair impossible. After forty minutes, they disconnected the little girl from the machine, but it took another forty-three minutes until Dennis admitted defeat. Patty died a day before her sixth birthday.

A month later, Dennis tried again, operating with a colleague on two-year-old Sheryl Judge, as thirty-two-year-old Clarence Walton “Walt” Lillehei, who would later be dubbed the Father of Open Heart Surgery, observed. Sheryl had been diagnosed with an atrial septal defect—a single hole in the wall between the two upper chambers of the heart. Once again, this congenital condition, if left untreated, would soon prove fatal for the child.

This time, when the surgeon opened the heart, a different problem occurred: air began to leak out of the coronary vessels, blocking the flow of blood. One of the technicians (who, it later turned out, was suffering from a mild cold) had let the machine’s reservoir of clean blood run dry, pumping the patient full of air, poisoning her brain, heart, and liver. The consequences were devastating. After eight hours, Sheryl Judge died. Here, a tragic instance of human error—in what was still terribly unfamiliar territory—muddied the results of the surgeons’ efforts to push the limits of medical possibility.

These devastating failures are difficult for most of us to contemplate. We might even find ourselves feeling outraged by the idea of experiments that have life-and-death implications. Yet for these patients, their only hope was a surgical repair. Stepping back, we can appreciate that most of today’s taken-for-granted medical miracles—including open heart surgery on diseased vessels and valves—were once the impossible dream of medical pioneers. As cardiologist Dr. James Forrester wrote, “In medicine, we learn more from our mistakes than from our successes. Error exposes truth.” But the truth of Forrester’s statement does little on its own to make it easy for the rest of us to navigate failure’s painful side effects. We need a little more help to overcome the emotional, cognitive, and social barriers to failing well.


Why Is It So Hard to Fail Well?

Failing well is hard for three reasons: aversion, confusion, and fear. Aversion refers to an instinctive emotional response to failure. Confusion arises when we lack access to a simple, practical framework for distinguishing failure types. Fear comes from the social stigma of failure.

In our day-to-day lives, most of us will never face the kinds of high-stakes failures Clarence Dennis experienced, but, still, learning from elite failure practitioners such as Dennis can be illuminating—just as watching professional sports teams can help and inspire the weekend athlete. Even if you’re not a medical pioneer or a professional athlete, it’s helpful to understand what they confront and overcome to advance their craft. If Robert F. Kennedy, whose quote opened this chapter, was right in claiming that great achievement requires great failure, most of us have work to do.

Although the first successful open-heart surgery did not occur that April day in Minneapolis, today ten thousand surgeons in six thousand centers around the globe perform more than 2 million of these lifesaving medical procedures each year—typically using a sophisticated, streamlined descendant of Dennis’s heart-lung bypass machine. It would take another four years for Dennis and his team to perform their first successful operation with the machine, and it would take place at SUNY Downstate Medical Center in New York. During those four years not only did Dennis and other surgeons continue to experience failures in these early machines, but their attempts at other innovative ways to solve the vexing problems of cardiac surgery also met with varying degrees of failure (along with some small successes).


Aversion: a spontaneous emotional response to failure

Failure is never fun, and nowhere is that more starkly true than in hospitals, where life and death are at stake. But even our ordinary failures—our mistakes, the unimportant things we do wrong, the small defeats when we hoped for victory—can be surprisingly painful and difficult to come to terms with. You trip on the sidewalk; a comment in a meeting falls flat; you’re the last kid selected for the team in an impromptu soccer game. Small failures, to be sure, but for many of us the sting is real.

Rationally, we know that failure is an unavoidable part of life, certainly a source of learning, and even a requirement for progress. But, as research in psychology and neuroscience has shown, our emotions don’t always keep up with our clear-eyed, rational understanding. Numerous studies show that we process negative and positive information differently. You might say we’re saddled with a “negativity bias.” We take in “bad” information, including small mistakes and failures, more readily than “good” information. We have more trouble letting go of bad compared to good thoughts. We remember the negative things that happen to us more vividly and for longer than we do the positive ones. We pay more attention to negative than positive feedback. People interpret negative facial expressions more quickly than positive ones. Bad, simply put, is stronger than good. This is not to say we agree with or value it more but rather that we notice it more.

Why are we so sensitive to negative information and criticism? Well, it seems to have offered a survival advantage for early humans, when the threat of rejection from the tribe could mean death. This left us disproportionately sensitive to threats, even the merely interpersonal threat of looking bad in the eyes of others. Today, many of the interpersonal threats we detect in our day-to-day lives are not truly harmful, but we’re hardwired to react, even overreact, to them. We also suffer from what celebrated psychologist Daniel Kahneman called “loss aversion”—a tendency to overweigh losses (of money, possessions, or even social status) compared to equivalent wins. In one study, participants were given a coffee mug and later offered the chance to sell it. To part with their mug, participants had to be given twice as much in compensation as the amount they were willing to pay to acquire the mug. Irrational, yes. And profoundly human. We don’t want to lose; we don’t want to fail. The pain of failing, even in simple activities, is more emotionally salient than the pleasure of succeeding.

Aversion to failure is real. Rationally, we know that everyone makes mistakes; we know we live in a complex world where things will go wrong even when we do our best; we know we should forgive ourselves (and others) when we fall short. But failure and fault are inextricably linked in most households, organizations, and cultures.

A friend in the Netherlands told me a story recently that highlights the universality of dodging blame—and how early it takes hold. Sander’s small car was in for repairs, and the garage had loaned him a large BMW. On the drive back to the garage to return the borrowed car, Sander took his children to school. Dropping off the older child first, he continued on to take his three-year-old to day care. In a hurry, Sander navigated the car through a narrow street made narrower by the parked cars lining the sidewalk. And suddenly, bang! The BMW’s outside mirror on the passenger side, where the child was sitting in the back seat, collided with a parked car. Not a second had passed before the startled child looked up and shouted, “I didn’t do anything, Papa!”

We can laugh at the impossibility of a three-year-old child in the back seat being culpable for a damaged exterior car mirror. Clearly, his instinct to dodge blame superseded any possibility of his being at fault. Yet the story illustrates how deep-rooted is our instinct to dodge blame. Even when the stakes are low, the blame-dodging reflex thwarts learning. And it doesn’t stop in childhood. Sydney Finkelstein, a Dartmouth professor who studied major failures at over fifty companies, found that those higher in the management hierarchy were more likely to blame factors other than themselves compared to those with less power. Oddly, those with the most power seem to feel they have the least control. So much for the “buck stops here” thinking popularized by U.S. president Harry Truman.

Ironically, our aversion to failures makes experiencing them more likely. When we don’t admit or point out small failures, we allow them to turn into larger ones. When you put off telling your boss about a problem that could derail a critical project—and perhaps miss an important deadline for the customer—you convert a potentially solvable small issue into a larger, more consequential failure. Similarly, in our lives, when we won’t admit that we’re struggling, we don’t get the help we need. Our aversion to our failures also leaves us vulnerable to feelings of relief when someone else fails. We’re instantly glad it’s not us. We may experience an automatic, if fleeting, feeling of superiority. Worse, we can be quick to judge others’ failures. When I teach extended case studies of significant failures in the Harvard Business School classroom—for example, one of NASA’s two failed shuttle missions—a third of the students express anger, sometimes even outrage, that NASA could have allowed these failures to occur.

It’s human to feel anger and blame, but it’s not a strategy for helping us avoid and learn from failure. The complex failures in NASA’s Space Shuttle program are fascinating to me and my students. I try to put them to good use to help those of us who are not rocket scientists—or managers of large, complex, high-stakes operations—to learn vicariously (with an open mind and immense humility about the challenges NASA faced) about how to avoid certain kinds of failures in our own lives.

One of the most important strategies for avoiding complex failures is emphasizing a preference for speaking up openly and quickly in your family, team, or organization. In other words, make it psychologically safe to be honest about a small thing before it snowballs into a larger failure. Too many of the large organizational failures I’ve studied could have been prevented if people had felt able to speak up earlier with their tentative concerns.

Oddly, our aversion holds for both little failures and big ones. We want to feel good about ourselves (not incidentally an important element of mental health), and we want to accomplish things. It’s not only surgeons pursuing ambitious dreams of saving lives who hold such hopes. We want our children to go to college and for holidays to always be joyous. Yet in reality we say things we regret, companies and products fail, children struggle, and holidays include conflict and disappointment. Examining our failures carefully is emotionally unpleasant and chips away at our self-esteem. Left to our own devices, we will speed through or avoid failure analysis altogether.

I still remember the humiliation I felt when I failed to make my high school basketball team. A day after the tryouts the coach posted a sheet of paper with two lists. To the left were the names of all who’d been accepted to the team—many of my friends and classmates. To the right was the list of those who’d tried and failed. That list had only one name: mine. Which is what made it so embarrassing. I didn’t want to analyze why I’d failed to make the team, and certainly I didn’t want to dwell on the unpleasant feelings it evoked. It’s not that I thought I was particularly skilled, but being the only player rejected hurt. No surprise—I didn’t die from this rejection. I didn’t devote much time to learning from it, either.

Athletes in general possess a relatively enlightened understanding of failure’s relationship to success. As Canadian ice hockey superstar Wayne Gretzky famously said, “You miss one hundred percent of the shots you don’t take.” Sports training and competition naturally entail accepting and learning from multiple failures as part of gaining mastery. Soccer star and Olympic gold medalist Abby Wambach points out that failure means you are “in the game.” In her 2018 commencement speech at Barnard College in New York, Wambach exhorted graduates to make failure their “fuel.” Failure, she explained, “is not something to be ashamed of, it’s something to be powered by. Failure is the highest-octane fuel your life can run on.”

Surprising—and revelatory—however, is the study that found athletes who placed third in an Olympic event, earning a bronze medal, appeared happier and less likely to feel the sting of failure than the athletes who finished second and received a silver medal.

Why did silver-medaling Olympic competitors in the study feel as if they’d failed, while their bronze-medaling counterparts felt a measure of success? Psychologists say it’s caused by “counterfactual thinking”—the human tendency to frame events in terms of “what if” or “if only.” The silver medalists, disappointed at not having won gold, framed their performance as a failure relative to winning gold. Those who came in third place framed the result as a success—they earned a medal at the Olympics! They were acutely aware of how easily they might have missed the chance to stand on the Olympic podium in glory and not come home with a medal at all.

The bronze medalists had reframed their result—from a loss to a gain. That simple—and scientifically valid—reframe gave them joy instead of regret. As you will learn in this book, how we frame or reframe failure has a great deal to do with our capacity to fail well. Reframing failure is the life-enhancing skill that helps us overcome our spontaneous aversion to failure.

It starts with the willingness to look at yourself—not to engage in extensive self-criticism or to enumerate your personal flaws, but to become more aware of universal tendencies that stem from how we’re wired and are compounded by how we’re socialized. This is not about rumination—a repetitive negative thought process that isn’t productive—or self-flagellation. But it may mean taking a look at some of your idiosyncratic habits. Without this, it’s hard to experiment with practices that help us think and act differently.

Clinical psychology research shows that failures in our lives can trigger emotional distress, anxiety, and even depression. Yet, some people are more resilient than others. What makes them different? First, they are less prone to perfectionism, less likely to hold themselves to unrealistic standards. If you expect to do everything perfectly or to win every contest, you will be disappointed or even distressed when it doesn’t happen. In contrast, if you expect to try your best, accepting that you might not achieve everything you want, you’re likely to have a more balanced and healthy relationship with failure.

Second, resilient people make more positive attributions about events than those who become anxious or depressed. How they explain failures to themselves is balanced and realistic, rather than exaggerated and colored by shame. If you attribute not getting a job offer you wanted to a highly competitive applicant pool or to the company’s idiosyncratic preferences, you’re more likely to recover from the disappointment than if you think, “I’m just not good enough.” Attributional style has been studied at length by Martin Seligman, the University of Pennsylvania psychologist who launched a revolution in “positive psychology” in the 1990s. Seligman shifted from his field’s focus on pathology to instead study human strengths that enable individuals and communities to thrive. In particular, he studied how people develop positive or negative explanations of the events in their lives. Fortunately, forming positive attributions is a learnable skill. For instance, when you weren’t selected for that job you wanted, maybe a good friend helped you reframe the situation to think constructively about it. If you bring that learning forward to your next experiences, you are on your way to a healthier relationship with failure.

Note that healthy attributions about failure not only stay balanced and rational, they also take account of the ways—small or large—that you may have contributed to what happened. Maybe you didn’t prepare sufficiently for the interview. This is not to beat yourself up or wallow in shame. Quite the contrary; it’s about developing the self-awareness and confidence to keep learning, making whatever changes you need so as to do better next time.

Each of us is a fallible human being, living and working with other fallible human beings. Even if we work to overcome our emotional aversion to failure, failing effectively isn’t automatic. We also need help to reduce the confusion created by the glib talk about failure that is especially rampant in conversations on entrepreneurship.




Confusion: not all failure is alike!

Although “fail fast, fail often” has become a Silicon Valley mantra meant to celebrate failure, and corporate failure parties and failure résumés have become popular, much of the discussion in books, articles, and podcasts is simple and superficial—more rhetoric than reality. For instance, it’s clear that no company should celebrate a plant manager whose automobile assembly line fails fast and often. Ditto for today’s heart surgeons. No wonder we are confused!

Fortunately, this confusion can be reduced by understanding the three types of failure, and how differences in context matter. For instance, in some situations well-developed knowledge about how to achieve desired results makes routines and plans generally unfold as expected; for example, following a recipe to bake a cake or drawing patients’ blood in a phlebotomy lab. I call these consistent contexts. Other times you’re in brand-new territory—forced to try things to see what works. The pioneering cardiac surgeons we met at the start of this chapter were clearly in new terrain, and most of their failures were intelligent. Other examples of novel contexts include designing a new product or figuring out how to get protective masks to millions of people during a worldwide pandemic.

Failures are more likely in novel than consistent contexts, so we don’t get upset about them, right? Wrong. Your amygdala—that small part of your brain responsible for activating a fight-or-flight response—detects a threat no matter the context. Relatedly, you might be surprised to discover that your negative emotional reaction to failures, regardless of the level of real danger, can be surprisingly similar. But, a simple typology for distinguishing failures can help us make healthy attributions about them, counteracting the amygdala hijack.

In addition to novel and consistent contexts, all of us frequently find ourselves in variable contexts—those moments in life when knowledge exists to handle that particular type of situation, but life throws you a curveball. For example, doctors and nurses working in a hospital emergency room, no matter how seasoned or experienced, may encounter patients presenting a cluster of previously unseen symptoms, as in the early days of the COVID virus. Pilots must be prepared to fly through unexpected weather patterns. In our daily lives, we face situations where we have extensive prior knowledge but still face meaningful uncertainty. The most experienced teachers never know in advance what challenges a new class of students will bring. If you move to a new place or take a new job, you can never be sure how you might or might not fit in—even if you’ve talked to people there and tried to learn what you could about its culture. Until you arrive, you have an informed prediction, not a guarantee, about what it will be like.

Over the years I’ve studied people working in manufacturing assembly lines (consistent context), corporate research and development labs (novel context), and cardiac surgery operating rooms (variable context). I’ve noticed that different organizational contexts set the stage for different expectations about failing, as depicted in Table 1.1. Yet even though common sense dictates that people should be less allergic to failure in a lab than in a production line, it’s not always true. Nobody likes to fail. Period.

Most of us don’t stop to challenge our spontaneous emotional responses to the events in our lives. But you can learn how to do this—and it’s a crucial skill to bring more learning and joy into your life. Imagine you join a community tennis team—hoping to have fun and improve your skills. Early on you’ll make many mistakes and fail to return many of your opponents’ shots. How should you feel? Despondent? Of course not. You force yourself to remember that you’re simply trying to get better at a new activity. When you teach your teenager to drive, preferably in a large empty parking lot at first, you don’t yell at him for mistakenly putting the car in reverse or stalling the engine. Instead, with an encouraging voice, you talk through what happened and what to do next time. In your family or in a social group you care about, having more honest and logical conversations about expectations and disappointments is liberating. And the cognitive skills you need to process failures productively, rather than painfully, can be learned, as you will see in chapter 5.

The correlation between context type and failure type is substantial (clearly, for instance, scientific laboratories and intelligent failures go hand in hand)—but context and failure type are not 100 percent aligned. A basic failure can happen in a laboratory when a scientist mistakenly uses the wrong chemical—wasting both materials and time. Similarly, an intelligent failure occurs on an assembly line when a thoughtful process improvement suggestion turns out not to work as hoped. Nonetheless, an appreciation for the role of context helps you anticipate the kinds of failures likely to happen, as you will explore in chapter 6.

Our confusion about failure gives rise to illogical policies and practices. For example, meeting with senior executives in a large financial services firm in April 2020, I listened as they explained that the current business environment made failure temporarily “off-limits.” Understandably concerned about an economic climate increasingly challenged by a global pandemic, these business leaders wanted everything to go as well as possible. Generally speaking, they were sincere in their desire to learn from failure. But enthusiasm about failing was acceptable when times were good, they told me; now that the future looked uncertain, pursuing unerring success was more imperative than ever.



TABLE 1.1: Implications of Context for Failure

	Context

	Consistent

	Variable

	Novel




	Example

	Vehicle assembly line

	Surgical operating room

	Scientific laboratory




	The state of knowledge

	Well-developed

	Well-developed knowledge, vulnerable to unexpected events

	Limited




	Uncertainty

	Low

	Medium

	High




	Most common failure type

	Basic failure

	Complex failure

	Intelligent failure





These smart, well-intentioned people needed to rethink failure. First, they needed to appreciate the context. The need for fast learning from failure is most critical in times of uncertainty and upheaval, in part because failures are more likely! Second, while encouraging people to minimize basic and complex failures may help them focus, welcoming intelligent failures remains essential to progress in any industry. Third, they needed to recognize that the most likely outcome of their prohibition on failure wasn’t perfection but rather not hearing about the failures that do occur. When people don’t speak up about small failures—say, an accounting error—these can spiral into larger failures, such as massive banking losses.

In my work with companies, I’ve encountered this issue often enough to see it as a common error. The instinct to exhort people to do their best work in challenging times is understandable. It’s tempting to believe that if we just hunker down, we can avoid failure altogether. It’s also wrong. The relationship between effort and success is imperfect. The world around us changes constantly and keeps presenting us with new situations. The best-laid plans encounter problems in an uncertain context. Even when people work hard and are committed to doing the right thing, failure is always possible in a new situation. Sure, sometimes failures are caused by people who are careless or don’t work hard, but even hard work can end in failure when a situation is new and different or some unexpected event happens. Finally, and most perversely, sometimes sheer luck allows you to mail it in and succeed anyway.

An upheaval such as a global pandemic causes an extreme degree of uncertainty and change. But even before COVID-19 dominated the news cycle, the interdependence of the world in which we live and work had long made uncertainty and change part of our lives. Our interdependence—being dependent on others to achieve some goal (including the goal of continuing to exist)—makes us vulnerable. We cannot ever know for sure what others will do, and what other systems we depend on might break down. Nineteenth-century German military strategist Helmuth von Moltke’s advice has been interpreted as “No plan survives contact with the enemy.” When we take into consideration our interdependence, we are forced to become more thoughtful and vigilant in expecting the unexpected.

Now consider what happens when senior executives, or parents, for that matter, state unequivocally that failure is off-limits, that only good results are acceptable. Failures don’t stop. They simply go underground. Unwittingly, the financial services executives I spoke with were at risk of inhibiting the transmission of bad news. That wasn’t their goal. Their goal was to encourage excellence. But it’s human nature to hide the truth when it’s clear that sharing it will bring punishment—or even just disapproval. Our fear of rejection presents the third barrier to practicing the science of failing well.





Interpersonal fear: stigma and social rejection

Adding to our emotional aversion and cognitive confusion is a deep-rooted fear of looking bad in the eyes of others. This is more than just a preference. The fear induced by the risk of social rejection can be traced back to our evolutionary heritage when rejection could literally mean the difference between staying alive and dying of starvation or exposure. Our modern brains fail to distinguish between the fear of rejection that is irrational in most settings and more rational fears, such as that of an oncoming bus barreling toward you on a city street. Research by Matthew Lieberman and Naomi Eisenberger at UCLA shows that many of the brain circuits for social pain and physical pain overlap.

Fear activates the amygdala, as previously noted, inducing the fight-or-flight response, where “flight” does not necessarily mean running away but instead doing what you can to avoid looking bad. When your heart pounds or your palms sweat before you speak up in an important meeting, especially one in which you are feeling judged or criticized, that’s due to the automatic responses of your amygdala. This survival mechanism in our brains helped us elude saber-toothed tigers in prehistoric times, but today often leads us to overreact to harmless stimuli and to shy away from constructive risk-taking. The fear response, designed to be protective, can be counterproductive in the modern world when it keeps us from taking the small interpersonal risks that are essential to speaking up or trying new things.

First, fear inhibits learning. Research shows that fear consumes physiologic resources, diverting them from parts of the brain that manage working memory and process new information. In a word, learning. And that includes learning from failure. It is hard for people to do their best work when they’re afraid. It’s especially hard to learn from failure because doing so is a cognitively demanding task.

Second, fear impedes talking about our failures. Today’s never-ending chore of self-presentation has exacerbated this ancient human tendency. The pressure to look successful has never been greater than in this age of social media. Studies find today’s teens, in particular, are obsessed with putting forward a sanitized version of their lives, endlessly checking for “likes” and suffering emotionally from comparisons and slights, real or perceived. Our emotional reaction to a perceived rejection is the same as to an actual one, because it’s how we interpret a situation that shapes our emotional response. And it’s not just the kids who worry. Whether in professional accomplishment, attractiveness, or social inclusion, keeping up appearances can feel as necessary as breathing to full-grown adults. The real failure, I’ve found, is believing that others will like us more if we are failure-free. In reality, we appreciate and like people who are genuine and interested in us, not those who present a flawless exterior.

In my research, I’ve amassed a fair amount of evidence that psychological safety is especially helpful in settings where teamwork, problem-solving, or innovation are needed to get the job done. Psychological safety—an environment where you don’t fear rejection for being wrong—is the antidote to the interpersonal fear that prevents us from failing well. Failure lurks in the background in most studies of psychological safety. This is because psychological safety helps us do and say the things that allow us to learn and make progress in our changing, uncertain world. This interpersonal climate factor—such a “soft” thing—turned out to be crucial in predicting team performance in challenging environments, ranging from those in leading academic medical centers to Fortune 500 companies to your family.

Have you ever worked in a team where you were genuinely not worried that others would think less of you if you asked for help or admitted that you were wrong about something? Maybe you felt confident that people supported and respected one another—and all were trying to do their best. If so, you probably weren’t afraid to ask questions, to admit mistakes, and to experiment with unproven ideas. My research has shown that psychologically safe environments help teams avoid preventable failures. They also help them pursue intelligent ones. Psychological safety reduces the interpersonal barriers to failing well, so people can take on new challenges with less fear, such that we can try to succeed and walk away wiser when we don’t. That, I believe, is the right kind of wrong.

Yet few organizations have enough psychological safety for the benefits of learning from failure to be fully realized. Managers I’ve interviewed in places as different as hospitals and investment banks admit to being torn: How can they respond constructively to failures without encouraging lax performance? If people aren’t held accountable for failures, what would make them do their best work? Parents ask the same question.
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FIGURE 1.1: The Relationship between Psychological Safety and Standards in Failure Science



These concerns stem from a false dichotomy. A culture that makes it safe to talk about failure can coexist with high standards, as depicted in Figure 1.1. This is as true in families as it is at work. Psychological safety isn’t synonymous with “anything goes.” A workplace can be psychologically safe and still expect people to do excellent work or meet deadlines. A family can be psychologically safe and still expect everyone to wash dishes and take out the trash. It’s possible to create an environment where candor and openness seem feasible: an honest, challenging, collaborative environment.

I’d go so far as to say that insisting on high standards without psychological safety is a recipe for failure—and not the good kind. People are more likely to mess up (even for things they know how to do well) when they’re stressed. Similarly, when you have a question about how to do something but don’t feel able to ask someone, you’re at risk of running headlong into a basic failure. Also, when people encounter intelligent failures, they need to feel safe enough to tell other people about them. These useful failures are no longer “intelligent” when they happen a second time.

Maybe it’s occurred to you that in contexts where certainty is high—such as an assembly line—it’s possible to succeed without psychological safety. There will be fewer failures in the first place. But because certainty is not the norm today, reducing interpersonal fear by destigmatizing failure is important. Learning happens best when we’re challenged and psychologically safe enough to experiment and to talk openly about it when things don’t work out as we’d hoped. It’s not just your own learning from failure that matters; it’s also your willingness to share those lessons with others.

In sum, our aversion to failure, confusion about failure types, and fear of rejection combine to make practicing the science of failing well more difficult than it needs to be. Fear makes it hard to speak up when we need help to avoid a mistake or to engage in honest conversation so we can learn from a failed experiment. Lacking the vocabulary and rationale to distinguish basic, complex, and intelligent failures, we’re more likely to maintain our aversion to all failures. Fortunately, reframing, discerning, and psychological safety can help us get unstuck, as summarized in Table 1.2.



TABLE 1.2: Overcoming the Barriers to Failing Well

	Why We Fail at Failure

	What Helps




	Aversion

	Reframing to build healthy attributions




	Confusion

	A framework to discern failure types




	Fear

	Psychological safety











Failure’s Range of Causes

At first glance, commitment to excellence and tolerance of failure seem to be in tension. But let’s consider a hypothetical spectrum of reasons for failure such as I’ve depicted in Figure 1.2. At one end we find misconduct or sabotage (say, breaking a law or violating a safety procedure); at the other, we find a thoughtful experiment that fails (as scientists endure daily). It becomes clear that not all failures are caused by blameworthy acts. Some are downright praiseworthy.


[image: Image]
FIGURE 1.2: A Spectrum of Causes of Failure



When someone deliberately sabotages a process or violates a safety practice, blame is appropriate. But after that, you face a judgment call that cannot be made without more information about the context. For example, carelessly not paying attention might be blameworthy. But what if that person was overcome by fatigue after being required to work two straight shifts? Here, we might wish to blame the manager who assigned the shifts, rather than the employee who fell asleep, but we’d need to know more before we could be certain who or what was at fault. As we go across the spectrum, it gets more illogical to blame anyone! Lack of ability? All of us have been novices in various activities. No one takes off on a bicycle the first time without a fall. Unless someone deliberately undertook a dangerous procedure before receiving training, it’s hard to call inability blameworthy.

Next, some tasks persist in being too challenging for reliably failure-free performance. Consider the Olympic gymnast who fails to execute a flawless back-full on the balance beam. Blameworthy? Of course not. It’s one of the most challenging moves in gymnastics. The gymnast starts it from a standing position, executes a backward somersault with a straight body throughout and a full twist in the middle, then lands back on her feet on the beam. Top competitors who can execute the move perfectly in practice may still fail to do so in an important competition.

As we continue across the spectrum, uncertainty gives rise to unavoidable failures. When a friend sets you up on a blind date, there’s no way to know for sure if it will work out. If you agree to go and the date proves a failure, neither you nor your friend deserves blame. Lastly, a failure that results from thoughtful experimentation yields new knowledge. It’s praiseworthy. The pioneering surgeons’ failures in the early days of open heart surgery are clearly praiseworthy. These failures were unavoidable stepping stones on the path to today’s taken-for-granted miracle.

I’ve conducted the following thought experiment with audiences around the world: “Take a look at the Blameworthy–Praiseworthy spectrum: Which of the potential causes of failure do you consider blameworthy?”

Answers to this question vary. Some will say only sabotage can be considered blameworthy. Others will chime in that inattention should be as well. Pushing back on that, others immediately recognize that people might have been put in difficult situations where becoming distracted was not their fault. It doesn’t matter to me where you draw the line. What matters is that you draw it and then contemplate your answer to the next question: “What percent of the failures in your organization or family can be considered blameworthy?” I’ve found that most people, when they think about it carefully, arrive at a small number: perhaps, 1 to 2 percent.

I then ask the most important question: “How many of these failures are treated as blameworthy by those who matter in your organization or life?”

Here, people will say (after a rueful pause or a laugh) 70 percent to 90 percent. Or, sometimes, “All of them!” The unfortunate consequence of this gap between a rational assessment of fault and the spontaneous response of those in charge is that failures—in our lives, households, and workplaces—are too often hidden. This is one of the ways we lose access to failure’s lessons.




Succeeding through Failing

It should be clear by now that not everyone fails at failure. The pioneering cardiac surgeons such as Walt Lillehei and Clarence Dennis were stunningly successful at putting failure to work—to advance the lifesaving craft to which they devoted their lives. Seeking to alter the surgical landscape forever, Lillehei and Dennis were both contestants in a race that had thus far, as Lillehei’s biographer G. Wayne Miller writes, “produced only corpses.” Nearly all of these deaths were the result of what we might call “new” failures—failures occurring as part of a journey to accomplish a goal never before achieved. Innovations such as the room-size heart-lung machine, designed to remove carbon dioxide from the patient’s blood and pump freshly oxygenated blood back into an artery, were necessary parts of that journey.

Watching Dennis operate in 1951, Dr. Lillehei had been determined to push ahead toward success. Over the next several years, he doggedly sought out opportunities to advance the science. He, too, would confront painful failures along the way.

On September 2, 1952, at the University Hospital, Dr. F. John Lewis, with Lillehei assisting, tried hypothermia as a means of facilitating patient stability. Miraculously, five-year-old Jacqueline Jones survived. Success? Although Lillehei and others would continue to operate successfully with hypothermia, the severely limited time a patient could be kept at such a low temperature—ten or twelve minutes—made longer and more complex surgical procedures impossible. A short-lived success.

On March 26, 1954, Lillehei, again in the University Hospital operating room, physically connected an infant, Gregory Glidden, born with a hole between the lower chambers of his heart, to his father’s circulatory system. This was to keep the child alive while Lillehei operated on the infant’s tiny heart. Several times since the autumn of 1953, and most recently in January of 1954, Lillehei had connected the circulatory systems of two dogs, allowing the donor dog to serve as life support for the patient dog during open heart surgery. Called cross-circulation, this new technique was Lillehei’s inspired idea. If a pregnant woman could keep her infant’s heart going via connections between their veins and arteries, could a similar but artificially induced connection function outside the womb? So far, the approach had worked, keeping the canine patients alive during delicate surgical procedures. But now the stakes were higher.

At 8:45 a.m., Gregory’s father, Lyman, was brought into the operating room. Blood from Lyman’s femoral artery, carrying freshly oxygenated blood from his heart, was pumped into Gregory through a cannula inserted into the baby’s superior and inferior venae cavae to bring blood into his heart. Lillehei opened the baby’s heart and located the ventricular septal defect (VSD), a dime-size hole, and repaired it. Gregory survived the operation but died on April 6, 1954, a little under two weeks later, of pneumonia.

None of the experiments that ultimately transformed cardiac surgery occurred without extensive thought about benefits and risks. Each was scientifically rigorous. Failures nonetheless occurred. Sometimes a presurgical diagnosis proved faulty. Sometimes an accident occurred during surgery because the doctors were not yet skilled enough. Most failures occurred because a hypothesis was wrong. In every case, the innovators were traveling into new terrain without a map—determined to reach their destination. Along the way, they needed to explain to so many parents, spouses, and children why a beloved family member had died in a sea of blood. You might say that everyone—surgeons, patients, and their families—were practicing the right kind of wrong. They understood that failures with serious consequences were possible. Each failed operation and each failed surgical innovation provided a chance to learn something that could lead to eventual success.

Lillehei’s first triumph, which followed soon after Gregory’s surgery, was a cross-circulation surgery on four-year-old Annie Brown, who was connected to her father, Joseph. Two weeks later, Lillehei held a press conference with the adorable, healthy girl, who would live well into adulthood. Yet, as so often happens, the path from failure to success was not a straight line. Immediately after Annie Brown, six out of seven of Lillehei’s child patients died from similar surgeries. Equally troubling, a mistake in the cross-circulation rendered one of the parents permanently brain-dead. Operating on a child whose only hope for life was a risky surgery was one thing. But putting a healthy adult volunteer at such risk was much more difficult to tolerate.

Eventually, the heart-lung machine proved to be the most viable solution to the problems posed by open heart surgery. Originally invented by Dr. John Gibbon, improved upon by Clarence Dennis, and then further engineered in a collaboration with Thomas Watson at IBM, it gradually reduced the mortality rate for cardiac surgery to 10 percent by 1957. Today, the risk of dying from the surgery is estimated to be approximately 2 to 3 percent.




Innovation Never Ends

In 1998, a half century after these early surgical failures and successes, I got the chance to study a modern innovation in cardiac surgery. One of my Harvard colleagues had learned about a new surgical technology for conducting the lifesaving surgery less invasively. In most heart operations, including those performed back in the 1950s, the surgeons had to first cut longitudinally through the patient’s chest, splitting the breastbone apart. This technique, called a median sternotomy, provides access to the heart, and it still dominates the practice today. It’s effective but can involve a painful and lengthy recovery.

The new technology my colleague told me about had been designed to allow the surgeon to perform a repair through a small incision between the ribs, leaving the breastbone intact, with the promise of a shorter, less painful recovery. The downside? A substantial learning curve for the entire operating-room team. For surgeons, operating in a smaller, more restricted space in the body was not as big a shift as you might think. Their field of vision was narrowed, but the delicate stitching for repairing the heart remained relatively unchanged. But for the rest of the team, this new way was not easy to learn.

Of the sixteen cardiac surgery departments my colleagues and I studied, only seven stuck with the new technology. The other nine departments tried it out for a handful of operations, then abandoned it. The most important difference in the groups that succeeded was surgeon leadership—not surgeon skill, experience level, or seniority. When we started the study, we expected that the more elite academic medical centers would be more likely to succeed than the less well-known community hospitals. But we were wrong. Hospital type and status made no difference at all.

The challenge all these teams faced was more interpersonal than technical. The innovation challenged the traditionally hierarchical structure of operating rooms, where the surgeon typically issued orders that others carried out. Surgeons practicing the new technique were newly dependent on the rest of the operating-room team to coordinate aspects of the procedure and keep a “balloon clamp” in place inside the patient’s artery as a way of restricting blood flow to the heart. The balloon’s tendency to shift meant that the team had to monitor its location through ultrasound imagery to make adjustments. But unless people felt psychologically safe enough to speak up, these activities were hard to carry out. For instance, asking the surgeon to pause while the balloon was repositioned was both new and difficult for most nurses. Surgeons had to listen to other members of the team more often, and more intensely, than in traditional surgeries, where they had done most of the talking.
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