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A ten-year span between two editions of a general handbook is a long time for most disciplines, but especially in a field such as ours. The proliferation of research in the area of stress makes the attempt to survey its course since the publication of the first edition in 1982 both difficult and rewarding. The volume of stress-related studies is, indeed, staggering and is continuously on the rise. In some ways this reflects the popular belief that ours is the era of stress. It may well be that the fuzziness of the definition of stress is conducive to the spread of stress-focused research, because hardly any aspect of human interaction with the environment is entirely stress free.

We believe that the time is more than ripe for a new edition. While we cannot pretend to have a historical perspective on the main directions of inquiry, we can offer the student of stress a significant cross-section of current developments; a state-of-the-art overview of a number of significant and substantive research areas in the stress/coping domain prepared by some of the most respected authorities in the field.

In planning the new edition of the Handbook of Stress our initial aim was simply to invite each of the original contributors to revise and update their chapters. However, it became increasingly clear that this would not be feasible in most instances, nor did we deem it an optimal choice. For one thing, several of our original authors were no longer alive: the father of the modern stress concept, Hans Selye, was gone; the seminal contributions of Irving Janis, Norma Haan, and Harold Proshansky were now but a legacy as well. By and large, their original chapters—along with a few additional ones—had stood the test of time so well that they could be reprinted without revision as classics. In addition, in some instances our original contributors were no longer active in the field or declined our invitation to update their original chapters, though several of our original authors did write completely new and updated chapters—such as Chapters 4, 11, 12, 15, 25, 29, 34, 37, 38 and 39.

An overriding concern was our attempt to increase the usefulness of the current handbook by including at least some representation of newer conceptions, methodological and measurement issues, and overviews of some of the more specialized areas, deemed to be at the cutting edge, in our field. In addition, for some of the topics treated in the first edition, we chose to broaden the perspective by inviting a completely fresh chapter by another expert.

Consequently, the current Handbook of Stress is a substantially new book. Though the chapters are still organized around the seven major headings in the 1982 edition, the reader will confront an array of new chapters and, in most instances, new contributors. In fact, with the exception of the half dozen classic chapters, this handbook might well be regarded as a companion rather than a replacement for the original volume.

As in the first edition, the choice of topics for inclusion in the current handbook is constrained by the inevitable space limitation of a one-volume reference work. Had we striven for genuine comprehensiveness, we would undoubtedly be faulted by critics as too sketchy. It is clearly impossible to cover the entire panoply of the stress field and do justice to each topic. Consequently, some topics were left by the wayside. For example (and most obviously) chapters on infancy, childhood and family stressors, and the vast domain of sociocultural variables are clearly missing in the handbook. Equally obvious is the fact that the achievement of “organic unity” by imposition of some sort of shared conceptual scheme for each contributor to follow is artificial, if not unwise. In our view, the vitality of the field inheres precisely in its theoretical diversity, multiple levels of complexity, and potential for emergent ideas as a function of cross-disciplinary fertilization.

The opportunity to take a broader look at one’s field of inquiry is rare. The publication of the second edition of the handbook presents such an opportunity. In order to illustrate the contrast between stress research as it appeared a decade ago and as it appears today, we decided to keep our introductory chapter in its original form, but we wish here, in the Preface, to draw the reader’s attention to some important recent themes that characterize the stress field as a whole and that have found representation in the current volume as well. The themes do not signal a dramatic departure from earlier trends, but may perhaps be viewed as shifts in emphasis and as pointers to the road ahead.

Issues of definition, so central to most discussions of stress just a decade ago, now appear to be of lesser import. This change is not to be understood as a reflection of greater clarity of the concepts, nor does it suggest an emerging consensus. We would like to think that, as our discipline begins to mature, there is a corresponding growth in the tolerance of its inherent ambiguities.

Yet another indication that the stress field is gradually leaving behind the naive quest for simplicity are the models that are being used by most of the researchers in the field. Gone is the simple environmentally induced stressor and its equally simple corresponding stress response. A host of mediators and intervening variables have now replaced those earlier formulations. For example, one can note a renaissance of interest in personality and individual differences. Researchers have also begun to distinguish between and specify antecedent variables, immediate and long-term reactions within their conceptual and causal flowcharts. The prevalent working assumption is that a multilevel, multidimensional approach is a must.

Furthermore, Lazarus’s call for transactional models is certainly gaining support; much of current stress research follows his formulations. Specifically, there is a growing awareness of the need for process-oriented research design, with multiple measures of the key variables.

The methodological sophistication of a significant number of studies appears now to be much greater. This increased rigor reflects awareness of the pitfalls of response contamination, social desirability, and the overall shortcomings of a single-source methodology. Internal reliability of the multitude of measures used, either as independent or dependent variables, is another concern that is being addressed more seriously than before.

Life events scales, so abundant in stress research, are becoming increasingly refined by using the respondents’ subjective appraisal of event stressfulness or by taking into consideration situational and personal factors that influence the context of the threat and the variability within event categories. This trend has gone a long way toward bridging the initial, pure stimulus conception and the in-depth clinical interview approach. There has been a corresponding increase in the strength of the correlations found between life events and disorders.

Perhaps the most notable change in emphasis is the growing impact of the biological sciences. Two prominent examples of that influence are the emergence of psychoneuroimmunology and the study of stress-related brain chemistry. Recent technological developments of brain imaging techniques, specifically those like PET and SPECT that allow online study of physiological changes in the active brain, may well turn out to be the next bridge between neuroscience and stress research (and a good candidate for a new chapter in the next edition of the Handbook of Stress).

Finally, we should mention the apparent resurgence of interest in the traditional topic of emotions and its manifold spectrum. This new popularity suggests that, in the future, stress (essentially comprising the so-called negative emotions) will no longer be viewed as a peculiarly isolated rubric of uncertain conceptual lineage, but will find its appropriate location as a subset of emotions in the scaffold of knowledge. We hope that, as our field makes further progress, the challenges of its complex nature will be matched by the richness of the data in what promises to be an important part of the story of human adaptation.

Above all, we wish to thank our contributors, new and old, for their willingness to participate in this project, particularly because we know full well their crowded schedules. Their generosity in contributing their work to our Handbook is deeply appreciated.

Our appreciation is also extended to our editor at The Free Press, Susan Arellano, for her splendid guidance and warm support throughout the project, to Lilian Schein, director of the Behavioral Science Book Service and a good friend, for her interest and encouragement, and to Anne Stubing for her cheerful secretarial assistance.

Leo Goldberger

Shlomo Breznitz
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The concept of stress and, indeed, research on stress have reached an all-time peak in popularity during the past few years. An ever increasing number of books and journals devoted exclusively to stress are being published, courses and seminars are being offered in this area, and references to stress in the mass media abound. With this heightened awareness of stress—meaning here essentially all that is unpleasant, noxious, or excessively demanding—a concomitant interest in stress reducing techniques, or stress management, has given birth to a new specialty in the health sciences.

The tremendous proliferation of stress literature has made a single, comprehensive text on the subject a forbidding undertaking. Instead, the time seems more than ripe for this handbook, the aims of which are to gather within one volume a wide array of authoritative articles on the many facets of stress; provide researchers and clinicians in the field with a forum for critical reflection on the perennial definitional and conceptual problems and methodological complexities peculiar to stress research and stress treatment; and, ideally, to provide readers with a state of the art overview of those areas in which a body of solid findings exists.

The stress field is a sprawling one, characterized by unevenness and lack of coordination (not unlike many other domains within the behavioral and mental health sciences), with pockets of substantial development separated by faddish, superficial, or one-time forays. We believe there is much to be gained by the student of stress in confronting a cross-section of current developments in the field as a whole.

This volume allows the reader to take stock of where we are and to discern links and overlaps among the several disciplinary lines; cross-fertilization of the multiple perspectives on stress is necessary if the field is to maintain its vitality. The idea for the Handbook of Stress, born in our recognition of timeliness of such a reference work, surely would have failed to materialize had it not resonated with our colleagues—the distinguished group of authors whom we invited to contribute chapters summarizing topics closest to their current concerns. Their enthusiasm and ready acceptance of the task testified to the shared purpose of our venture.

In choosing the topics included in the handbook, we faced the obvious constraint of space. We could neither cover all disciplinary perspectives and broad categories—biological, psychological, and sociological—nor be exhaustive within a given perspective or category. The reader will undoubtedly compose his/her own list of missing chapters. Clearly, we had to make choices and though these choices were inevitably biased by our professional training as psychologists, we tried to provide a balanced view at least within the field of psychological stress. In other words, we set out to achieve a balance among theoretical viewpoints, as well as a balance between theory and research. Although not all topics covered in the Handbook of Stress have reached the level of maturity that permits a state of the art overview, some were nonetheless included because they have significance for the field.

The volume begins with a brief outline of our own perspective on stress and suggestions for future directions of investigation. Dr. Hans Selye—the pioneer in the field of stress whose ideas and influence are discernible in many of these chapters—provides an appropriate historical introduction. The main body of the handbook consists of seven parts. The headings for each part are self-explanatory and reflect our concern for a balanced treatment of stress. The reader should note that quite a few chapters deal with several aspects of their particular topic—theory, research, and/or clinical issues—and some areas are addressed in more than one chapter, for example, the measurement of both stress and coping and the use of life events scales. Our purpose was to provide more intensive treatment of issues that have a singular, pragmatic value for the stress investigators who would, we thought, welcome ready access to this material.

The Handbook of Stress is intended for the professional and the student in the behavioral and mental health fields actively working or interested in the stress area. It should have considerable utility as a reference work—as an aid in locating significant bodies of research; as a guide to metrics, tests, scales, and questionnaires in the stress-coping field; and, for the practicing clinician, as a guide to some of the increasingly popular techniques for the prevention and treatment of stress related disorders. The volume also should be useful as a reference work for general readers who wish to gain familiarity with the current scientific yield in the field of stress.

Finally, it should be noted that the contributors were discouraged from being as expansive as they might have wished and from using an overabundance of tables, figures, and references—this decision reflected our concern with conserving space to allow a wide representation of topics. We are grateful for having had such an impressive group of colleagues cooperate with us and give of their time and expertise in preparing their chapters and we appreciate their forbearance in regard to space constraints and editorial cuts.

Our appreciation also goes to a number of other people whose help was invaluable. At New York University our thanks go to Roberta Gordon, Nancy Koch, Bettie Brewer, and William T. Francis for administrative and secretarial help; at Haifa University, our thanks to Ruth Maos and Dinah Katz. Kitty Moore, senior psychology editor at The Free Press, has our warm gratitude for her advice, support, and enthusiastic interest throughout this project.

Leo Goldberger

Shlomo Breznitz
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ORIENTATION TO STRESS

The proliferation of research on stress over the past two decades makes it difficult to penetrate the universe of discourse in this area. Nonetheless, we shall try to identify the basic themes in the literature.

Stressors are external events or conditions that affect the organism. The description of stressors and their impact on behavior is an open-ended task, and current research considers an increasing number of events and conditions to be stressors. Most of this effort is still in the qualitative domain and parametric investigations are by and large rare.

The stressors themselves impinge on an organism that has specific characteristics of its own. Thus, another open-ended challenge is the systematic exposure of different species to a particular stressor. Such research can provide insight into phylogenetic and evolutionary processes, as well as into the general themes that cut across species boundaries. Within the same species it is, of course, possible to investigate the impact of a given stressor on different organisms, and the study of individual differences is a rapidly growing branch of stress research. The individual differences of most relevance in human research have to do with the cognitive appraisal of stressors. In line with Lazarus’s (1966: Lazarus & Launier, 1978) formulation, cognitive appraisal plays a major role in the transaction between the person and the potentially stressful environment. Accordingly, researchers have sought to uncover the differential effects of a variety of cognitive styles upon the impact of stressors.

Another central element in the adaptational equation relates to coping. After appraising the Stressor, the organism will use one or more coping strategies in an attempt to adjust to the situation. A relatively large body of stress research addresses various coping strategies. Here, again, the issue of individual differences and predispositions plays a key role.

Finally, investigators are interested in stress effects themselves. Ranging all the way from minor changes in behavior to dramatic clinical symptoms, such effects are often viewed as the raison d’être for stress research and stress management approaches.

Somewhere between the Stressor and its effects lies the subjective, phenomenological experience of stress itself. Although from the individual’s point of view experiencing stress is the most germane factor in confronting stressful conditions, such experience lies outside the realm of objective inquiry.

Accordingly, behaviors classified as stress effects can also be categorized as the effects of anxiety, the effects of conflict, etc. Insofar as expressions of emotion, performance deterioration, or symptom manifestations are concerned, stress is interchangeable with these other concepts. Its unique features thus have to be more specifically elaborated.

As this volume illustrates, there is substantial disagreement over the definition of stress. Different scholars have different definitions and oftentimes abide by those most suitable to the pursuit of their particular interests. Thus, for instance, Selye’s (1956) focus on the nonspecific general adaptation syndrome forces an extreme response based definition, and the exact nature of the Stressor becomes largely irrelevant. By contrast, Lazarus’s (1966) focus on cognitive appraisal presumes that specific kinds of information are operative in appraising a particular stimulus as a stressor. Although this lack of agreement on the definition of stress is seen by some as indicative of a paradigm crisis, the absense of consensus more properly reflects the rapid expansion of stress research in many divergent directions and may be more conducive to future theorizing than a premature closure (see Kaplan, 1964, for a cogent argument on tolerance of ambiguity in the conduct of inquiry).

Whereas diversity in definition and emphasis may be helpful, such is not the case, however, with research tools. One of the main reasons that many basic questions relating to the effects of stress on adjustment remain unresolved is the lack of standardization in choosing the stressor, measuring its parameters and effects, and selecting the subjects for specific experiments. The absence of an adequate taxonomy of stressful situations and the paucity of parametric research in this area make it difficult to compare results from different studies. The systematic accumulation of knowledge cannot proceed without comprehensive, longterm research.

FUTURE DIRECTIONS

Reviewing the state of the art from the vantage point of the Handbook of Stress, we can trace some major ideas and biases in stress research. The following review points out broad themes and suggests possible directions for scientific inquirys in the future.

Repeated Exposure to Stressors

From Selye’s initial formulation of the general adaptation syndrome to the diametrically opposite notion of stress inoculation, the analysis of the potential impact of repeated stressors is at the core of many theories (e.g., Breznitz, 1980; Frankenhaeuser, 1980). Investigators are interested in learning whether repeated exposure to the same stressors will result ultimately in immunization, habituation, or breakdown.

Duration of Exposure to Stressors

Our understanding of adaptation will be seriously deficient as long as we are unable properly to estimate the impact of duration of exposure to stressors on behavior. This need is particularly critical in the analysis of chronic versus acute stressors. In both epidemiological and clinical research on risk factors conducive to somatic as well as psychiatric problems, the relatively minor but everyday stressors seem to be emerging as the main culprit.

Pacing of Stressors

A question related to repetition and duration of exposure is the interstressor interval. What is the rate at which stressors follow one another? Is there a critical threshold in terms of pacing? The recent life changes paradigm is a case in point. Proponents of this view argue that different kinds of events produce a cumulative deleterious impact only if they follow one another at a rate above a certain critical level (Breznitz, 1972; Cleary, 1979; Holmes & Masuda, 1974; Lloyd, Alexander, Rice, & Greenfield, 1980).

Recovery from Stress

A crucial but neglected area in understanding stress concerns the temporal characteristics of recovery from stressful encounters. Repeated exposure, duration, and pacing are intimately associated with the recovery function.

THE OPTIMISTIC BIAS

Although stress research is concerned mainly with maladjustment, interest in successful coping is increasingly apparent in the field. The major displacement of focus from the concept of anxiety, which relates primarily to an internal, personal problem, to the concept of stress, which is basically an external, environmental problem, deserves analysis. In our view, this shift indicates a tendency toward the denial of major and often unmanageable difficulties. Advocates of the new approach argue that since stress is caused by factors “out there,” it is necessary only to devise ways to change the stressful features of the environment and all will be well. This view may to a certain extent account for the proliferation in Western societies of simplistic techniques of stress management. In any event, the domain of stress research now puts heavy emphasis on coping. Interest in coping strategies and predispositions, as well as in the teaching of coping skills, indicates an essentially optimistic bias. Whether pursued in the military or in the wide variety of stress inoculation programs, these practices rest on the assumption that given the right tools, one can cope effectively with most sources of stress.

Another sign of this optimistic outlook is the importance accorded the idea of control. Many workers in the field make the value judgment (implicitly or explicitly) that an internal locus of control is preferable to an external one; they argue that self-control can be used effectively to combat the potentially deleterious effects of stress. However, many critical stressors do not leave room for control, and passive acceptance may be the most appropriate coping strategy in such situations (e.g., Lazarus, 1982; Selye, 1956).

THE PSYCHOLOGY OF HEALTH

We suggest that stress research and theory are about to undergo a major change in emphasis—a change that may be yet another expression of the “optimistic bias” just noted. Concern with the negative, illness related impacts of stress will gave way to consideration of stress as a force conducive to health. Although health is still defined primarily as the lack of illness, the absence of symptoms is a very limited and unsatisfactory criterion of well-being. A concept denoting the opposite of stress would enrich our way of looking at person-environment interactions. In other words, can the active influence of positive factors in principle enhance health? Just as Lazarus and Launier (1978) posited daily uplifts as the opposite of daily hassles, some events may act as antistressors. Indeed, stress itself may produce positive effects. Selye (1974) saw the need to coin the concept of eustress essentially to account for certain seemingly harmless or even beneficial stressors. In Chapter 14, Haan, referring to her own research (1977), makes the point that stress can lead to gains as well as losses. (This issue has been examined by Breznitz and Eshel [1982] and by Yarom [1982].) Unless our sense of direction is off the mark, psychology and medicine will see an upsurge of interest along the above lines, and the field of stress will significantly increase its relevance.
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NOWADAYS, EVERYONE SEEMS TO BE TALKING about stress. You hear about this topic not only in daily conversation but also on television, via radio, in the newspapers, and in the ever increasing number of conferences, centers, and university courses devoted to stress. Yet remarkably few people define the concept in the same way or even bother to attempt a clearcut definition. The businessperson thinks of stress as frustration or emotional tension; the air traffic controller, as a problem in concentration; the biochemist and endocrinologist, as a purely chemical event; and the athlete, as muscular tension. This list could be extended to almost every human experience or activity, and, somewhat surprisingly, most people—be they chartered accountants, short-order cooks, or surgeons—consider their own occupation the most stressful. Similarly, most commentators believe that ours is the “age of stress,” forgetting that the caveman’s fear of attack by wild animals or of death from hunger, cold, or exhaustion must have been just as stressful as our fear of a world war, the crash of the stock exchange, or overpopulation.

Ironically, there is a grain of truth in every formulation of stress because all demands upon our adaptability do evoke the stress phenomenon. But we tend to forget that there would be no reason to use the single word “stress” to describe such diverse circumstances as those mentioned above were there not something common to all of them, just as we could have no reason to use a single word in connection with the production of light, heat, cold, or sound if we had been unable to formulate the concept of energy, which is required to bring about any of these effects. My definition of stress is the nonspecific (that is, common) result of any demand upon the body, be the effect mental or somatic. The formulation of this definition, based on objective indicators such as bodily and chemical changes that appear after any demand, has brought the subject (so popular now that it is often referred to as “stressology”) up from the level of cocktail party chitchat into the domain of science.

One of the first things to bear in mind about stress is that a variety of dissimilar situations—emotional arousal, effort, fatigue, pain, fear, concentration, humiliation, loss of blood, and even great and unexpected success—are capable of producing stress; hence, no single factor can, in itself, be pinpointed as the cause of the reaction as such. To understand this point, it is necessary to consider certain facts about human biology. Medical research has shown that while people may face quite different problems, in some respects their bodies respond in a stereotyped pattern; identical biochemical changes enable us to cope with any type of increased demand on vital activity. This is also true of other animals and apparently even of plants. In all forms of life, it would seem that there are common pathways that must mediate any attempt to adapt to environmental conditions and sustain life.

HISTORICAL DEVELOPMENT

Even prehistoric man must have recognized a common element in the sense of exhaustion that overcame him in conjunction with hard labor, agonizing fear, lengthy exposure to cold or heat, starvation, loss of blood, or any kind of disease. Probably he soon discovered also that his response to prolonged and strenuous exertion passed through three stages: first the task was experienced as a hardship; then he grew used to it; and finally he could stand it no longer. The vague outlines of this intuitive scheme eventually were brought into sharper focus and translated into precise scientific terms that could be appraised by intellect and tested by reason. Before turning to contemporary science, it will be helpful to review some of the intervening developments that laid the foundation for the modern theory of stress.

In ancient Greece, Hippocrates, often considered the “father of medicine,” clearly recognized the existence of a vis medicatrix naturae, or healing power of nature, made up of inherent bodily mechanisms for restoring health after exposure to pathogens. But early investigations were handicapped by the failure to distinguish between distress, always unpleasant, and the general concept of stress, which also encompasses experiences of intense joy and the pleasure of self-expression.

The nineteenth-century French physiologist Bernard (1879) enormously advanced the subject by pointing out that the internal environment of a living organism must remain fairly constant despite changes in the external environment: “It is the fixity of the milieu intérieur which is the condition of free and independent life” (p. 564). This comment had enormous impact; indeed, the Scottish physiologist Haldane (1922) was of the opinion that “no more pregnant sentence was ever framed by a physiologist” (p. 427). But this influence was due largely to various meanings that subsequently were read into Bernard’s formulation. Actually, inanimate objects are more independent of their surroundings than are living beings. What distinguishes life is adaptability to change, not fixity. Bernard’s more enduring legacy was the stimulation of later investigators to carry forward his pioneering studies on the particular adaptive changes by which the steady state is maintained.

The German physiologist Pflüger (1877) crystallized the relationship between active adaptation and the steady state when he noted that “the cause of every need of a living being is also the cause of the satisfaction ofthat need” (p. 57). The Belgian physiologist Fredericq (1885) expressed a similar view: “The living being is an agency of such sort that each disturbing influence induces by itself the calling forth of compensatory activity to neturalize or repair the disturbance” (p. 34).

In this century, the great American physiologist Cannon (1939) suggested the name “homeostasis,” from the Greek homoios, meaning similar, and stasis, meaning position, for “the coordinated physiologic processes which maintain most of the steady states in the organism” (p. 333). Homeostasis might roughly be translated “staying power.” Cannon’s classic studies established the existence of many highly specific mechanisms for protection against hunger, thirst, hemorrhage, or agents tending to disturb normal body temperature, blood pH, or plasma levels of sugar, protein, fat, and calcium. He particularly emphasized the stimulation of the sympathetic nervous system, with the resulting hormonal discharge from the adrenal glands, which occurs during emergencies such as pain or rage. In turn, this autonomie process induces the cardiovascular changes that prepare the body for flight or fight.

It was against this cumulative background that, as a medical student, I eventually was drawn to the problem of a stereotyped response to any exacting task. The initial focus of my interest was what I thought of as the “syndrome of just being sick.” In my second year of training I was struck by how patients suffering from the most diverse diseases exhibited strikingly similar signs and symptoms, such as loss of weight and appetite, diminished muscular strength, and absence of ambition. In 1936, the problem presented itself under conditions suited to analysis. While seeking a new ovarian hormone, co-workers and I at McGill University injected extracts of cattle ovaries into rats to see whether their organs would display unpredictable changes that could not be attributed to any known hormone. Three types of changes were produced: (1) the cortex, or outer layer, of the adrenal glands became enlarged and hyperactive; (2) the thymus, spleen, lymph nodes, and all other lymphatic structures shrank; and (3) deep, bleeding ulcers appeared in the stomach and upper intestines. Being closely interdependent, these changes formed a definite syndrome (see Figure 2-1).
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FIGURE 2-1. Typical triad of alarm reaction: (A) adrenals; (B) thymus; (C) group of three lymph nodes; and (D) inner surface of stomach. The organs on the left are those of a normal rat; those on the right, of a rat exposed to the frustrating psychological stress of being immobilized. Note the marked enlargement and dark discoloration of the adrenals caused by congestion and the discharge of fatty secretion granules; the intense shrinkage of the thymus and the lymph nodes; and the numerous blood covered stomach ulcers in the alarmed rat (from Selye, 1952:225).



It was soon discovered that all toxic substances, irrespective of their source, produced the same pattern of responses. Moreover, identical organ changes were evoked by cold, heat, infection, trauma, hemorrhage, nervous irritation, and many other stimuli. Gradually, I realized that this was an experimental replica of the “syndrome of just being sick,” which I had noted a decade earlier. Adrenal enlargement, gastrointestinal ulcers, and thymicolymphatic shrinkage were constant and invariable signs of damage to a body faced with the demand of meeting the attack of any disease. These changes became recognized as objective indices of stress and furnished a basis for developing the entire stress concept.

The reaction was first described in Nature as “a syndrome produced by diverse nocuous agents.” Subsequently it became known as the general adaptation syndrome (GAS) or biologic stress syndrome (Selye, 1936). In the same report, I also suggested the name “alarm reaction” for the initial response, arguing that it probably represented the somatic expression of a generalized call to arms of the body’s defensive forces.

THE GENERAL ADAPTATION SYNDROME

The alarm reaction, however, was evidently not the entire response. After continued exposure of the organism to any noxious agent capable of eliciting this reaction, a stage of adaptation or resistance ensues. In other words, a state of alarm cannot be maintained continuously. If the agent is so drastic that continued exposure becomes incompatible with life, the animal dies during the alarm reaction (that is, within the first hours or days). If the organism can survive, this initial reaction is necessarily followed by the stage of resistance. The manifestations of this second phase are quite different from, and in many instances the exact opposite of, those that characterize the alarm reaction. For example, during the alarm reaction, the cells of the adrenal cortex discharge their secretory granules into the bloodstream and thus become depleted of corticoid-containing lipid storage material; in the stage of resistance, on the other hand, the cortex becomes particularly rich in secretory granules. In the alarm reaction, there is hemoconcentration, hypochloremia, and general tissue catabolism, whereas during the stage of resistance there is hemodilution, hyperchloremia, and anabolism, with a return toward normal body weight.

Curiously, after still more exposure to the noxious agent, the acquired adaptation is lost. The animal enters into a third phase, the stage of exhaustion, which inexorably follows as long as the demand is severe enough and applied for a sufficient length of time. It should be pointed out that the triphasic nature of the general adaptation syndrome gave us the first indication that the body’s adaptability, or adaptation energy, is finite, since, under constant stress, exhaustion eventually ensues. We still do not know precisely what is lost, except that it is not merely caloric energy: food intake is normal during the stage of resistance. Hence, one would think that once adaptation had occurred and ample energy was available, resistance would go on indefinitely. But just as any inanimate machine gradually wears out, so does the human machine sooner or later become the victim of constant wear and tear. These three stages are reminiscent of childhood, with its characteristic low resistance and excessive response to any kind of stimulus, adulthood, during which the body has adapted to most commonly encountered agents and resistance is increased, and senility, characterized by loss of adaptability and eventual exhaustion, ending with death.

Our reserves of adaptation energy might be compared to an inherited bank account from which we can make withdrawals but to which we apparently cannot make deposits. After exhaustion from excessively stressful activity, sleep and rest can restore resistance and adaptability very close to previous levels, but complete restoration is probably impossible. Every biologic activity causes wear and tear; it leaves some irreversible chemical scars, which accumulate to constitute the signs of aging. Thus, adaptability should be used wisely and sparingly rather than squandered.

Mechanisms of Stress

Discoveries since 1936 have linked nonspecific stress with numerous biochemical and structural changes of previously unknown origin. There has also been considerable progress in analyzing the mediation of stress reactions by hormones. However, the carriers of the alarm signals that first relay the call for adaptation have yet to be identified. Perhaps they are metabolic by-products released during activity or damage, or perhaps what is involved is the lack of some vital substance consumed whenever any demand is made upon an organ. Since the only two coordinating systems that connect all parts of the body with one another are the nervous and the vascular systems, we can assume that the alarm signals use one or both of these pathways. Yet, while nervous stimulation may cause a general stress response, deafferented rats still show the classic syndrome when exposed to demands; so the nervous system cannot be the only route. It is probable that often, if not always, the signals travel in the blood.

The facts that led us to postulate the existence of the alarm signals would be in agreement with the view that the various cells send out different messengers. In that case the messages must somehow be tallied by the organs of adaptation. Whatever the nature of the first mediator, however, its existence is assured by its effects, which have been observed and measured. The discharge of hormones, the involution of the lymphatic organs, the enlargement of the adrenals, the feeling of fatigue, and many other signs of stress can all be produced by injury or activity in any part of the body.

Through the first mediator, the agent or situation disruptive of homeostasis eventually excites the hypothalamus, a complex bundle of nerve cells and fibers that acts as a bridge between the brain and the endocrine system (see Figure 2-2). The resulting nervous signals reach certain neuroendocrine cells in the median eminence (ME) of the hypothalamus, where they are transformed into CRF (corticotrophic hormone releasing factor), a chemical messenger that has not yet been isolated in pure form but is probably a polypeptide. In this way, a message is relayed to the pituitary, causing a discharge into the general circulation of ACTH (adrenocorticotrophic hormone).

ACTH, reaching the adrenal cortex, triggers the secretion of corticoids, mainly glucocorticoids such as cortisol or corticosterone. Through gluconeogenesis these compounds supply a readily available source of energy for the adaptive reactions necessary to meet the demands made by the agent. The corticoids also facilitate various other enzyme responses and suppress immune reactions and inflammation, thereby helping the body to coexist with potential pathogens.

Usually secreted in lesser amounts are the pro-inflammatory corticoids, which stimulate the proliferative ability and reactivity of the connective tissue, enhancing the inflammatory potential. Thus, they help to build a strong barricade of connective tissue through which the body is protected against further invasion. Because of their prominent effect upon salt and water metabolism, these hormones have also been refered to as mineralocorticoids (e.g., desoxicorticosterone and aldosterone). The somatotrophic hormone (STH), or growth hormone, of the pituitary likewise stimulates defense reactions.
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FIGURE 2-2. Principal pathways of the stress response.

This chain of events is cybernetically controlled by several feedback mechanisms. For instance, if there is a surplus of ACTH, a short-loop feedback returns some of it to the hypothalamus-pituitary axis and this shuts off further ACTH production. In addition, through a long-loop feedback, a high blood level of corticoids similarly inhibits too much ACTH secretion.

Simultaneously with all these processes, another important pathway is utilized to mediate the stress response. Hormones such as catecholamines are liberated to activate mechanisms of general usefulness for adaptation. Adrenaline, in particular, is secreted to make energy available, to accelerate the pulse rate, to elevate the blood pressure and the rate of blood circulation in the muscles, and to stimulate the central nervous system (CNS). The blood coagulation mechanism is also enhanced by adrenaline, as a protection against excessive bleeding if injuries are sustained in the state of affairs eliciting stress.

Countless other hormonal and chemical changes during stress check and balance the body’s functioning and stability, constituting a virtual arsenal of weapons with which the organism defends itself. The facts known today may lead us to believe that the anterior pituitary and the adrenal cortex play the cardinal roles in stress, but this view probably reflects the active part endocrinologists have taken in elucidating the syndrome. Also, the techniques required to investigate the role of the nervous system are much more complex than those heretofore used. It is considerably easier, for example, to remove an endocrine gland and substitute injected extracts for its hormones than it is to destroy minute nervous centers selectively and then restore their function to determine the role they may play.

Syntoxic and Catatoxic Responses

In the course of human evolution, the body has developed two basic mechanisms for defense against potentially injurious aggressors, whether of external or internal origin. These two types of reactions, on which homeostasis mainly depends, are known as syntoxic, from syn, meaning together, and catatoxic, from cata, meaning against. The former help us put up with the aggressor while the latter destroy it. Syntoxic stimuli, acting as tissue tranquilizers, create a state of passive tolerance, which permits peaceful coexistence with aggressors. In the case of catatoxic agents, chemical changes, mainly the induction of destructive enzymes, generate an active attack on the pathogen, usually by accelerating its metabolic degradation.

Corticoids, substances produced by the adrenal cortex, are among the most effective syntoxic hormones. Of these, the best known are the anti-inflammatory group, including cortisone, and related substances that inhibit inflammation and many other defensive immune reactions such as the active rejection of grafted foreign tissues, that is, hearts or kidneys.

The main purpose of inflammation is to prevent the spread of irritants into the bloodstream by localizing them within a barricade. However, when the foreign agent is itself innocuous and causes disease only by inciting an exaggerated defense reaction, the suppression of inflammation is advantageous. Thus, anti-inflammatory corticoids have proved effective in treating diseases whose major complaint is inflammation of the joints, eyes, or respiratory passages.

On the other hand, when the aggressor is dangerous, the defensive reaction should be increased above the normal level. This is accomplished by catatoxic substances carrying a chemical message to the tissues to fight the invader even more actively than usual.

Stressors

The agents or demands that evoke the patterned response are referred to, quite naturally, as stressors. Something is thus a Stressor to the same degree that it calls forth the syndrome. Stressors, it should be noted, are not exclusively physical in nature. Emotions—love, hate, joy, anger, challenge, and fear—as well as thoughts, also call forth the changes characteristic of the stress syndrome. In fact, psychological arousal is one of the most frequent activators. Yet it cannot be regarded as the only factor, since typical stress reactions can occur in patients exposed to trauma, hemorrhage, etc., while under deep anesthesia. Anesthetics themselves are commonly used in experimental medicine to produce stress, and stress of anesthesia is a serious problem in clinical surgery.

STRESS AND DISEASE

In general, the nervous and hormonal responses outlined above aid adaptation to environmental change or stimuli. Sometimes, however, they are the cause of disease, especially if the state of stress is prolonged or intense. In the latter case, the body passes through successive stages of the GAS, described earlier.

As we have seen, a fully developed GAS consists of the alarm reaction, the stage of resistance, and the stage of exhaustion. Yet it is not necessary for all three stages to develop before we can speak of a GAS; only the most severe stress leads rapidly to the stage of exhaustion and death. Most of the physical or mental exertions, infections, and other stressors that act upon us during a limited period produce changes corresponding only to the first and second stages. At first the stressors may upset and alarm us, but then we adapt to them.

Normally, in the course of our lives we go through these first two stages many, many times. Otherwise we could never become adapted to all the activities and demands that are man’s lot. Even the stage of exhaustion does not always need to be irreversible and complete, as long as it affects only parts of the body. For instance, running produces a stress situation, mainly in our muscles and cardiovascular system. To cope with this, we first have to limber up and get these systems ready for the task at hand; then for a while we will be at the height of efficiency in running; eventually, however, exhaustion will set in. This sequence could be compared with an alarm reaction, a stage of resistance, and a stage of exhaustion, all limited primarily to the muscular and cardiovascular systems; yet such an exhaustion is reversible—after a good rest we will be back to normal.

It nevertheless remains true that the adaptive response can break down or go wrong because of innate defects, understress, overstress, or psychological mismanagement. The most common stress diseases—the so-called diseases of adaptation—are peptic ulcers in the stomach and upper intestine, high blood pressure, heart accidents, and nervous disturbances. This is a relative concept, however. No malady is just a disease of adaptation. Nor are there any disease producers that can be so perfectly handled by the organism that maladaptation plays no part in their effects upon the body. Such agents would not produce disease. This haziness in its delimitation does not interfere with the practical utility of our concept. We must put up with the same lack of precision whenever we have to classify a disease. There is no pure heart disease, in which all other organs remain perfectly undisturbed, nor can we ever speak of a pure kidney disease or a pure nervous disease in this sense.

The indirect production of disease by inappropriate or excessive adaptive reactions is well illustrated by the following example drawn from everyday life. If you meet a loudly insulting but obviously harmless drunk, nothing will happen if you take the syntoxic attitude of going past and ignoring him. But if you respond catatoxically, by fighting or even only preparing to fight, the outcome may be tragic. You will discharge adrenalinelike hormones that increase blood pressure and pulse rate, while your whole nervous system becomes alarmed and tense. If you happen to be a coronary candidate, you might end up with a fatal brain hemorrhage or cardiac arrest. In that case, your death will have been caused by your own biologically suicidal choice of the wrong reaction.

MODERN RESEARCH

In this short chapter, it is impossible to give a meaningful sketch of all that has been learned about the structure of stress hormones, the nervous pathways involved, the medicines that have been developed to combat stress, and the diagnostic aids that this approach has offered. Nevertheless, the medical, chemical, and microscopic approaches to the problem have all been extremely fruitful. Since the very first description of the GAS, the most important single discovery was made only recently: the brain produces certain simple chemical substances closely related to ACTH. These substances have morphinelike, painkilling properties, and since they come from the inside (endo), they have been called endorphins. (I am especially proud that one of my former students, Dr. Roger Guillemin, was one of the three American scientists who shared the 1977 Nobel Prize for this remarkable discovery, although it was made at the Salk Institute quite independently of me.) The endorphins have opened up an entirely new field in medicine, particularly in stress research. Not only do they have antistress effects as painkillers, but also they probably play an important role in the transmission of the alarm signal from the brain to the pituitary, and their concentration is especially high in the pituitary itself. Thus, they may shed some light on the nature of the first mediator.

Significant breakthroughs have also been made with the discovery of tranquilizers and psychotherapeutic chemicals to combat mental disease. These have reduced the number of institutionalized mental patients to an unprecedented low. Also worth mentioning are the enormously potent anti-ulcer drugs that block the pathways through which stress ulcers are produced.

However, all these purely medical discoveries are applicable only by physicians, and the general public cannot use them in daily life without constant medical supervision. Futhermore, most of these agents are not actually directed against stress but rather against some of its morbid manifestations (ulcers, high blood pressure, or heart accidents). Therefore, increasing attention has been given to the development of psychological techniques and behavioral codes that anybody can use, after suitable instruction, to adjust to the particular demands made by his life.

Among these not strictly medical approaches are the relaxation techniques. We should spend a little time each day at complete rest, with our eyes closed and our muscles relaxed, breathing regularly and repeating words that are either meaningless or heard so often that they merely help us not think of anything in particular. This is the basis of Transcendental Meditation, Benson’s relaxation technique, and an infinite variety of other procedures. These practices should not be underestimated merely because science cannot explain them; they have worked for so long and in so many forms that we must respect them.

More recently, biofeedback has added a great deal to the psychological approach. A number of highly sophisticated instruments have been developed that inform the user constantly about body changes characteristic of stress, for example, in blood pressure, pulse rate, body temperature, and even brain activity. We do not yet have a scientific explanation for biofeedback, but if people learn to identify, instinctively or through instrumentation, when they are under stress, they can automatically avoid, or at least reduce, their responses.

A SCIENTIFIC ETHICS

The drunk illustration I used earlier shows how certain well-known facts about the demands of everyday life can make clearer some of the principles involved in the unconscious, wired-in stress responses mediated by the neurohumoral system. Yet it is also true that the latter can refine our knowledge of the former. Laboratory observations on the body’s methods for fighting distress have already helped us to lay the foundations for a biologically justifiable code of behavior, one designed to achieve the pleasant stress of fulfillment (known technically as eustress—from the Greek eu meaning good, as in euphemia and euphoria) without the harmful consequences of damaging stress, that is, distress (Selye, 1974).

At first it seems odd that the laws governing life’s responses at such different levels as the cell, the whole person, and even the nation should be so essentially similar. Yet this type of uniformity is true of all great laws of nature. For example, in the inanimate world, arrangement of matter and energy in orbits circulating around a center is characteristic of the largest celestial bodies, as well as of individual atoms. Why is it that on these opposite levels, the smallest and the largest, the satellites circling a huge planet and the minute electrons around an atomic nucleus, should go around in orbits? We find comparable similarities in the laws governing living matter. Countless phenomena run in cycles, such as the periodically recurring needs for food, water, sleep, and sexual activity. Damage is unavoidable unless each cycle runs its full course.

In formulating a natural code of behavior, these thoughts have fundamental importance. We must not only understand the profound biological need for the completion and fulfillment of our aspirations but also know how to handle these in harmony with our particular inherited capacities. Not everybody is born with the same amount of adaptation energy.

Work: A Biological Necessity

Most people consider their work their primary function in life. For the man or woman of action, one of the most difficult things to bear is enforced inactivity during prolonged hospitalization or after retirement. Just as our muscles degenerate if not used, so our brain slips into chaos and confusion unless we constantly use it for work that seems worthwhile to us. The average person thinks he works for economic security or social status, but at the end of a most successful business career—when he finally has achieved this goal—there remains nothing to fight for. There is no hope for progress and only the boredom of assured monotony. The question is not whether we should or should not work, but what kind of work suits us best.

In my opinion, today’s insatiable demand for less work and more pay does not depend so much on the number of working hours or dollars as on the degree of dissatisfaction with life. We could do much, and at little cost, by fighting this dissatisfaction. Many people suffer because they have no particular taste for anything, no hunger for achievement. These, and not those who earn little, are the true paupers of mankind. What they need more than money is guidance.

Without the incentive to work out his role as homo faber, a person is likely to seek destructive, revolutionary outlets to satisfy the basic human need for self-assertive activity. Man may be able to solve the age-old problem of having to live by the sweat of his brow, but the fatal enemy of all utopias is boredom. What we shall have to do after technology makes most “useful work” redundant is to invent new occupations. Even this will require a fullscale effort to teach “play professions,” such as the arts, philosophy, crafts, and science, to the public at large; there is no limit to how much each man can work on perfecting himself and on giving pleasure to others.

“Earn Thy Neighbor’s Love”

Each person must find a way to relieve his pent-up energy without creating conflicts with his fellow men. Such an approach not only insures peace of mind but also earns the goodwill, respect, and even love of our neighbors, the highest degree of security and the most noble status symbol to which the human being can aspire.

This philosophy of hoarding a wealth of respect and friendship is merely one reflection of the deep-rooted instinct of people and animals to collect—a tendency as characteristic of ants, bees, squirrels, and beavers as of the capitalist who collects money to put away in the bank. The same impulse drives entire human societies to build systems of roads, telephone networks, cities, and fortifications, which they view as necessary ingredients of their future security and comfort.

In man, this urge first manifests itself when children start to amass matchboxes, shells, or stickers; it continues when adults collect stamps or coins. This natural proclivity is not artificial. By collecting certain things, one acquires status and security in the community. The guideline of earning love merely attempts to direct the hoarding instinct toward what I consider the most permanent and valuable commodity that man can possess: a huge capital of goodwill that protects him against personal attacks by others.

To live literally by the biblical command to “love thy neighbor as thyself” leads only to guilt feelings because this teaching cannot be reconciled with the laws of objective science. Whether we like it or not, egoism is an inescapable characteristic of all living beings. But we can continue to benefit by the wisdom of this time-honored maxim if, in the light of modern biological research, we merely reword it. Let our guide for conduct be the motto “Earn thy neighbor’s love.”
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THE 1980S WITNESSED AN EXPLOSION OF INTEREST in emotion, as reflected by the dozens of books and articles that appeared in the social and biological sciences. It is not clear whether this focus implies a waning of interest in psychological stress or a new awareness of the greater psychological, social, and biological scope of the emotions compared with stress. We should recognize that because stress involves negative emotions, it is part of a larger conceptual whole that includes both positive and negative emotions.

The interest in emotion has been fed by a variety of forces in academic and applied disciplines, the most important of which may be the return of cognitivism and a loosening of the radical behaviorism that dominated the social and biological sciences for most of the century. These changes encourage us once again to study the mind and what is in it, as well as action, Emotions are also a centerpiece of all important human adaptational experiences, as dramatists, novelists, and artists always seem to have understood. One of the most powerful and ubiquitous ways of thinking about emotion is that it plays an essential, functional role in species and individual adaptation. Emotions are also powerful influences on how we think and act and on our social relationships. The discipline of psychology cannot be complete without devoting substantial attention to emotion, what brings it about, and how it affects adaptational outcomes.

This chapter explores the contrasts between stress and the emotions and offers a brief account of a cognitive-motivational-relational theory of the emotions that can enrich our ability to understand and predict the individual emotions and facilitate the concerns of clinical practitioners about the role of emotions in psychopathology and treatment.

STRESS AS A UNIDIMENSIONAL CONCEPT

Why should interest shift from stress to the emotions? What might be the sources of resistance to this change? And why should the transition be encouraged? The answer to the first question arises from the fact that the concept of stress has been embraced since World War II. Until the 1960s, stress had been largely defined as destructive environmental demands, a viewpoint consistent with an epistemology that once dominated academic thought. Though it has been expressed in many ways, this epistemology centers on the belief that explanations must hew closely to what can be observed directly in the environmental stimulus and in the behavioral and organismic response. This residual behaviorism is still a factor in the resistance to the modern readiness to examine what people want and think as powerful causal factors in their reactions.

Until recently, if you asked a social scientist to define stress, the implicit model would be an analogue of Hooke’s late seventeenth-century engineering principles (Hinkle, 1973). The external force was called the load; stress was the ratio of the pressure on the object created by the load to the size of the area affected; and strain was the deformation of the object. I should note parenthetically with respect to this use of the term stress, that the smaller the ratio the more the strain, because load distributed over a wide area makes it less destructive. Hooke was concerned with the elasticity of metals, and if one’s main concern is building bridges or buildings, it is important to be confident that the load can be carried safely.

Why has this engineering analogy proved so durable in physiology, psychology, and sociology? I can think of three reasons: First, it fulfills social science’s penchant for studying observables by reference to environmental stimulus rather than to what is going on the mind. To use Gergen’s (1985) dichotomy, with its external and internal referents, the focus is exogenic as opposed to endogenic, which is subjective or phenomenological. A medical variant, drawn from Claude Bernard’s concept of homeostasis and reflected in the work of Cannon (1939) and Selye (1956/1976), views stress as the deformation or strain itself—that is, the physiological disturbance in response to load (e.g., Wolff, 1953). In this game of words, Selye used the term stress to mean what Hooke had called strain, and stressor for the noxious agents in the environment; however, the words don’t matter as long as we are clear about their referents.

Second, if one is interested in individual differences in resiliency in the face of stress, the idea of elasticity offers a useful analogy between physical objects and persons. Metals and building structures differ in their resistance to environmental loads; because some metals, for example, have the capacity to bend rather than break, the characteristics that make them elastic become important from a practical standpoint. At the psychological level, the measurable traits that underlie these differences likewise become important. Indeed, research on some of these traits has been booming—for example, hardiness (Maddi & Kobasa, 1984; Orr & Westman, 1990), sense of coherence (Antonovsky, 1979, 1987, 1990), optimism (Scheier & Carver, 1987), illusions and self-deceptions (Goleman, 1985; Lazarus, 1983; Taylor, 1989), learned resourcefulness (Rosenbaum, 1990); self-efficacy (Bandura, 1982), and constructive thinking (Epstein & Meier, 1989), among others. Whereas—except for learned helplessness (Petersen, Seligman, & Vaillant, 1988), the emphasis was on negative traits such as anxiety and neuroticism, the same basic variables are more often cast today in terms of their positive reciprocal.

Third, the strong interest in quantification in the social sciences favored a simple conceptualization of stress (or strain). This tendency could be found in the once-popular Yerkes-Dodson law (1908) and the related concept of activation, which Duffy (1941) proposed should replace what she saw as the unnecessary and unwieldy concept of emotion. The dimension of activation was comfortable to psychologists in those days as a result of Lindsley’s (1951) ideas, which connected it to drive, mental alertness or torpor, and evidence of correlated physiological activities in the brain (e.g., EEG changes or shifts in the reticular activating system). As a result of this kind of reasoning, stress analysis was usually unidimensional, so that the best one could do with the concept was to evaluate stressors or stress reactions on a scale from low to high.

Late in his career, Selye (1974), who had popularized a physiological version of stress as the general adaptation syndrome (GAS) in which the organismic stress reaction was said to be basically the same regardless of the type of stressor, proposed that there were two types of stress, eustress and distress. The latter was said to be destructive to health, the former not. I also (Lazarus, 1966; Lazarus & Folkman, 1984, 1987) sought to complicate the stress concept by suggesting three types—harm/loss, threat, and challenge. By emphasizing the mediating effects of appraisal and coping in the stress process, which I argued were necessary to help us understand individual differences in reaction to common stressors, a strong case was made for abandoning the simple dimension of activation and replacing it with a cognitive-motivational-relational and process formulation that involved the preceding three types of stress processes.

STRESS AS AN ASPECT OF EMOTION

Leaving aside the factor analytic approach, which reduces emotion to a few simplifying dimensions such as pleasantness and activation, a categorical approach to the emotions identifies a set of negative emotions (such as anger, fright, anxiety, shame, guilt, sadness, envy, jealousy and disgust) and a set of positive emotions (such as happiness, pride, relief, and love). I believe that hope, compassion, and gratitude are also emotions, but for complex reasons their valence is problematic and I shall ignore them here (however, see Lazarus, 1991c). As I said, psychological stress centers on the negative emotions, though the positive emotions often serve as breathers (a break from stress), sustainers (of stressful commitments), and restorers (replenishing damaged resources) (Lazarus, Kanner, & Folkman, 1980).

If we know only that a person is experiencing psychological stress, we have useful information, but it is far more useful to know that a person feels angry, anxious, guilty, sad, happy, proud, relieved, or loving. Each of these emotional states says something different about the conditions being faced and subjectively appraised by the person, that person’s goal commitments and beliefs, and how a troubled person-environment relationship is being coped with, all of which are salient features of the emotion process and its outcomes.

For example, depending on our theory of the emotion-generating process, what do we know from observing anger in a person as opposed to pride, guilt, relief, and so on? Anger tells us that the person has experienced a personal slight; pride indicates that the person’s self-esteem or ego identity has been enhanced; guilt shows that the person feels blameworthy for a moral transgression; and relief results when a condition of harm or loss, or threat of this, has been removed.

If we observe that a person experiences one emotion frequently, we have learned either that this person often is placed in situations that provoke the emotion or that personality factors, such as goals or beliefs, make that person vulnerable to the particular recurrent emotion. The information derived by expanding our concept of stress to include the emotions is far more revealing about the human condition and its clinical implications than the knowledge afforded by the simpler stress concept. Incidently, this latter implication powers much of the current cognitive therapy of depression, in which the effort is made to change dysfunctional beliefs that lead to chronic or recurrent emotional distress such as depression.

Although stress remains a useful and important concept in the analytic armamentarium of theoreticians, researchers, and practitioners, in the remainder of this chapter I present a brief version of the theoretical analysis of the emotions I have presented elsewhere in a more complete and elaborate form (Lazarus, 1991a, 1991b, 1991c).

A WORKING CLASSIFICATION OF THE EMOTIONS

Though I cannot explain fully in the space available, there are good reasons for excluding some states from the emotion lexicon (see, for example, Ortony, Clore, & Collins, 1988; Ortony, Clore, & Foss, 1987). My position on which states should or should not be considered emotions is in no sense fixed. In order to justify the limited choice of emotions I describe here, I offer a tentative classification using four main categories.

1. Emotions resulting from harms, losses, and threats, including anger, anxiety, fear, guilt, shame, sadness, envy, jealousy, and disgust. These are also referred to as negative emotions because the cognitive-motivational-relational process involved in their generation is based on thwarting.

2. Emotions resulting from benefits, defined as attaining a goal or making reasonable movement toward it, including happiness/joy, pride, gratitude, and love, either companionate or romantic. These emotions are generally considered positive because they derive from benefit. Though I think this kind of evaluation is somewhat oversimplified, I shall skip discussion of it here.

3. Borderline cases, such as hope, contentment, relief, compassion, and aesthetic emotions. Each of these feelings is problematic for different, sometimes complex reasons, and I refer the reader to a more complete treatment of this elsewhere (Lazarus, 1991c).

4. Nonemotions, which, though often emotional in Ortony, et al.’s (1988) sense, should not be regarded as emotion families. An emotion family consists of all the variants of the basic relational theme defining it; though each variant shares that theme with all the others, the variants also differ from each other in important ways. Thus, the emotion family of anger includes irritation, rage, anger with attack, anger with inhibited or denied attack, righteous anger, anxious anger, pouting, gloating, biding one’s time for seeking vengeance, and so forth. Although these feelings differ in intensity, the focus action, level of distress, provocation or motivation, and coping processes involved, we assume that all share a common scenario of provocation and type of response to it.

Nonemotions fall into a number of subcategories: (a) complex states, including grief and depression; (b) ambiguous positive states, such as expansiveness, challenge, confidence, determination; (c) ambiguous negative states, such as frustration, disappointment, and meaninglessness; (d) mental confusion, such as bewilderment and confusion; (e) contentless excitement or arousal, such as upset, such as upset, distress, nervousness, tension, and agitation; and (f) pre-emotions, such as interest, curiosity, anticipation, alertness, surprise, and amazement.

The first two categories, consisting of negative and positive emotions, are relatively standard. The borderline cases are more controversial, and the nonemotions are the most controversial of all. For example, grief and depression are commonly treated as emotions, though I believe this categorization is incorrect (they are, of course, emotional); and I have sometimes treated challenge as an emotion, but I now believe that, like threat, it is best thought of as a mediating appraisal from which emotions such as hope, or the problematic states of enthusiasm and excitement, may be derived. Frustration is often treated as an emotion but, like challenge and threat, I regard it as an appraisal. A similar argument could be made for disappointment and meaninglessness. They may lead to anger, anxiety, or sadness, but they are not themselves emotions. Finally, although clearly emotional, upset, distress, and the like refer only to generalized arousal, without any clear relational content. In effect, terms like these single out one facet of a more complex emotional configuration and, in my view, not the most important facet, so that one doesn’t know precisely what the person-environment relationship and appraisal pattern might be without reference to the whole configuration.

WHAT MUST A COGNITIVE-MOTIVATIONAL-RELATIONAL THEORY DO?

The key terms need to be defined before proceeding to the task of stating theoretical propositions. Relational refers to the metatheoretical assumption that emotions are always about person-environment relationships, not about environmental demands or intrapsychic needs and processes as such. For too long we have looked for the causal processes in emotion in the environment or within the person and underplayed ongoing and changing relationships. The two sets of variables must be conjoined in an adaptational encounter to create the personal harm, threat, or benefit on which the emotions are predicated.

Motivational refers to hierarchies of importance for goals that we bring to any encounter and to transactions in a particular situational context that activate these goals as stakes in the outcome of the encounter and generate new ones. The motivational principle in emotion is that emotions are reactions to the status of goals in everyday encounters and in our overall lives.

Cognitive refers to knowledge and to the appraisal of what is happening in an adaptational encounter (Lazarus & Smith, 1988; see also Lazarus, 1991a). These two kinds of cognition have seldom been distinguished. Knowledge consists of a set of beliefs, either situational or generalized across situations, about how the world works. We habitually think of knowledge as truth; however, psychologists realize that each person’s truth is to some degree unique and is often private and that the relationship between subjective and objective truth (that is, agreed by consensus) is a complex philosophical and empirical issue.

Impersonal knowledge, however, is cold and is not sufficient to generate emotion. Appraisal, an evaluation of the significance of what is happening in terms of one’s well-being, is essential to the generation of an emotion because it concerns one’s personal stake in an adaptational encounter.

To create a self-consistent and researchable analysis of the emotions, a theory must do two things: First, it must offer general propositions about the emotion process by delineating the key variables and showing how they operate; second, it must offer specific propositions about each individual emotion. Such analysis amounts to stating how each emotion is generated and then influences subsequent actions and reactions and is tantamount to creating separate subtheories for each individual emotion, which must be consistent with the general propositions.

Space limitations preclude a discussion here of some of the central and often controversial issues about emotion, including questions of definition, emotions and nonemotions, acute emotions versus moods, emotions as categories versus dimensions, whether physiological changes should be a hallmark of emotion, and biological versus social science conceptualizations. I invite the reader to examine my recent treatments of these and other issues elsewhere (Lazarus, 1991a, 1991b, 1991c).

THE CONCEPTUAL HEART OF THE THEORY

Emotions are organized psychophysiological reactions to information and knowledge about the significance for personal well-being of relationships with the environment (most often, another person). The quality (e.g., anger versus anxiety, guilt, pride, etc.) and intensity (degree of involvement and physiological change) of emotions depend on subjective evaluations—which I call cognitive appraisals—of how we are doing with respect to our goal commitments in the short and long run and on the tendencies to act that are generated by these appraisals as part of the emotional reaction. Emotions are, in effect, cognitive-motivational-relational configurations whose status changes with changes in the person-environment relationship, as understood and evaluated (appraised) by the individual experiencing them.

The best way to portray the heart of the theory is to convert cognition, motivation, and person-environment relationships into personal meanings, which I refer to as core relational themes and patterns of appraisal (see Horowitz, 1989, and Lazarus, 1991c, for a discussion of other, similar uses of this term by Luborsky, 1984). The ultimate aim of the theory is to specify deterministically what emotion or emotions a person will experience in an adaptational encounter on the basis of the core relational theme (CRT) and the appraisal pattern. A central premise of this analysis is that the CRT and the appraisal pattern comprising it are distinctive for each individual emotion. The two are mutually interdependent, with core relational themes being molar syntheses and appraisal patterns being molecular analyses of the evaluations that combine into the CRT’s.

Core Relational Themes

I believe that, regardless of cultural variations, certain relational themes are universal in human affairs and always result in a specific emotion when they occur. These themes are features of our biology, and history provides continuous evidence that each of these emotion scenarios is expressed in the emotion biologically linked to it. Although there is argument about detail, by the time we are adults all of us have experienced, or are capable of experiencing, each of these classic human relationships. The essence of the CRT for each of an illustrative sample of emotions can be summarized as follows:

Anger: A demeaning offense against me and mine.

Anxiety: Facing uncertain, existential threat.

Fright: An immediate, concrete, and overwhelming physical danger.

Guilt: Having transgressed a moral imperative.

Shame: Failing to live up to an ego-ideal.

Sadness: Having experienced an irrevocable loss.

Envy: Wanting what someone else has.

Jealousy: Resenting a third party for loss or threat to another’s affection.

Disgust: Taking in or being too close to an indigestible object or idea (metaphorically speaking).

Happiness: Attaining a goal or making acceptable progress toward it.

Pride: Enhancement of one’s self worth by taking credit for a valued object or accomplishment.

Relief: A distressing condition that has changed for the better or gone away.

Hope: Fearing the worst, but yearning for better.

Love: Desiring or participating in reciprocated affection.

Compassion: Being moved by another’s suffering and wanting to help.

Although I view the core relational themes as biological givens in our species, society and its culture also play important roles both in setting the meanings crucial to these themes (via the process of appraisal) and in regulating the expression of emotion once it is generated. Levy (1973) has referred to the former as constitutive rules of emotion and the latter as regulative rules (see Ekman, 1977, on display rules and Hochschild, 1979, on feeling rules).

As Lutz and White (1986) have pointed out, cultures emphasize certain problems of living more than others, interpret these problems differently—for example, what is considered dangerous or a loss, how to think about the social management of violations of a social code (e.g., justifiable or unjustifiable anger, what is shameful, and so on), and how we are permitted to react to such experiences as a loss or an attack on our integrity. These sociocultural variations influence how an encounter in life is appraised—with the resulting generation of a particular emotion—as well as how the emotion produced by such an encounter is regulated. I propose, nevertheless, that the core relational themes of human emotion, once they have occurred, will always result in the emotion that is biologically scripted.

Appraisal Patterns

Core relational themes are useful syntheses of the essence of relationships between person and environment, but they are too molar to provide the necessary details of the emotion-generating cognitive-motivational-relational process. A more molecular analysis of the appraisal patterns contributing to each core relational theme is necessary to understand and predict that process. An appraisal consists potentially of six key decisional components, three primary and three secondary. The primary appraisal components have to do with the motivational aspects of an encounter.

1. Goal relevance concerns what, if anything, is at stake, which determines whether there is any potential for an emotion in the encounter. If nothing is at stake, there can be no emotion; if, however, a goal is engaged by the transaction—that is, if there is a personal stake in the encounter’s outcome—its fate, whether positive or negative, will lead to an emotion, the intensity of which depends in large part on the importance or motivational strength of that goal.

2. Goal congruence or incongruence has to do with whether an encounter is deemed harmful (or threatening) to the goal (incongruence) or beneficial (congruence). This evaluation determines whether the emotion will be negative or positive. If there is incongruence, the emotion will be negative; if there is congruence, the emotion will be positive.

3. Type of ego-involvement refers to one or more of the six types or facets of ego-identity to which we are variously committed. Emotions often, but perhaps not always, engage some facet of ego-identity, though in a somewhat different way for each individual emotion. Ego-involvements, which refer to commitments, might be thought of as goals that fall within the rubric of what we usually mean by ego-identity. The types or facets are listed below without elaboration.


	
self- and social esteem



	
moral values



	
ego-ideals



	
meanings and ideas



	
persons and their well-being



	
life goals





The secondary appraisal components have to do with options for coping and expectations about what will happen.

4. Blame and credit depend on attributions (knowledge; see Lazarus & Smith, 1988) about who, if anyone, is accountable (responsible) for the harm or benefit and whether these persons could have controlled their harmful or beneficial actions. For example, if we blame ourselves, we feel guilt, shame, or anger at ourselves. If blame is directed externally to another, anger at that person is experienced. If we take credit for something that enhances our ego-identity, we experience pride; however, if a good thing happens for which we do not take credit, then we feel happy rather than proud (Hume, 1957).

5. Coping potential concerns whether and in what way we can influence the person-environment relationship for better or worse. I remind the reader sophisticated in appraisal theory that coping potential does not refer to the thoughts or acts of an actual coping process but an appraisal of conditions relevant to them.

6. Future expectations consist of changes in the person-environment relationship that we believe will take place—for example, whether or not things will work out favorably for whatever reasons.

This analysis of appraisal is cast as a decision tree, a series of discrete choices that proceed from the general to the particular—that is, whether an emotion will occur, whether it will be negative or positive, and so on. Ultimately, the range of possibilities is narrowed down to a particular emotion. I use a decision tree format not because I imagine that the mind works as a sequential series of questions and answers but because it is a didactic device to reveal the theoretical rationale for the role of appraisal in emotion. In other words, this format provides the discriminanda for each individual emotion.

I do not assume a fixed sequence in these appraisal decisions, as Scherer (1984) does in his list of “stimulus evaluation checks,” nor do I believe that our minds operate in this sequential fashion. Quite the contrary, many evaluative decisions have been all but made much earlier, as a result of prior experience, and are automatically and without deliberation called forth by some contextual cue. Several components may also be evaluated at the same time, as when we grasp as a whole a familiar emotion scenario and react to it accordingly.

Action Tendencies and Physiological Activity

One of the hallmarks of emotion is that it is an organismic reaction, an engaged and embodied state in contrast to routine or automatized adaptations and impersonal or cold cognitions. If this were not so, then it would be difficult to distinguish emotions from nonemotions. In fact, Duffy (1941) argued that emotion is an unnecessary concept because it refers to activities that are not different from life itself, which concerns adapting to the demands, constraints, and opportunities of living.

However, emotions are different in important ways from many other adaptational activities because they are characterized by active psychobiological involvement in what is happening; with emotion, one has a stake in the outcome and the state is the opposite of cool detachment. One of the psychological mechanisms for controlling emotions is detachment or distancing, and a number of philosophies—including those of the Greek Stoics and the Buddhists—center on renunciation of the standard human goals, which make people vulnerable to emotional distress. The reader interested in a more in-depth treatment of the arguments about physiological activity and action tendencies in the emotions is invited to consult Lazarus (1991c).

The case for physiological activity as an essential criterion of emotion is made problematic—as Duffy pointed out—because many of the response characteristics of emotion, such as a physiologically aroused state, apply also in nonemotional contexts. For example, similar homeostatic adjustments are made to exercise, hunger, or heat and cold. Nevertheless, when an emotion is set in motion by the appraisal of harms or benefits in an adaptational encounter, the process can be treated as a special psychobiological system whose rules of operation are distinguishable from what happens in nonemotional contexts.

This criterion works well for some emotions, such as anger and fright, which involve physiological mobilization to cope with threat, but less well for other emotions, such as sadness, relief, and happiness. The problem with sadness is that it is, par excellence, an emotion of inactivity because it is associated with helplessness, which is contrary to the idea of mobilization. The problem with relief is that it is defined as a subsidence of tension when a threat has been overcome or proved false. Thus, in this case, too, mobilization does not apply; however, when there is reduction of tension there is parasympathetic activity (Kemper, 1987). In these cases, we do better to think of physiological change rather than mobilization or activation. The problem with happiness and, incidently, most mildly positive emotions, is that it is difficult, but not impossible, to specify any distinctive physiological activity. Psychophysiological research to confirm or reject physiological correlates does not exist for these emotions. This problem leaves unsettled the issue of whether physiological activity is a necessary condition of emotion.

Why should there by physiological activity in emotion? For anger and fright the best answer is mobilization for coping, but what about other emotions? A concept that might help us understand why emotions are embodied is action tendency, and some writers postulate a distinctive and innate one for each and every emotion (Frijda, 1986; Lazarus, 1991c). Action tendency helps rationalize the physiological activity considered to be a feature of every emotion. One speaks of action tendency, impulse, or readiness because the action is a disposition that is not necessarily manifest but may be inhibited or transformed.

For anger, the action tendency is presumed to be attack in order to demolish the threatening agent or gain vengeance to restore one’s injured self-esteem. For fright (and anxiety), the action tendency is avoidance or escape. However, as we move to the emotions of sadness, relief, happiness, and hope, we have difficulty in specifying an action tendency, though reasonable speculations are possible. This difficulty has led to considerable argument about the proposition that each emotion has a distinctive action tendency (e.g., Ortony, Clore, & Collins, 1988).

Allow me to note also that an action tendency is presumably an innate, biological disposition to act in some preordained way, and though it can be inhibited by social regulation, or what Ekman (1977) calls display rules, the specific tendency is presumably rather rigid. This fixed response is in marked contrast with coping, which is far more deliberate, learned, psychological, complex, and sustained than action tendencies. As an action tendency the impulse to attack is thoughtless and must be restrained. As coping, however, it is quite different, as is illustrated by the fictional Count of Monte Cristo in the novel by Alexander Dumas. Once a victim, the hero gains wealth and power, and plotted the demise of his enemies in a skein of careful, disguised, subtle, and long-term steps, which drew on learned skills and a sophisticated understanding of the social world. Coping is the psychological analogue of action tendency, but it is subject to quite different rules.

Examples of Appraisal Patterns for Individual Emotions

The ground has now been laid for considering the distinctive patterns of appraisal for individual emotions. Some emotions, and especially those involving more subtle relational nuances within an emotion family—for example, gloating and pouting—are forms of anger and require five or six appraisal components to discriminate among them. However, considerable mileage can be attained for many common emotions by using only four appraisal components: goal relevance, goal congruence or incongruence, type of ego-involvement, and blame or credit. I use only these four to describe the appraisal patterns for a sample of emotions including anger, anxiety, guilt, shame, sadness, and pride (in order to include a positive emotion in the analysis).

Anger.  Because the core relational theme of anger is a demeaning offense against me and mine, I propose that anger depends on the appraisal that the self-esteem in one’s ego-identity is at stake in an encounter. Social esteem is also relevant, but I think that threats to it are, at bottom, threats to self-esteem. In an anger scenario, self-esteem (a type of ego-involvement) is injured or threatened, implying both goal relevance and goal incongruence, and the injury or threat is blamed on another. This process creates the core relational theme of an unfair slight or insult (using Aristotle’s, 1941, language).

An appraisal of blame requires two attributions—first, that you or someone else is accountable (or responsible) for the injury or threat, and, second, that this person could have acted otherwise. This results in blame—accountability is not always blameworthy—and a construal that one has been demeaned, slighted, or taken for less than one wishes. (See Berkowitz, 1989, for a different account, in which injury to self-esteem is a modifying variable that increases the probability or intensity of anger rather than being fundamental.) In the 1940s and 1950s there was considerable debate about the role of arbitrariness and intent to harm as a factor in aggression (anger), but the issue was never fully resolved by research.

A typical scenario for anger might be the experience of being ignored by a clerk in a shop who is engaged in an interminable personal phone call. An alternative condition that is not conducive to anger might be when the clerk is trying to give the best possible service but also makes us wait because the store is filled with customers. In such a case, any anger we feel will be directed toward the store management, or toward ourselves for getting caught in this frustrating situation, or at other targets, but not at the clerk.

I suggest that anger arises when we are treated as less than we would wish, whether or not the intent is malevolent, but especially when it is. The nature of the perceived intention explains why retaliation and vengeance are so much a part of the anger that comes in response; we retaliate as a way of repairing a damaged self-esteem. Those with a vulnerable self-esteem more readily become angry than others because it is difficult for them to wave off the assault as unimportant.

I must make two important qualifications. First, the preceding analysis seems, incorrectly, to imply a totally self-centered process, as if we only become angry when we personally, not others, have been harmed. This implication overlooks the fact that we develop commitments to persons other than ourselves and even to ideas that we cherish. Thus, when others are harmed, our own ego-identity is also assaulted. We may see some innocent person harmed—say, a helpless child—this violates our basic values of fairness and justice, to which we have become committed as a feature of our ego-identity. We perceive the situation as if we or those we love are being offended. The realm of our ego-identity encompasses far more than our immediate well-being; in effect, our personal commitments extend far beyond our skin.

The second qualification is that my analysis deals with adult anger, which is not necessarily the same as infant anger, either in the way it is generated or in the nature of the emotional experience. I cannot deal here with the developmental aspects of the emotions, but there are good grounds for believing that infants get angry without having the capacity to make all the appraisals involved in adult anger, though they are capable of making many of the key appraisals by roughly four or five months of age (see Lazarus, 1991c, for a more complete analysis of this issue; also Stenberg & Campos, 1990). We need to know much more than we do about the appraisal capabilities of infants and young children. Moreover, adults may react on the basis of developmentally immature processes. Not all anger is the same, or is brought about in the same way, and we must try to integrate conceptually our observations of preverbal infants with those of postverbal children, adolescents, and adults.

As in the past, there will continue to be some diversity in the way theorists view the process of anger generation, its core relational themes, and its appraisal patterns. I hope this debate will lead to productive research on anger and other emotions as well. One could, for example, take my account of adult anger as only one scenario—although, perhaps, a most common one—because there are other kinds of anger with their own special rules and thus reject my proposal that this type of anger is prototypical for adults.

To assume alternative scenarios means that at some point we must decide whether the variations in the anger process fall within a single emotion family, representing a common psychobiological process, or should be distinguished as separate emotions. I treat pouting and gloating as forms of anger, but these states could instead be regarded as different emotions or as ways of coping with anger. In constructing subtheories of distinguishable categories of emotion, there will always be a tension between differentiating among and adding more categories on the one hand and the desire to reduce the categories to a minimum number on the other. Because the decision tends to be arbitrary, there is no right or wrong answer, only one that is more or less fruitful in portraying how the issue might best be conceived.

As I said previously, the action tendency in anger is attack, though as Averill (1983) observes, the episodes of anger reported by college students rarely involved actual attack. Anger is a troubling and ambivalent emotion in our society because of its socially destructive nature. It has been argued, for example, that anger’s strong biological impulse toward aggression is no longer as adaptive as when the mechanism was required to overcome dangerous predators. Those who emphasize the illness potential for anger assume that it is maladaptive in the modern social world. Because the complex social structures of the modern industrial world favor cool, controlled, and deliberate ways of coping, the adaptational advantages of the innate mechanisms of anger may be considerably diminished and the disadvantages increased.

Anxiety.  Because the core relational theme of anxiety is facing an existential threat, I—along with a number of others (e.g., Averill, 1988)—regard anxiety as the result of a threat to our being and to the essential meanings that comprise it. When the threat is of this sort, one doesn’t know what will happen, when it will happen, and, therefore, what is to be done about it. Even when the threat is concretized and externalized—say, as a failure in an examination, a job interview, or some other performance—the concrete condition represents the more existential questions of who we are and what life meanings we hold. When one such threat has been dealt with, another always comes in its wake.

This pattern makes anxiety a special emotion and is one of the reasons why theories of psychopathology have so often centered on anxiety. Freudian, neo-Freudian, existentialist, and reinforcement learning theories all center on inappropriate ways of coping with anxiety as the basic cause of psychopathology. I should note, in passing, that—in contrast with anxiety—fright occurs in response to a concrete, sudden threat of harm to one’s physical well-being. Though fright shares some features in common with anxiety (for example, the action tendency, some aspects of its subjective feel, and, even more fundamentally, the fact that the harm is in the future), as an emotion it is quite different from anxiety, both in the process of generation and in some of its consequences.

Meanings and ideas in which one is ego-involved are at stake in anxiety, and a threat to these creates goal incongruence. In contrast to anger, however, there is no blame. If the threat is blamed on something or someone, another person or oneself, then the emotion will not be anxiety but anger, guilt, shame, envy, jealousy, or disgust. In guilt the blame is on oneself and the type of ego-involvement is a moral imperative that has been transgressed. In shame the blame is also on oneself and the type of ego-involvement is living up to an ego-ideal that we believe we have failed. Among the negative emotions, only sadness shares with anxiety this quality of no blame. Thus, it is very difficult in both cases to mount a satisfactory action-centered coping process to ameliorate the loss. This lack of an object of blame also makes the biological action tendency of avoidance or escape unsatisfactory, because the source of the threat is existential and, therefore, inevitably ambiguous—we don’t know what to avoid, or how.

Guilt.  The core relational theme for guilt is self-blame for a moral transgression, though it may have occurred only in fantasy or imagination. The set of appraisal components that bring this theme involves goal relevance, in that a moral standard is at stake that in turn provides the type of ego-involvement distinctive of guilt. In addition, the transgression provides the goal incongruence. Blame is internal—that is, we accept the attribution not only that we are accountable for the transgression but also that it was in our power to have acted otherwise and that we should have.

A variety of analyses of the psychodynamics and development of guilt have been contrasted by Zahn-Waxler and Kochanska (1990) in a major treatment of this emotion. Dealing primarily with the social and developmental conditions of guilt, they note that guilt has been regarded theoretically as innate or learned, as functional or dysfunctional, and as a state or a trait; sometimes the focus has centered on affective, behavioral, or cognitive components. The authors identify three main emphases—psychoanalytic, one based on pro-social feelings and empathic concern, and a third based on children’s gradual learning to perceive and understand the social significance of violations of standards of conduct. The three perspectives overlap because blaming oneself for a moral transgression is always involved in guilt.

We might speculate that the action tendency in guilt is to expiate, make amends, or atone for what one has done. Though it is also common for people to cope with guilt by externalizing the blame—for example, blaming the victim—to make it psychologically easier to bear, more commonly we berate ourselves for what we have done. Preoccupation with sin is a major component of the Judeo-Christian religious outlook. In Christianity, for example, the crucifixion is considered to be the way that Jesus took on the sins of humankind, beginning with the original sin of Adam and Eve.

Freud suggested a paradox of guilt: the most guilt-ridden people may actually be less blameworthy than most, because the feelings of guilt socialize them to act morally. For Freud, guilt was a neurotic obsession to be overcome in psychotherapy. In his later years, Mowrer (1976) took the opposite stance by stating that guilt-ridden people have been transgressors against the moral law and that psychotherapy should explore their sins so that these people can learn to avoid them in the future. Guilt has been of great interest to psychoanalysts, who speak of unconscious needs for self-punishment as a factor in some psychopathologies.

Shame.  Lewis (1971) has been critical of psychoanalysis for not distinguishing clearly enough between shame and guilt and for failing to recognize the importance of shame in psychopathology. She suggests, for example, that shame is a common emotional experience, but that the sufferer is apt to be unaware of its basis, which is the threat of rejection and abandonment during childhood.

The pattern of appraisal for shame must result in the core relational theme of failure to live up to an ego-ideal, which is underlying theme suggested by Lewis. The desire to live up to this ideal is the type of ego-involvement, which makes for goal relevance. Because one has failed to meet the ideal goal incongruence is created and blame for the failure is accepted as one’s own.

One of the most interesting features of shame, in contrast to guilt, is its action tendency, which is presumably to hide evidence of one’s failure. In our research on coping (Folkman, Lazarus, Dunkel-Schetter, DeLongis, & Gruen, 1986), we observed that when a person’s stake in a stressful encounter is the well-being of another, it is common to seek social support. However, when the stake is preservation or enhancement of one’s own ego-identity, social support is eschewed, presumably because self-centeredness engenders the potential for shame, which makes us want to hide.

Comparisons of research by Schachter (1959) and Sarnoff and Zimbardo (1961) suggests a similar psychodynamic. In the former, when subjects awaited a painful electric shock, they preferred to wait with another person who was to undergo the same treatment. In the latter, however, when subjects awaited an embarrassing task, such as sucking on baby nipples, they preferred to wait alone. These findings also support the contrast in the action tendencies between shame and guilt.

Sadness.  Aside from some ambiguity about whether it is a mood or an acute emotion, sadness is unique among the negative emotions in being a reaction to an irrevocable loss. The loss creates goal incongruence, and what has been lost may be any of the six types of ego-involvement listed previously. As with anxiety, there is no blame in sadness. If we blame someone for our loss, then we are apt to experience anger, guilt, or shame, which are the emotions of an active coping struggle. Only when we have accepted that the loss is irrevocable do we have the essential secondary appraisal component for sadness—lack of coping potential.

Sadness is unique among the emotions in that it rarely, if ever, occurs at an early stage of a loss; instead, it comes at the end of a long struggle—the grieving process—to come to terms with the loss. When we have accepted that we are helpless to change the matter, we can be sad; when we are not ready to accept this, we experience numbness, denial, or other emotions such as anger, anxiety, guilt, or shame, all of which focus on trying to restore or ameliorate the threat or loss. I agree with Marris (1975) that the essence of loss consists of meanings in which we are invested. The loss is to one’s ego-identity, which can be expressed in terms of self or social esteem, moral values, ego-ideals, other persons and their well-being, or life goals—the six meaning-centered facets or types of ego-involvement.

Pride.  Pride is closely related to anger because it involves self-esteem, but rather than being a response to a belittlement, pride results when esteem has been enhanced. For similar reasons, it is also an opposite of shame. Pride occurs in an encounter in which our ego-identity is goal relevant or at stake, there is goal congruence, and the conditions of the encounter favor ego-enhancement because we take credit (Hume, 1957) for the positive value of an object or accomplishment. These factors express the core relational theme for pride.

Many cultures seem to deal with pride ambivalently. For example, the response to what might be called overweaning pride or the pride that comes before the fall is negative, but appropriate pride, whatever that is, receives a positive response. In Japan more than the United States, for example, there are strong social constraints on manifest pride, so that if we give personal compliments to Japanese people, they are likely to respond with a mild denial of the compliment, a sort of minimization. Such a personal compliment elevates the individual above the social norm, and this position is more alien to a Japanese than to an American. Whether this response reflects the person’s actual state of mind or is merely an observance of social rules is not clear.

Furthermore, Japanese are more likely to take pride in strong effort rather than in ability and to feel shame in not making an effort; Americans, however, tend to be proud of ability and use lack of effort as an excuse for not having done well. Ambivalence about pride should not be surprising when we realize that ego-enhancement often occurs at another’s expense, or that making too much of our positive qualities or good fortune may belittle others. Consequently, considerable social delicacy is required in the display of pride. Again, this case demonstrates the considerably enhanced power to grasp what is happening in the person-environment relationship and the struggle to adapt when we take into account the fifteen or so possible emotions and how they are brought about.

COPING AND EMOTION

The person-environment relationships leading to the emotions are always changing, just like emotions, which are usually context-dependent and therefore continually in flux. The changes in both are the result, in part, of the continuous flow of events in an adaptational transaction. Another reason for changes in person-environment relationships is that when encounters are harmful or threatening, coping processes are set in motion, that, if successful, eliminate or ameliorate the harmful condition along with the emotion it produced.

Even in beneficial relationships and the positive emotions they generate, coping may be required to bring about and sustain a positive condition or to ward off threats to it. When we are happy as a result of having attained a goal or moved closer to it, we cannot bask long in the pleasure; instead, we must shortly move on to other agendas that flow from a positive event (Lazarus, Kanner, & Folkman, 1980). Thus, upon achieving a doctorate, we are in a position to go from student to job-seeker, a transition that soon creates a new set of goals and the coping strategies needed to attain them. The struggles of living last until death, and each encounter is part of a continuous and usually directional flow.

Although the concept of coping has been applied mainly in the context of stress, it is no less important to the emotions, especially the goal-incongruent or negative ones, but also positive emotions. Coping is an essential feature of stress, but social scientists seem less clear about this role in the case of emotion. The extent to which coping has been underplayed in emotion theory and research weakens understanding and research on the emotion process.

Coping is best defined as efforts to manage demands that tax or exceed our resources, the latter phrase being a definition of stress. The many forms or strategies of coping need to be conceptualized and measured (Lazarus & Folkman, 1984, 1987; Folkman & Lazarus, 1988a), but I have long maintained that although coping has many functions (e.g., Cohen & Lazarus, 1979, 1983), two stand out as particularly important: one problem-focused coping and emotion-focused coping (see also Folkman & Lazarus, 1988a&b, 1990).

Coping that serves problem solving results in changes in the person-environment relationship through direct actions on the environment or through changing our own part in that relationship. If we can change our troubled relationships with the environment, we can control to some extent the conditions that are responsible for goal incongruence and the negative emotions that results from it as well as goal congruence and the positive emotions that result from it.

Emotion-focused coping produces subjective change (not actual change) in the person-environment relationship. These subjective changes are, in effect, reappraisals that we are not as much or in the same ways in jeopardy as previously, so that emotional distress is reduced or positive emotional states, such as relief and affection, are generated.

There are two basic processes through which subjective change can result from emotion-focused coping. In one, attention may be temporarily diverted from a troubling relationship, as when we try to sleep by avoiding thoughts about unresolved threats or when we engage in sports or recreation, which might distract us from distressing thoughts. Earlier I spoke of this process as a breather from stress. When we are not busy doing something that occupies our attention, it is very difficult to deploy our attention away from troubling concerns. Even after we manage to fall asleep, we may awaken during the night and find ourselves ruminating about what is troubling us.

In the other basic process, efforts are mounted to change the personal meaning of the person-environment relationship that has resulted in distressing emotions such as anger, anxiety, guilt, shame, envy, jealousy, and disgust. Standard ego-defensive maneuvers such as denial, reaction formation, intellectualization (or distancing) fall within this category. By changing the meaning of a relationship, the basis for the emotional distress is changed. Thus, if we can reinterpret another person’s demeaning actions toward us as innocent naiveté or as a result of vulnerable self-esteem rather than malevolence, we need no longer be angry. And if we can come to believe that the failure to live up to an ego-ideal is the doing of another rather than ourselves, we will feel externally directed anger rather than shame. Anger is more palatable as an emotional state than shame because it relieves us of the blame and gives us the illusion that we can control things.

The bottom line of how coping influences emotion is always a change in appraisal. Whatever the method, to change an emotion one must change the appraisal, which is its proximate cause, whether the appraisal is realistic or merely an illusion. This last principle applies to both problem-focused and emotion-focused coping; the former alters the objective features of the person-environment relationship; the latter alters how that reality is evaluated with respect to its significance for personal well-being. Thus, by virtue of its effects on appraisal, coping is an important part of the emotion-generating process as well as a reaction to an emotion.

Emotions, or rather the cognitive and motivational factors that result in them, also influence coping, as I implied above. Laux and Weber (1991) have examined two aspects of this. First, they point out that the choice of a coping strategy may depend on the emotion that is being experienced. Thus, anger, which depends on an assault on one’s self-esteem, will lead to a different pattern of coping than anxiety, which depends on an existential threat to meanings to which we are committed.

Second, depending on the interpersonal history and context of an anger-producing encounter, marital partners in a quarrel may have different intentions, which lead to different coping strategies. For example, if one or both partners’ main concern in the quarrel is to repair wounded self-esteem, then overt anger may be escalated to exact punishment against the other, so that the injured party may defend himself or herself by responding with retaliatory anger. However, if the concern is with preserving the relationship, depending on beliefs and values about the importance of honesty, the coping strategy may be to conceal the affront and suppress the anger. My own work and that of others has mistakenly divorced coping from the broad goals and situational intentions that powers and directs it along with stress and distress. Not only does coping belong within the rubric of finding solutions but it also falls within the realm of motivation; this realization brings new insights into how coping strategies are influenced.

CONCLUSION

The explosion of interest in the emotions is a very important and desirable change of fashion in the social and biological sciences from an emphasis on a valuable but limited concept, stress, to an emphasis on a broader, richer, and clinically more useful concept, emotion. Everything that could be learned from stress in the understanding of human adaptation and dysfunction can also be learned from the study of the emotions—and more—without the sacrifice of any concepts and principles on which we had previously relied.

Humans, with their elaborate minds and social structures, are probably the most emotional creatures on earth. From the earliest times, writers of fiction and drama have understood this and celebrated the emotions as the essence of what makes us human. Because of the capacity of emotion to integrate cognition, motivation, and social relationships in organized adaptational response configurations, it is high time for psychology, among the social and biological sciences, to place emotion at the center stage of the analyses of mind and to lavish more attention on the topic wherever psychology is taught.
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INTRODUCTORY CONCEPTS

A discussion of the effects of emotional stress on thought and memory needs a definition of emotional stress (“stress” in the remainder of this chapter). Unfortunately, definitions of stress introduced by major investigators of the physiological stress concept (such as Selye) are psychologically opaque. Selye defines stress as the results of any demand on the body, using “objective indicators such as bodily and chemical changes that appear after any demand” (Selye, 1982 p. 7). It is only when these changes are psychologically effective—i.e., act on receptors and influence thought and action—that they become relevant to the stress concept. More typical definitions of stress describe occasions for sympathetic nervous system arousal, as well as the noxious nature of the stress stimulus and the resultant attempts to remove it. Within the confines of this chapter I am concerned mainly with the relation between autonomic (sympathetic) arousal and performance. Such arousal, perceived and interacting with ongoing processes, is of primary psychological interest. It is the perceived (phenomenal) experience of stress that determines its effect on such other processes as thought and memory.1 It is the perception of arousal as well as the preoccupation with the stressing occasion that interfere with continuous conscious processing (Mandler 1979, 1984).

In general, it has been useful to use a general measure of sympathetic nervous system activity as an index of the source of arousal (and experienced stress). Current knowledge about the effects of such arousal is strongly influenced by Easterbrook’s (1959) hypothesis that increased arousal (emotion) reduces the number of cues utilized in a situation. The suggestion also reflected psychiatric concerns (Callaway & Dembo, 1958) and was often coupled with the notion that arousal (e.g., indexed by anxiety or panic) frequently produced task-irrelevant behavior (Bachrach, 1970; Mandler & Sarason, 1952). In addition, research on work in dangerous environments added the important suggestion that tasks central to the current situation tend to improve in the presence of danger (arousal), whereas performance on peripheral tasks deteriorate (Baddeley, 1972).
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There is a body of evidence that efficiency differs for the central and for the peripheral aspects of a stressful situation. Some of the evidence for the central/peripheral distinction comes from research showing that auditory noise may differentially affect central and peripheral aspects of performance (Hockey, 1970). Other supporting evidence was found in situations that simulate danger, where peripheral stimuli apparently receive less attention (Weltman, Smith, & Egstrom, 1971). Bacon (1974) was concerned with developing an independent criterion for the distinction. He noted that responsiveness to those aspects of the situation that initially attract “a lesser degree of attentional focus” is reduced. This distinction makes it possible to identify peripheral events in terms of initial attention. It appears, then, that arousal and noise generate similar effects, and it is useful to think of both of them as noise that interferes with conscious capacity.

Two mechanisms mediate the effect of arousal on attention. Autonomic arousal first narrows attention automatically by the direct action of the autonomic nervous system, and there is evidence that the autonomic nervous system acts as a signal to the organism that the world is different from what is expected (cf. Mandler, 1975). Secondly, autonomic arousal acts indirectly by occupying some of the limited capacity of attention-consciousness and thereby limiting the remaining available attentional capacity to those events or stimuli that have originally been perceived as central. Irrelevant mentation will, of course, produce similar interference, but I concentrate here on the effects of arousal as such.

The Functions of Consciousness and Schemas

I assume that current conscious contents are a function of activated (preconscious) structures/schemas on the one hand and the requirements of the task and situation on the other. Consciousness functions to provide a representation of currently important aspects of the external (and internal) world. It does so by using activated underlying representations (the preconscious) and intentions, task demands, needs, and other abstract schemas. In that fashion, consciousness makes sense of our current situation. In addition, the conscious contents are relatively limited representations with limited capacity that occur in a serial manner—we cannot be conscious of more than one limited scenario at any one time.

The most useful concept to represent what is available to conscious construction is the schema. The concept of the schema has served psychologists well for the last two-hundred years, and particularly for the past fifty years. A schema is a coherent and structured representation that organizes experience. Schemas are not carbon copies of experience, but generalized representations of experienced regularities. Schemas range from the very concrete, involving the categorization of perceptual experience, to the very abstract, representing general levels of meaning such as love or justice. Abstract schemas subsume more concrete schemas; the resulting structure is hierarchical. Schemas are built up in the course of interaction with the social and physical environment. They organize and interpret experience in that current encounters are defined and interpreted in terms of the schemas laid down by past cognate experiences. Currently active schemas define what we are likely to see, hear, and remember, and also determine what we are unlikely to hear or see. Thus, we note the time when looking at a clock in a public square, but we are unlikely to see (process) the precise form of the numerals. The activation of schemas proceeds automatically from concrete to general schemas (from the bottom up), and also from high-level schemas, which constrain perception and conception, to lower schemas (from the top down). Expectations include those elements of schemas activated by top-down processing that are not directly supported by input evidence.

A schema represents the unit of thought and perception; it is bounded and distinct. When co-occurrences in the world have been organized into a schema of the event or scene, they appear to evoke one another. However, organization of two or more events, other than some purely perceptual or procedural events, into a new schema requires active elaborative processing (see subsequently). Sheer contiguity is—under this view—not sufficient for subsequent evocation.

Of equal importance to the current discussion is a view of consciousness as a complement to an underlying representational system that is characterized by schemas represented by distributed features (cf. Rumelhart & McClelland, 1985). Such a system is relatively large (i.e., it represents the accumulated experiences of the individual), it is relatively fast in accessing information, and it operates in a parallel fashion (i.e., a large number of relevant features and schemas are accessed and activated at the same time). These characteristics would—without an additional buffer—make action and thought difficult, if not impossible. The individual would be overwhelmed by information rapidly emerging in parallel fashion, and action decisions in particular and decision processes in general would be swamped by the amount and speed of the information produced. Consciousness is the buffer that solves this problem. It is first of all serial (i.e., however well activated, only an organized—small—cluster of information is accessed in consciousness at any one time), it is relatively slow compared with spreading activation in the underlying system, and it is limited in capacity to a few items or events. It is the limited capacity of consciousness in particular that is of importance in the interaction between thought and emotion (for extensive discussions of these issues see Mandler 1984, 1985, 1988, 1992b).

Emotion

My theoretical approach to emotion has been extensively documented in the past fifteen years (Mandler, 1975, 1984, 1990). It is a constructivist theory that addresses the subjective experience of emotion, but it is not a theory of emotional behavior, which may or may not be accompanied or followed by positive or negative emotional experience. This contrast avoids a confusion that has been with us at least since Charles Darwin—a confusion that equates the observation of effectively categorized behavior with emotional experience. The theory views the construction of emotion as consisting of the concatenation of a cognitive evaluative schema with visceral arousal (which is perceived as emotional intensity). This conscious construction is a unitary experience, even though it may derive from separate and even independent schematic representations (Mandler, 1985; Marcel, 1983). Such a view of emotion only approximates the common sense meaning of the term. To ask “what is an emotion?” is not—in principle—answerable. The term is a natural language expression that has all the advantages (communicative and inclusive) and disadvantages (imprecise and vague) of the common language. However, for communicative purposes one needs to approximate the common meaning as a first step.

I have focused on two dimensions out of the many available from analyses of common language “emotions”: the notion that emotions represent evaluative cognitions, and the assertion that emotions are hot—they imply a gut reaction, a visceral response. Evaluative cognitions of what is good or bad, pleasant or unpleasant, or noxious or desirable provide the quality of the emotional experience, and the visceral reactions generate its quantitative aspect. Given the many different possible evaluative states, one of the consequences of such a position is that it leads to the postulation of a potentially innumerable number of different emotional states. Of course, regularities in human thought and action produce general categories of these constructions that have family resemblances and overlap in the feature that is selected for analysis (whether it is the simple dichotomy of good and bad, or the appreciation of beauty, or the perception of evil). These families of occasions and meanings construct the categories of emotions found in the natural language (and psychology).

The source of the categories of emotion varies from case to case, and different emotional categories may be based on different experiential or environmental factors. Sometimes an emotional category is based on the similarity of external conditions (as in the case of some fears and environmental threats). Sometimes an emotional category may be based on a collection of similar behaviors (in the subjective feelings of fear related to avoidance and flight). Sometimes a common category arises from a class of incipient or intended actions (as in hostility and destructive action). Sometimes hormonal and physiological reactions provide a common basis (as in the case of lust), and sometimes purely cognitive evaluations constitute an emotional category (as in judgments of helplessness that eventuate in anxiety). Others, such as guilt and grief, depend on individual evaluations of having committed undesirable acts or trying to recover the presence or comfort of a lost person or object. All of these emotional states involve evaluative cognitions, and the features common to any particular category give rise to the appearance of discrete categories of emotions.

The problem of cognitive evaluation is common to all emotion theories. Even advocates of a small vocabulary of basic emotions need to have an analytic mechanism whereby the individual evaluates the current scene. For the basic emotion theorist, such evaluations could then be postulated to elicit prepackaged emotions. For all theories of emotion, the problem of evaluation involves the different external and internal sources that lead us to see some person or event as good or bad, evil or benign, or harmful or beneficent.

Evaluative cognitions provide the quality of an emotional experience, and visceral activity provides its intensity and peculiar “emotional” characteristic. Degree of autonomic (sympathetic) arousal can be mapped into the felt intensity of an emotion. However, affective judgments can obviously occur without visceral involvement. Saying that something is pretty, fine, awful, or even disgusting may be stated quite dispassionately. Thus, so-called affective or evaluative judgments are experienced as such, but under this interpretation they are not full-blown emotions. What we need to understand are the occasions when visceral activity (however slight) co-occurs with these affective judgments.

In the common understanding of emotion, the occurrence of some visceral or gut reaction is assumed. Emotions are said to occur when we feel aroused, agitated, when our “guts are in an uproar,” etc. The reference is almost invariably to some sympathetic nervous system activity, such as increased heart rate, sweating, or gastrointestinal upheavals. The autonomic nervous system (ANS) has been systematically implicated in quasi-emotional activity ever since Walter Cannon (1929) delineated the workings of the sympathetic and parasympathetic systems in fight or flight reactions and recognized their function over and beyond the energy-expending and energy-conserving roles that keep the internal environment stable.

Discrepancies and Interruptions Produce Autonomic Arousal

A majority of occasions for visceral (sympathetic nervous system) arousal follow the occurrence of some perceptual or cognitive discrepancy or the interruption or blocking of some ongoing action. It should be remembered, though, that discrepancies are only a sufficient, not a necessary, condition for sympathetic arousal. Other sources of sympathetic nervous system arousal can and do play a role in emotional experience. Discrepancies and interruptions depend to a large extent on the organization of the mental representations of thought and action. Within the purview of schema theory, these discrepancies occur when the expectations generated by some schema are violated. This is the case whether the violating event is worse or better than the expected one so that visceral arousal occurs on both unhappy and joyful occasions. Most emotions follow such discrepancies, just because the discrepancy produces visceral arousal. And the combination of that arousal with an ongoing evaluative cognition is the subjective experience of an emotion. Interruption, discrepancies, blocks, frustrations, novelties, etc. are occasions for ANS activity (MacDowell & Mandler, 1989; Mandler, 1964).

The notion that the strange and the unusual have emotional consequences has appeared in various places in the psychological literature. In the context of attachment theory, Bowlby (1969) has discussed the problem of fear and its ontogeny in relation to the attachment to caregivers and the fear of strangers. Hebb (1946) has shown that fear occurs in response to perceptual discrepancies, and that the fear of the strange does not occur until familiarity and expectations have been developed.

A consideration of discrepancies and interruptions in daily life is useful in understanding what is usually considered stressful. In short, stress occurs on the occasions when the world is not as we expect it to be. If our life proceeds as expected, if home and work change little, we do not experience stress. If, however, a spouse behaves in unexpected ways, or if demands at work are new, discrepancies occur, sympathetic nervous system reactions are triggered, and stress is experienced. Examine the statement “I have been under a lot of stress lately,” and you will find an individual who is faced with a lot of unexpected, surprising, and discrepant events.

The notion of discrepancy as the basis for much of the intensity of human emotions may at first sound out of place when one is dealing with the positive emotions. However, positive events are often unexpected, and, in addition, some reflection discloses that the complexity of human thought practically always produces ambivalences and alternative outcomes for positive as well as negative events. Fear of the loss of the loved one, anticipation of possible negative outcomes even for the most joyful occasions, and alternative constructions of negative outcomes illustrate the ambivalences that provide the discrepancies for most emotional occasions (see also Mandler, 1990).

Emotion and Consciousness

One of the functions of consciousness is to bring into awareness situations in which automatic actions fail or are disrupted. Claparède (1934) has called this the law of awareness.2 But, as we have seen, these failures and disruptions also produce sympathetic nervous system arousal and emotional experiences. Since the construction of emotions requires conscious capacity, the experience of emotion pre-empts the limited capacity of consciousness. Limited capacity refers to the fact that conscious contents are highly restricted and limited at any one point in time. Whenever some particular construction pre-empts conscious capacity, then other processes that require such capacity will be impaired. The best example is found in stress and panic reactions, when emotional reactions prevent adequate problem-solving activities. Emotional experiences may inhibit the full utilization of our cognitive apparatus, thoughts may become stereotyped and canalized, and we tend to revert to simpler modes of problem solving. However, the effects of emotion are not necessarily intrusive and deleterious. In part, the effects will depend on other mental contents and processes that are activated by the emotional experience and that may become available for dealing with stressful situations. For example, stress tends to focus attention on the perceived central aspects of a situation, and such focusing may be useful. The relationship of emotions to discrepancies and autonomic nervous system recruitment also points to their adaptive function; emotions occur at important times in the life of the organism and may serve to prepare it for more effective thought and action when focused attention is needed.

THINKING AND REMEMBERING

In the present context, I use the terms thought and thinking to refer to problems and memories that are brought to consciousness for further mental processes to operate on them. The major mental mechanisms that are at work in simple thought and memory processes are briefly discussed in the following paragraphs.3

1. Underlying representations of objects and events are subject to two kinds of processes: Activation/integration and elaboration. Sheer presentation of previously experienced objects and events activates the relevant representations. The activation of these representations (best considered as schemas with distributed features) leads to further mutual activation of the constituent features and results automatically in the integration of the representation and its unitization. One of the consequences of activation is the phenomenal experience of familiarity. Activation occurs automatically—i.e., it does not involve or require conscious participation. Elaboration, on the other hand, probably requires deliberate (conscious) activity. Elaboration is the process whereby existing mental units (representations) are related to each other, and it makes possible retrieval and search processes.

2. Bringing to mind previously experienced and/or stored events (recall in the memory rubric) requires elaboration at time of presentation that makes possible later access by providing appropriate connections to and relations with other mental contents. These pathways established by elaboration make possible retrieval processes, which are often marked by waystations that appear in consciousness. Thinking and remembering are typically achieved by higher order structures/schemas that specify the gist or context of the information to be recalled and produce veridical information as well as the typical context-related errors in recall and problem solving.

3. The recognition of previously experienced objects or events may involve both activation and elaborative processes. The dual process approach of recognition (Mandler, 1980) distinguishes between two components of phenomenal recognition—the experience that an event has been encountered previously, and the identification of what the event is. These phenomena are in turn generated respectively by activation and elaboration. However, rudimentary recognition performance is possible with activation alone. Prior presentation of an item activates its representation, and the presentation of a copy of the item shortly thereafter further raises its activation. The result of such a highly activated representation is the phenomenal experience of familiarity. The effect is similar to, but not identical with, some priming phenomena, in which activation of a representation makes it (or a related representation) more accessible.

THE INTERACTION OF THINKING AND EMOTION

This section addresses the most widely investigated interactions between thinking and emotion within the context of the approach to consciousness, thinking, and emotion discussed previously. One obvious point of departure is the distinction between the two components of emotional experience—arousal and evaluation. When discussing the relation between thought and stress, I am primarily concerned with stress as expressed in arousal.4

Thought and Arousal

An older tradition—exemplified by the Yerkes-Dodson law—typically addresses the arousal function as a problem of the relation between cognitive efficiency and stress. Yerkes and Dodson (1908) found improvement in the performance of easy tasks with increasing stress, but with difficult tasks they found an inverted U-shaped function of better performance with medium stress and worse performance with low or high stress. The distinction between easy and difficult tasks and the fact that the law was developed by the use of electric shock to implement stress is sometimes forgotten.

Two difficulties in applying the Yerkes-Dodson inverted U-shaped function to the stress and thinking literature are that (1) it is generally assumed that the task is difficult, i.e., that the inverted U-shaped function actually applies, and (2) frequently subjective judgments determine what is the functional stress level in any particular study. For example, Deffenbacher (1983) in a review of the literature on arousal and eyewitness testimony, concluded that ten studies suggested better eyewitness accuracy with high arousal, while another eleven studies produced lower accuracy of memory. Deffenbacher then reclassified stress levels in the various studies and concluded that most of the studies reviewed revealed the inverted U-shaped function.

We can attempt an explanation of the inverted U-shaped function of performance as a function of increasing arousal. I deal with the function in two parts: the increase in accuracy with arousal moving from low to moderate levels, and the subsequent decrease as arousal becomes severe. For low levels of arousal, the focus of attention (i.e., the current conscious content) is likely to be the main task at hand, and with moderate increases of arousal these central, important events will receive exclusive access to conscious capacity. The same pattern is likely to be true of easy tasks that do not in themselves produce significant stress and arousal. At the lowest level of arousal (often associated with very easy tasks or situations) there will be a low level of attention to the task and haphazard accuracy. With increasing, but low, levels of arousal, attention will focus on central aspects of the task and will produce increasing efficiency with moderate increases in arousal. When arousal attains high levels, it is likely to be because of a failure to solve the task or because external sources (e.g., arousal inducers such as shock) require additional attention to the sources of the disturbance. Under these circumstances, task-irrelevant behavior is likely to increase; attention to such behavior is by definition peripheral. In addition, the further limitation of conscious capacity makes very little of it available for attention to the central aspects, and other mental contents will intrude. As a result, memorial accuracy with respect to the central aspect of the situation suffers with increasing arousal. One example is found in conditions of panic, in which people often pursue failing solutions without being able to consider other possible responses (e.g., by rushing for the same exit in a fire, or failing to follow instructions not to open windows, etc.). In general, severe limitations of conscious capacity are likely to produce a situation in which concentration on the central aspect of the situation will be lost.

What is the experimental evidence for the inverted U-shaped function? I first address the effect of arousal/emotion on memory and then turn to some of the questions about central and peripheral memorial processing.

Apart from the clinical literature, which I do not cover, a direct demonstration of the effect of emotional reaction on memory was given by Loftus and Burns (1982), who showed that inserting a disturbing element into film produced retrograde loss of detailed information. A more detailed demonstration was given by Christianson and Nilsson (1984) who showed worse memory performance for verbal descriptors presented with mutilated faces than for those presented with neutral control faces. Christianson and Nilsson also collected physiological data (skin conductance and heart rate) that showed that the experimental subjects were sympathetically aroused. One can assume that autonomic interference as well as preoccupation with the mutilated faces interfered with the adequate elaboration (encoding) of the tested information. Christianson and Nilsson also showed anterograde recall decrements on items following the traumatic ones, a finding that suggests that elaboration was interfered with by the lingering effects of the emotional items. However, there was no anterograde recognition decrement for the neutral items following the emotional ones. It is interesting to contrast the recognition decrement for the target items with the lack of an effect on subsequent (anterograde) items. The recognition decrement of the target items could be due either to a lack of elaboration (demonstrated in recall) or to avoiding looking at the traumatic material at all (i.e., activation is absent). For the neutral items, the recall decrement on the one hand and the maintenance of recognition performance on the other hand indicates that activation of neutral items was not affected.

It does not seem clear whether arousal itself is an adequate condition for the restriction of conscious capacity and the impairment of memory. The theoretical approach outlined here does, of course, predict that positive emotional events will produce autonomic arousal just as negative ones do (MacDowell & Mandler, 1989) and that these should also have an interfering effect on memory (Christianson, 1986). As far as sheer arousal is concerned, Zillmann (1978) has conducted extensive studies showing that arousal from a prior (usually unrelated) event produced emotional reactions in a subsequent situation. He interpreted these findings of excitatory transfer in terms of an attribution model in which the prior arousal is attributed to a current affective situation in which emotional reactions are then observed. However, he noted that when the prior induction of arousal was “immediately apparent and unambiguous” subjects did not misattribute the excitation produced by the prior event. He concluded that whenever subjects are aware of a causal connection between the arousal and the prior event, they will not attribute the arousal to the current situation. In contrast, Christianson and Mjörndal (1985) found no difference in memorial performance between a group autonomically aroused with adrenaline and a control group given saline injections. In their experiment, it was likely that the subjects connected any perceived arousal with the injections (but see also Christianson, Nilsson, Mjörndal, Perris, & Tjellden, 1986, where only a few subjects attributed their arousal to the injections).

In addition, individual differences may also play a role in this effect. Overson (1989) gave subjects an addition task immediately following physical exercise (which raised heart rates by 70%). The subjects were told that the exercise should “help them think more clearly.” A control group was given no exercise and informed that their performance and heart rate would be used to provide baseline data for other subjects. Under these conditions, Overson found no difference in accuracy, but, when compared with control subjects, there were slower performance rates for high-anxiety subjects and faster performance rates for low-anxiety subjects following exercise.

Assigning the arousal to the prior event (whether activity or injection) makes it possible for the individual either to ignore the subjective arousal or to maintain attention on the central aspect of the task. Emotional effects apparently require a belongingness between the arousal and the target material.

On the question of differential memory for central or peripheral aspects of emotional events, one needs first of all to disengage a research literature on memory of outstanding, unique, unusual events (such as flashbulb memories). These events are not typically related to situations where arousal (i.e., full emotions) usually occurs. Thus, if memory of particularly impressive events seems to be better than usual, one can assume that this recall is related to the special processing (e.g., attention, rehearsal, extensive elaboration) that they engender. The only study of which I am aware that tested and confirmed the notion that central aspects of emotional events are better remembered than peripheral ones is one by Christianson and Loftus (1987), who investigated both short-term and long-term memories for traumatic and nontraumatic slide presentations. Christianson and Loftus compared traumatic and nontraumatic versions of the same event and noted that the theme of the traumatic materials was better remembered after a period delay than the the theme of the nontraumatic material.

In a paper that claims to show negative evidence for the Easterbrook hypothesis, and specifically for the effects of arousal on constricting memory to central details, Heuer and Reisberg (1990) failed to produce any significant emotional arousal with their experimental slides. They showed better central as well as peripheral memory for their experimental group, but that group showed a decline in heart rate. They conclude that their “stimuli evoked the species of arousal associated with an orienting response, rather than the arousal associated with flight (including heart-rate acceleration).” If sympathetic nervous system arousal is responsible for the focusing effect, then these data are, of course, irrelevant to the hypothesis.

How does prior experience affect one’s ability to handle arousal and stress? The effect of experience must be related to the proposition that autonomic arousal is linked to the interruption of ongoing behavior, plans, and expectations and that stress occurs when no available action or thought structures are available to handle the situation. Astronauts, for example, are trained to have response sequences, plans, and problem-solving strategies available for all imaginable emergencies (Mandler, 1967). An emergency then ceases to be one; it is another routine situation, by definition not unexpected—and not stressful. Similarly, novice parachute jumpers have a high pulse rate before a jump, which drops to a normal level upon landing, whereas the experienced jumper shows the reverse effect (Epstein & Fenz, 1965). Novice parachutists ruminate on possible outcomes, none of which they are able to handle, and on emergencies that they either imagine or remember and for which no action structures are available. At the end of the jump, this interruptive effect—interrupting thoughts about the successful completion of the jump—is eliminated because the original plan (to complete the jump successfully) has been achieved.

How does the mastery of threat and the effect of interpreted threat influence the efficiency of the performance of complex intellectual tasks? Here we come close to observing the outcomes of complex thought processes directly and at the same time addressing a topic of some practical importance. Specifically, we are concerned with the effect of perceived threat on the performance of test-like tasks.

The major research strategy has been to select individuals who report (on paper-and-pencil tests) high and low degrees of anxiety or concern about test situations (Mandler & Sarason, 1952). Subjects who score high on such a test tend to observe their own behavior and examine their failures, whereas individuals with low anxiety orient their behavior and cognitions toward the specific requirements of the task (Mandler, 1972).

Individuals with high levels of anxiety perform worse on intelligence tasks, but the absence of any further instructions is beneficial for the high-anxiety people. On the other hand, telling subjects that they failed is most helpful for individuals whose anxiety is low (Mandler & Sarason, 1953). Similarly, highly anxious subjects solve anagrams more efficiently than do individuals with low anxiety when the situation is nonthreatening—that is, when they are instructed that they are not expected to finish all the anagrams. When the subjects are told that the task is directly related to one’s intelligence level and that they should finish easily if they were of average intelligence, the individuals whose anxiety is low perform significantly better than the highly anxious ones (Sarason, 1961).

We conclude that many people bring stress into a situation, just as the situation brings out their stress potential. Both a potentially threatened individual and a properly interpretable situation are needed to produce the stress reaction. That reaction presumably takes two forms: first, the individual ruminates—thinks—about the irrelevant aspects of the task, including his or her own state, performance, and reactions; and, second, the threat interpretation produces autonomic activity that is in itself attention demanding. Both of these sets of internal events then vie for the limited capacity and thereby reduce the conscious capacity available for thought processes that the task itself requires.

EMOTIONS IN PROBLEM SOLVING—DISCREPANCIES AND HUMAN ERROR

Any discrepancy in the course of problem solving represents a potential affective episode.5 Such episodes must be seen within the context of a general flow of affective and mood-like changes. However, it is possible to identify specific kinds of discrepancies and interruptions that may occur in the course of problem solving. The major class of such events can be generally classed as errors, when the learner does something or thinks something that is different from the original intention or is different from what “ought to happen.” I shall discuss errors as such shortly, but we must keep in mind that people frequently engage in actions that they believe to be the correct ones (i.e., they proceed as intended), but that are false, incorrect, illogical, etc. In the case of unintended errors, the discrepancy arises because of a mismatch between what is intended and what occurs; in the other case, the mismatch is between an expected outcome (“I thought what I did would solve the problem”) and the real response (“It didn’t work”). Most intended and unintended errors are coupled with a negative evaluation of the current situation. These errors usually result in negative affect (unhappiness, disgust, or despair in various degrees of intensity). The result is interference with ongoing cognitive processes, because of both the pre-emption of conscious capacity and the search for correction (looking for the source of the disruption). If this process is allowed to go unchecked—i.e., if the learner is continuously producing errors—the intensity of negative affect will increase. Such a sequence may eventually produce abandonment of the task as being too noxious to tolerate, panicky quasi-random attempts at a solution, and general disorganization.

The other general class of discrepancies are successes. These may be intended or unintended as well. The intended success is a step in the solution process that works; the unintended one is when a particular action or thought produces unexpected positive results (“I just tried that because I couldn’t think of anything else and it worked”). In general, the smooth progression of some planned course of problem solving will produce little arousal. After all, if I go through some cookbook steps toward a solution, the expectation is that each step will be successful and no discrepancy occurs. It is when I am not sure of the successive steps that success may be slightly arousing. Thus, during the early stages of the learning process, when the learner is unsure, we expect—and, of course, find—more affective states and more interference with learning. The well-practiced solution runs off smoothly and by definition produces little affect. From a more global point of view, the final solution of a problem produces discrepancy if the learner was unsure of his or her ability—that is, joy, delight, or satisfaction result from the success.

Donald Norman analyzed action slips within the general context of schema theory (Norman, 1981). Well-learned action sequences (and, by implication, thought sequences) are specified by a high level schema—the intention—which then recruits lower level schemas that guide the various components of the developing sequence. These component schemas are presumably activated both by the original intention (and its descendants) and by appropriate conditions of the task as the sequence (the problem solving) develops—i.e., the thought sequence emerges interactively from both top-down and bottom-up sources. Norman discusses three categories of slips: errors in the formation of an intention, defective activation of component schemas, and defective triggering. In another paper, Norman makes the distinction between mistakes, which result from errors in the formation of an intention, and slips, which are errors in the execution of an intention (Norman, 1980).6

Errors: What Are They Good For?

The typical work on human error and slips pays hardly any attention to the affective consequences of errors. Norman, for example, is much concerned with problems of limited conscious capacity (he refers to it as short term memory—STM—capacity), but the possibility that affective consequences of errors demand and pre-empt such capacity is not seriously entertained (Norman, 1980). I am not concerned here with the causes or categorization of errors, but rather with their affective consequences. The affect that occurs when errors or mistakes are made is a conscious event; it preempts our limited conscious capacity and has several consequences. First of all, the perception of autonomic arousal, when severe, is by itself demanding enough to make it difficult to act effectively (“I am so upset, I can’t think straight”). Second, the occurrence of strong negative affect produces an immediate attempt to remove the reason (the cause). That consequence may be useful when the removal of the offending event is more important than a continuation of the problem-solving activity. However, in the usual learning context, the latter may be more adaptive. Third, even a positive affective experience in the context of problem solving may be deleterious. The individual solves some subroutine and stops, in part to admire the achievement, in part to savor the affect. In the process, the current contents of consciousness are displaced and one loses one’s place in the stream of problem solution.

Is it the case, then, that errors and mistakes should be avoided whenever possible and that tasks should be designed so that problem solutions can be learned without errors? I now come to the question of errorless learning: Can it happen and is it “good”? I shall return to the real world soon and discuss the inevitability of errors and mistakes and the advantages of having had prior experiences with them.

The concern with errorless learning started about twenty-five years ago when B. F. Skinner (1961) argued that learning should involve as few errors as possible and that it should be possible—for example, by making incremental steps small enough—to acquire skills and knowledge without the nuisance and debilitating effects of errors. Skinner provided little if any empirical evidence for his argument, but Terrace (1963, 1972) demonstrated an analogue of human errorless learning in animal discrimination training. The animal is required to distinguish between a positive stimulus (S+) and a negative stimulus (S—). The required response must be made when 5+ is presented and must be omitted when S—is presented. Terrace showed that by slowly bringing in the negative stimulus (S—) the animal (typically a pigeon) could learn to discriminate between a positive (S+) stimulus and the S—without making many (or any) responses to S—. The major claim about errorless learning that concerns me here is that one of the byproducts of discrimination learning does not appear following errorless learning. That byproduct is emotional (and aggressive) behavior when S—is presented. If a method could be found that eliminated the emotional consequences of negative stimuli (and their avoidance) it would have important consequences for theories of learning and teaching. However, that is not the case. Rilling and his students (Rilling, 1977) showed that most of the byproducts of discrimination learning, and in particular aggressive emotional behavior, also occur following errorless learning.7

I am not advocating that the animal learning literature is a highway toward understanding human cognitive processing. However, the only data available suggest that errorless learning does not produce an affect-free learning environment. If we assume, therefore, that at present there are no methods for producing painless learning, that the consequences of learning—no matter how painless—may still produce affective reactions, how do we accommodate to such a state of affairs?

My main argument should be obvious by now. I do not believe that it is possible for an individual to live a cocooned life in which no failures, no mistakes, and no slips are encountered. These mis-steps in life can be highly deleterious if totally unexpected; they are less interfering and less intense if their occurrence is a normal feature of life and therefore expected to occur at some time or another. The occurrence of affective reactions to learning experiences, arousal due to discrepancies during the learning process, and other “bad experiences,” all build up expectancies, and are built up into experiential schemas. Events that are totally unexpected produce maximal arousal and affective reactions. If, however, we know that errors (and very specific errors) can occur in problem-solving situations, the errors are neither surprising nor are their consequences unexpected. The cocooned individual reacts extremely to novel situations. In short, I believe—at least in the problem-solving situation—that it is advantageous for an individual to be exposed to the “school of hard knocks.” Again, a nice set of demonstrations is available in the animal (and human) experimental literature on the partial reinforcement effect. Briefly, if a response is consistently reinforced during learning, then extinction of that response (once reinforcement is absent) will be relatively rapid. However, if the initial reinforcement is only given on some percentage of the acquisition trials, then extinction of the response will be slow. It is the experience with unreinforced responses that makes them less effective during extinction.8

How, then, to design learning and teaching tasks? We need to analyze the task and the learner to ensure that the surprises, errors, and mis-steps during acquisition are relatively minor—i.e., that they can be mastered by some alternative route, by substitute actions, or by a restatement of the problem (one’s intentions). At the same time, we do not want to avoid such affective incidents altogether because we want the learner to be prepared for them in the future. Thus, small incremental steps, specific instruction in subroutines, attention to possible difficulties, and instructions for the anticipation of difficulties all play a role in analyzing and constructing a task. We also need to take into account the individual’s attitudes and beliefs about the problem, because they will interact with the expectations that will be developed and that might be confirmed or violated.

Affectless learning is not a possible goal either for a theory or the praxis of instruction. Common sense tells us that emotions and affective reactions are with us now and forever. And the usual measures of individual differences tell us, not surprisingly, the same thing. Tests of individual differences give us some indication of the person’s affective preoccupations with tests, cognitive tasks, etc. These dispositions will interact with the emotional consequences of specific errors, failures, successes, and strategies. Thus, we would expect that an individual with a high level of anxiety or arousal with produce a more debilitating emotional reaction than will a more placid, unresponsive person. Both in the analysis of a task and in the design of learning, such factors could well be attended to and different (less demanding) acquisition paths could be designed for the more emotionally reactive learners. Apart from the inescapable fact that emotions and affect are an integral part of what we call human nature, what we recognize as the constitutive aspects of our humanity, one can argue that affectless learning would not be very useful.

NOTES

1 As we shall see subsequently, the reason is that the “phenomenal” aspect affects the limited capacity of consciousness.

2 For further discussions of this troubleshooting function of consciousness, see Mandler 1975, 1984.

3 I have previously presented an extended discussion of memory phenomena and their relation to the functions of consciousness (Mandler, 1989b).

4 The evaluative aspects of emotion are primarily relevant to effects of mood on thought and memory (Mandler, in press a).

5 For more extensive discussions of these issues, see Mandler 1989a.

6 Other important contributions to error theory are Reason’s papers (e.g., 1977, 1979).

7 In my only excursion into animal experimentation, I demonstrated that the absence of reinforcement is a very powerful inducer of extreme emotional reactions, even when the animals are satiated—i.e., the lack of opportunity for engaging in well-learned behavior has marked emotional consequences. However, when substitute behaviors are made available to the animals, the emotional behavior can be suppressed (Mandler & Watson, 1966).

8 See my Mind and Emotion (1975) for a more detailed discussion of the affective consequences of partial reinforcement.
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DURING THE PAST THREE DECADES, rational-choice models, based on game theory and subjective-expected utility theory, have been dominant in the psychological research literature on decisionmaking. These models assume that decisionmakers deliberately choose their courses of action on a rational basis by taking account of the values and the probabilities of the consequences that would follow from selecting each of the available alternatives (e.g., Edwards, 1954; Miller & Star, 1967; Raiffa, 1968). Models of rational choice have led to the development of formal methods for decision analysis, which provide useful normative rules that specify how people should make sound decisions when they have to take risky actions (Wheeler & Janis, 1980). One central idea is that it is essential to make the best estimates of the probability that each of the expected consequences will occur; another is that the relative importance of each of the anticipated favorable and unfavorable consequences should be taken into account—their expected utility value from the decisionmaker’s own standpoint.

Although valuable for prescriptive purposes, rational models run into considerable difficulty when they are proposed as descriptive theories that explain how people actually do make decisions (Broadhurst, 1976; Kahneman & Tversky, 1979; Lee, 1971; Rapoport & Wallsten, 1972; Simon, 1976; Slovic, Fishhoff, & Lichtenstein, 1977). One major reason that people deviate from a rational model pertains to the cognitive limitations of the human mind (Simon, 1976). People simply cannot understand and keep in mind all the relevant information needed for an optimal solution to the decisionmaking problems they face. Nor do they have at their command all the necessary knowledge about cause and effect relationships and all the baseline data essential for making accurate probability estimates of alternative outcomes. Another major reason that people do not consistently follow rational procedures has to do with the effects of emotions on the cognitive processes involved in decisionmaking. This is where stress enters the picture.

DETRIMENTAL EFFECTS OF STRESS

One source of stress arises from the decisionmakers’ awareness of their own limited knowledge and problem-solving capabilities. This type of cognitive stress, as George (1974) labeled it, is well illustrated by something President Warren Harding told a friend when he was struggling with a major domestic problem.



This chapter is based on more extensive discussions of the same topic in Janis (1983) and in Janis and Mann (1977).



John, I can’t make a damn thing out of this tax problem. I listen to one side and they seem right, and then God! I talk to the other side and they seem just as right, and there I am where I started. I know somewhere there is a book that would give me the truth, but hell, I couldn’t read the book. I know somewhere there is an economist who knows the truth, but I don’t know where to find him and haven’t the sense to know him and trust him when I did find him. God, what a job! (George, 1974:187, quoted from Fenno, 1959:36)

Other sources of stress include fear of suffering from various losses that would occur no matter which alternative were chosen, worry about unknown things that could go wrong when vital consequences are at stake, concern about making a fool of oneself in the eyes of others, and losing self-esteem if the decision works out badly. Vital decisions often involve conflicting values, which convinces the decisionmaker that any choice he or she makes will require the sacrifice of ideals. As a result, the decisionmaker’s anticipatory anxiety, shame, or guilt is increased, which adds to the level of stress (Janis & Mann, 1977).

When the level of stress is very high, the decisionmaker is likely to display premature closure—terminating the decisional dilemma without generating all the alternatives and without seeking or appraising the available information about the outcomes to be expected for the limited set of alternatives under consideration. A high level of stress reduces the decisionmaker’s problem-solving capabilities, especially when dealing with the complicated cognitive tasks posed by decisions rendered difficult by numerous competing values. The person’s attention and perceptions are somewhat impaired and there are various manifestations of cognitive rigidity. These cognitive deficiencies result in narrowing the range of perceived alternatives, overlooking long-term consequences, inefficient searching for information, erroneous assessing of expected outcomes, and using oversimplified decision rules that fail to take account of the full range of values implicated by the choice. George (1980) listed various cognitive crutches that policymakers are especially likely to rely on when they are beset by uncertainties and threats that generate stress: (1) using a minimally satisfactory criterion of choice—what Simon (1976) called “satisficing”—rather than using optimizing criteria; (2) confining the alternative choices to small incremental changes when gross alterations may be required; (3) deciding on the basis of what people in the organization seem to want without considering the main outcomes to be expected; (4) giving undue weight to historical analogies, and (5) relying on either a general formula based on ideological principles or an operational code as a guide to action without carrying out detailed analyses of the specific policy issues at hand.

Stress encroaches most profoundly on decisionmaking processes when the decisionmaker is in a dilemma about what to do about imminent threats of physical suffering, bodily injury, or death. Elstein and Bordage (1979) pointed out that at times of acute distress, one of the main assumptions of theories of rational choice is violated, namely, that preferences will remain sufficiently stable so that the person will regard any given outcome as having essentially the same utility shortly after making a decision as he or she did at the time the decision was made: “A patient in severe pain or grave distress may evaluate a variety of outcomes quite differently than when pain and distress are absent. Consequently, a set of utility estimates obtained under one condition may not apply when conditions are altered” (p. 363).

These and other changes arising from stress account for gross deviations from the decisionmaking behavior predicted by descriptive rational models for many vital decisions, such as those made by patients who need medical treatment or surgery. For example, the vast majority of patients with acute myocardial infarctions, according to Hackett and Cassem (1975), realize that they may be having a heart attack but delay calling a physician for four or five hours. “The decision making process,” the authors asserted, “gets jammed by the patient’s inability to admit that he is mortally sick” (p. 27). Similar maladaptive delay, which significantly increases a patient’s chances of dying, has been observed among people suffering from symptoms of cancer (Blackwell, 1963; Kasl & Cobb, 1966). Few patients who postpone a medical examination are unaware of the danger. The majority have been found to be familiar with the warning signs of cancer, more so than patients who promptly seek medical aid (Goldsen, Gerhardt, & Handy, 1957; Kutner, Makover, & Oppenheim, 1958). The most plausible explanation for the delay seems to be that the patients fail to make a decision on a rational basis because they are trying to ward off anxiety by avoiding exposure to threat cues, such as distressing information from a physician.

The same criticisms also apply to the health-belief model developed by Hochbaum (1958), which incorporates essentially the same assumptions about rational choices as the subjective-expected utility model. Nevertheless, it is quite possible that for certain types of decisions pertaining to preventive measures, such as cutting down on smoking, made at a time when people are not emotionally aroused, a rational model may predict fairly well (Becker & Maiman, 1975; Kirscht & Rosenstock, 1979; Mausner & Platt, 1971). Ultimately, a comprehensive theory needs to be developed to predict and explain when choices will be made on a rational basis and when not.

A CONFLICT-THEORY ANALYSIS

Stress does not always have detrimental or maladaptive effects. On the contrary, anticipatory fear of excessive losses sometimes prevents premature closure. Such concerns can serve as incentives to carry out the adaptive “work of worrying,” which leads to careful information search and appraisal (Janis, 1958, 1971; Janis & Mann, 1977). This brings us to another major problem that requires theoretical analysis and empirical research: under what conditions does stress have favorable versus unfavorable effects on the quality of decisionmaking? In other words, when is stress healthy and when not?

The conflict-theory analysis formulated by Janis and Mann (1977) attempted to answer this question, as well as the broader question posed earlier concerning the conditions under which people will use sound decisionmaking procedures to arrive at a rational choice. This analysis focused on different ways people deal with stress when they are making vital decisions, contrasting coping patterns that result in defective forms of problem-solving with a vigilant coping pattern, which generally meets the standards of rational decisionmaking. Janis and Mann began their analysis by specifying the main criteria that can be used to judge whether or not a person’s decision is of high quality with regard to the problem-solving procedures that lead up to the act of commitment. The following seven criteria were extracted from the extensive literature on effective decisionmaking. The decisionmaker (1) thoroughly canvasses a wide range of alternative courses of action; (2) takes account of the full range of objectives to be fulfilled and the values implicated by the choice; (3) carefully weighs whatever he or she knows about the costs or drawbacks and the uncertain risks of negative consequences, as well as the positive consequences, that could flow from each alternative; (4) intensively searches for new information relevant for further evaluation of the alternatives; (5) conscientiously takes account of any new information or expert judgment to which he or she is exposed, even when the information or judgment does not support the course of action he or she initially preferred; (6) reexamines the positive and negative consequences of all known alternatives, including those originally regarded as unacceptable, before making a final choice; and (7) makes detailed provisions for implementing the chosen course of action, with special attention to contingency plans that might be required if various known risks were to materialize.

Failure to meet any of these seven criteria is assumed to be a defect in the decisionmaking process. The more such defects are present before the decisionmaker becomes committed, the greater the chance that he or she will undergo unanticipated setbacks and postdecisional regret, which favor reversal of the decision. Although systematic data are not yet available on this point, it seems plausible to assume that high-quality decisions—in the sense of satisfying these procedural criteria—have a better chance than others of attaining the decisionmaker’s objectives and of being adhered to in the long run.

Janis and Mann (1977) postulated that stress engendered by decisional conflict frequently is a major determinant of failure to meet the criteria for high-quality decisionmaking. Decisional conflict refers to simultaneous tendencies within the individual to accept and to reject a given course of action. The most prominent symptoms of such conflicts are hesitation, vacillation, feelings of uncertainty, and signs of acute psychological stress (anxiety, shame, guilt, or other unpleasant affect) whenever the decision comes to the focus of attention. Such conflicts arise whenever the decisionmaker is concerned about the material and social losses he or she might suffer from whichever course of action is choosen—including the costs of failing to live up to prior commitments. The more severe the anticipated losses, the higher the level of stress. Stress is augmented when the person recognizes that his or her reputation and self-esteem as a competent decisionmaker are also at stake.

In assuming that the stress itself is frequently a major cause of errors in decisionmaking, Janis and Mann (1977) did not deny the influence of other common causes, such as ignorance, prejudice, and bureaucratic politics. They maintained, however, that many illconceived and poorly implemented decisions reflect the motivational consequences of decisional conflict, particularly attempts to ward off the stresses generated by agonizingly difficult choices.

In line with their initial assumptions, Janis and Mann (1977) postulated that there are five basic patterns of coping with the stresses generated when people have to make a vital choice. Each pattern is associated with a specific set of antecedent conditions and a characteristic level of stress. These patterns, listed below, were derived from an analysis of the research literature on psychological stress bearing on how people react to warnings that urge protective action to avert disasters, health hazards, or other serious threats.

1. Unconflicted inertia. The decisionmaker complacently decides to continue whatever he or she has been doing, ignoring information about associated risks.

2. Unconflicted change. The decisionmaker uncritically adopts whichever new course of action is most salient or most strongly recommended, without making contingency plans and without psychologically preparing for setbacks.

3. Defensive avoidance. The decisionmaker evades the conflict by procrastinating, by shifting responsibility to someone else, or by constructing wishful rationalizations that bolster the least objectionable alternative, minimizing the expected unfavorable consequences and remaining selectively inattentive to corrective information.

4. Hypervigilance. The decisionmaker, in a paniclike state, searches frantically for a way out of the dilemma, rapidly shifts back and forth between alternatives, and impulsively seizes upon a hastily contrived solution that seems to promise immediate relief. He or she overlooks the full range of consequences of his or her choice because of emotional excitement, repetitive thinking, and cognitive constriction (manifested by reduction in immediate memory span and by simplistic ideas).

5. Vigilance. The decisionmaker searches painstakingly for relevant information, assimilates information in an unbiased manner, and appraises alternatives carefully before making a choice.

While the first two patterns occasionally are adaptive in saving time, effort, and emotional wear and tear, especially for routine or minor decisions, they often lead to defective decisions when the individual must make a choice that has serious personal or family consequences or profound implications for the organization he or she represents. Similarly, defensive avoidance and hypervigilance may be adaptive in certain extreme situations but generally reduce the decisionmaker’s chances of averting serious losses. Consequently, all four are regarded as defective patterns of decisionmaking. The fifth pattern, vigilance, although occasionally maladaptive if danger is imminent and a split-second response is required, generally leads to decisions that meet the main criteria for rational or sound decisionmaking.

Janis and Mann (1977) postulated that people will weigh the benefits of a recommended course of action against the perceived costs of, or barriers to, taking that action, as is assumed by rational-choice models, only when their coping pattern is vigilance. When any of the four defective coping patterns is dominant, the decisionmaker will fail to carry out adequately the cognitive tasks that are essential for arriving at stable decisions. Then when they experience undesirable consequences, such as the usual unpleasant side effects of a standard medical treatment or unexpected demands for overtime work shortly after starting on a new job, they are likely to overreact. They suffer not just from the distressing setback but also from strong feelings of postdecisional regret, which may interfere with their ability to curtail the losses or to make a sound new decision that will enable them to recover rapidly from the setback. Postdecisional regret entails intense emotional arousal, such as anxiety and rage, which creates a high level of stress and could give rise to psychosomatic disorders (Janis, Defares, & Grossman, 1982).

What are the conditions that foster vigilance and how do they differ from those that underlie each of the four defective coping patterns? The answer to this question is presented in Figure 5-1, which is a schematic summary of the Janis and Mann (1977) conflict model of decisionmaking. This model specifies the psychological conditions responsible for the five coping patterns and the level of stress that accompanies them. The coping patterns are determined by the presence or absence of three conditions: (1) awareness of serious risks associated with whichever alternative is chosen (i.e., arousal of conflict), (2) hope of finding a better alternative, and (3) belief that there is adequate time in which to seek information and to deliberate before a decision is required. Although there may be marked individual differences in preference for one or another of the coping patterns, all five patterns are assumed to be in the repertoire of every person when he or she functions as a decisionmaker. In different circumstances the same person will use different coping patterns depending on which of the three crucial conditions are present or absent.

Janis and Mann (1977) did not claim that the five patterns occur only as a result of specified conditions. Rather, they argued that the patterns are linked dependably with the mediating psychological conditions specified in Figure 5-1—a claim that has numerous implications, including descriptive hypotheses about environmental circumstances that generate vigilance and prescriptive hypotheses about deliberate interventions that could be used to counteract the beliefs and perceptions responsible for defective coping patterns.
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FIGURE 5-1. The conflict-theory model of decisionmaking (after Janis & Mann, 1977:70).

In their review of social-psychological studies bearing on premature closure, postdecisional regret, and a number of other aspects of decisional behavior, Janis and Mann (1977) called attention to scattered findings consistent with predictions about the behavioral consequences of vigilant versus nonvigilant coping patterns, from which they concluded that their theoretical analysis is plausible. They also described a few of their own experiments that were designed to test hypotheses derived from their conflict model. One such experiment by Mann, Janis, and Chaplin (1969), for example, dealt with threats of the type encountered by many people who have to make decisions about taking medications or undergoing medical treatments that create nausea and other temporary side effects that are harmless but unpleasant. As predicted by the conflict-theory model, subjects who were led to believe that no additional information could be expected (which reduced their hope of finding a more adequate solution) tended to bolster the alternative they had originally preferred, which is a manifestation of defensive avoidance. Bolstering was evidenced by a spread in the relative attractiveness of the alternatives. In contrast, among subjects who were led to expect more information, there was virtually no tendency to bolster—another finding consistent with the conflict model, which specifies that vigilance will be the dominant coping pattern under such circumstances. The results indicated that bolstering occurs before overt commitment if the conditions that foster defensive avoidance are present.

None of the studies carried out so far can be regarded as crucial experiments that definitively test the conflict-theory model or enable one to decide that this model is better in general than other psychological theories of decisionmaking. In the present early stage of research on decisionmaking under stress, the conflict-theory model appears to have heuristic value in that it calls attention to neglected variables that affect decisionmaking behavior.

Effects of Warnings

Any theory of decisionmaking under stress should have something important to say about the effects of warnings about impending dangers. Throughout their lives, people are exposed to an unending stream of challenging warnings that call attention to the risks of suffering serious losses unless they decide to adopt a new course of protective action. The challenging information is sometimes conveyed by disturbing events, as when a heavy smoker develops a chronic cough. Fairly often, however, the challenging information that initiates the decisionmaking process is contained in impressive communications, such as a weather bureau’s warning of an oncoming tornado or a physician’s warning to stop smoking after a physical checkup has revealed precancerous cells in a patient’s lungs. Just as with scare propaganda, authentic warnings that arouse intense emotional reactions can lead to resistance to change, misattributions, erroneous judgments, and defective decisions, sometimes as a result of panic or extreme reactions of defensive avoidance. What can be done to prevent such adverse reactions? Under what conditions are fear arousing warnings most likely to be effective in evoking decisions to take adaptive action?

Some tentative answers have come from social-psychological studies of the effects of warnings and emotional appeals (Janis, 1967, 1971; Leventhal, 1973; McGuire, 1969; Rogers & Mewborn, 1976). Dozens of controlled attitude change experiments have been carried out to determine whether acceptance of precautionary recommendations increases or decreases when strong fear appeals, as compared with milder ones, are used. One set of such experiments dealing with real-life threats of illness or other adverse consequences, indicated that there can be diminishing returns as the level of fear arousal is increased (Janis & Feshbach, 1953; Janis & Terwilliger, 1962; Rogers & Thistlethwaite, 1970). These experiments support the following conclusion, which is consistent with the Janis and Mann (1977) conflict model: when fear is strongly aroused by a communication but is not fully relieved by reassurances that build up hope of averting the danger, the recipients will display a pattern of defensive avoidance as manifested by tendencies to ignore, minimize, or deny the importance of the threat. On the other hand, another set of experiments dealing with similar threats showed that strong threat appeals can be more effective than milder ones. These experiments pointed to the facilitating effects of fear arousal (Insko, Arkoff, & Insko, 1965; Leventhal, Singer, & Jones, 1965).

Taken together, the two sets of results suggest that changes in feelings of vulnerability to a threat and subsequent adoption of a recommended course of action depend upon the relative strength of facilitating and interfering reactions, both of which are likely to be evoked whenever a warning by an authority arouses fear. If so, we cannot expect to discover any simple generalization applicable to warnings given by authoritative sources that will tell us whether strong fear arousing presentations that vividly depict the expected dangers or milder versions that merely allude to the threats will be more effective. Rather, we must expect the optimal level of fear arousal to vary for different types of threat, for different types of recommended action, and for different personalities.

Social-psychological investigators generally agree that the effectiveness of any feararousing communication urging people to take protective action depends partly upon three content variables that interact in complex ways (Hovland, Janis, & Kelley, 1953; McGuire, 1969; Rogers & Mewborn, 1976):


	
magnitude of the threat (if it were to materialize)



	
probability of the threat’s materializing (if no protective action is taken)



	
probable effectiveness of the recommended protective action (if that action is taken)





These three components are among the key components of the subjective-expected utility model and the health-belief model, discussed earlier. According to these rational-choice models, people suffering from an illness can be expected to accept their physicians’ recommendations if they believe that the probable consequences of doing what is recommended—despite all the costs in terms of money, time, effort, and discomfort—are preferable to the consequences of the untreated illness. But, as I have already stated, this model is expected to hold only in the presence of the conditions necessary for a vigilant pattern of coping. Some of the findings cited earlier on delay of treatment and other maladaptive responses among patients suffering from heart disease or cancer appear to bear out this assumption.

The crucial role of the third component—perceived effficacy of the recommended means for averting or minimizing the threat—is repeatedly borne out by social-psychological research on the effects of public health messages that contain fear-arousing warnings (Chu, 1966; Leventhal, 1973; Leventhal, Singer, & Jones, 1965; Rogers & Deckner, 1975; Rogers & Thistlethwaite, 1970). Rogers and Mewborn (1976), for example, found that assertions about the efficacy of recommended protective actions had a significant effect on college students’ intentions to adopt the practices recommended in three different public health communications dealing with well-known hazards that produce preventable human suffering—lung cancer, automobile accident injuries, and venereal disease.

The findings just cited appear to be consistent with the following hypothesis derived from the conflict-theory model: when a warning message presents realistic information about the unfavorable consequences of alternative courses of action—such as consent forms that describe the risks and suffering that could arise from undergoing surgery or painful medical treatments—it is most likely to induce vigilance and to instigate sound decisionmaking procedures if it is accompanied by impressive information about the expected efficacy of the recommended course of action, which instills hope about dealing effectively with anticipated threats. Vigilance is likely to be replaced by unconflicted inertia, however, once people have been given warnings that turn out to be false alarms. Breznitz’s (1967, 1976) laboratory experiments using the threat of electric shock indicated that when people are warned about an impending threat and then told that the danger has been postponed or canceled, they show a characteristic false-alarm reaction in response to subsequent warnings about the same danger; they tend to display much less fear and to ignore the new warnings.

Hypervigilance

The grossest errors in decisionmaking are to be expected whenever hypervigilance is the dominant stress reaction. The emotional state of panic or near panic that is at the core of the hypervigilant pattern might involve what Selye (1956) called the initial alarm reaction of the general adaptation syndrome evoked by powerful Stressors. According to Selye, this stage, which is distinguished by a marked increase in sympathetic-adrenal activity, is followed by a stage of physiological resistance and then a final stage of exhaustion or collapse.

Fortunately, the paniclike state that characterizes hypervigilance seldom occurs in everyday life or even in extreme emergencies (Schultz, 1964). On those rare occasions when hypervigilance is elicited by warnings of, or actual confrontations with, danger, cognitive functioning is seriously impaired.

Many controlled psychological experiments have tested cognitive performance after exposure to threats, such as telling subjects that they are going to be given painful electric shocks. In general, it appears that minor threats have little or no effect but serious threats can evoke temporary impairment in cognitive functioning (Hamilton, 1975; Janis, 1971; Janis & Leventhal, 1968).

Excessive altertness to all signs of potential threat results in diffusion of attention. This is one of the main sources of cognitive inefficiency whenever someone becomes hypervigilant, and it probably accounts for some of the failures to meet the criteria for effective decisionmaking. Persons in a hypervigilant state are strongly motivated to engage in thorough search and appraisal. But as they try to carry out essential cognitive tasks, such as searching for reliable information about what seems to be a promising course of action (by consulting an expert) or trying to remember what happened when they tried to deal with similar threats in the past, they are constantly distracted and their train of thought gets derailed. Their attention shifts rapidly to all sorts of other threat cues, many of which are inauthentic or unimportant but nevertheless alarming. They are also likely to be distracted from essential cognitive tasks by obsessional ideas about all the things that could go wrong or about the worst possible outcomes. Because of their indiscriminate attentiveness to all sorts of threats, relevant and irrelevant, much of the time and energy available for working out a satisfactory decision about the best available course of protective action is wasted. Then when a deadline is at hand, they are likely to seize upon an ill-conceived solution that is useful mainly for mitigating whichever source of danger happens to be most salient at the moment but that may be a poor solution because it overlooks other threats that need to be taken into account. For example, in a state of near panic after hearing a horror story from an ill-informed and thoughtless visitor, a cancer patient in dire need of extensive surgery may suddenly decide not to have a recommended operation and leave the hospital.

An experiment by Sigall and Helmreich (1969) provided impressive evidence of the tendency for people in a state of high fear to fail to discriminate between credible and noncredible sources of a persuasive communication, which results in indiscriminate acceptance of the message. The failure to make such discriminatory evaluations and also the failure to adopt a critical stance in evaluating the authenticity, plausibility, and personal applicability of warning messages may be caused partly by the diffusion of attention and partly by the lowering of mental efficiency that occurs whenever a person is in a state of high emotional arousal.

Along with cognitive constriction there is a marked tendency toward stereotyped thinking in terms of oversimplified categories and reliance on simpleminded decision rules. In fire emergencies that occur in crowded theaters or restaurants, for example, where fear is very high and decision time is very short, people tend to follow the simple decision rule that the best way to escape is to do what everyone else is doing, i.e., to run to whichever exit the crowd is heading for. Other available escape routes are overlooked as everyone converges on the same exit, which soon becomes blocked; as a result, many people unnecessarily lose their lives (Schultz, 1964). But if someone who is perceived as a leader is present in panic-inducing situations, mass convergence into a bottleneck can be prevented by authoritative directives. In such instances, the simple decision rule to do whatever others are doing appears to be replaced by the equally simple rule to do whatever an authority figure tells one to do. Both decision rules may reflect a general increase in social dependence that occurs under conditions of high fear, which is manifested by overt efforts to avoid being separated from companions, strong preference for contact with authority figures who are capable of giving reassurances, and increased compliance (Janis, 1958, 1971; Schachter, 1959).

Other behavioral consequences of strong fear arousal have been investigated in field studies of natural disasters and in laboratory experiments. Closely related to the temporary loss of cognitive efficiency is the temporary loss of perceptual acuity, perceptual-motor coordination, and motor skills (Duffy, 1962). Clumsiness on manual tasks results partly from the muscular tenseness that occurs in states of fear arousal, which is manifested by the stiffening of muscles all over the body and by muscular tremors. Facial expressions also tend to become rigid, partly because of taut facial muscles (Ekman, Preisen, & Ellsworth, 1972; Izard, 1971).

Lazarus (1966, 1976) pointed out that coping with stress is essentially a matter of problem-solving under conditions wherein it is not clear what to do. Because problem-solving activities become grossly inefficient when people are in a state of hypervigilance, they are likely to fail to choose an adaptive course of action that will reduce the risks posed by the anticipated danger. Efforts to escape or to aggress against the perceived source of threat are likely to be misdirected and ineffectual.

When people suddenly realize that they may be entrapped in a danger situation, such as a rapidly approaching tornado, they tend to become so agitated that they fail to use whatever time is available to find the best available escape route and fail to notice obvious defects in the one they impulsively choose (see Fritz & Marks, 1954). Similar failures to make full use of their cognitive capabilities have been observed in the emergency decisionmaking of jittery people who display less extreme forms of hypervigilance, when confronted with community warnings about potential radiation hazards in a nearby atomic energy plant or with personal warnings from a physician about the possibility that a skin growth might be malignant. Many such people become obsessed with images of horrifying things that may happen to them and fall prey to informational overload as they indiscriminately pay attention to all sorts of warnings, advice, and rumors about the threat (Horowitz, 1976; Janis, 1971). Sometimes a person’s impulsive action takes the form of unwarranted fight rather than flight.

The disruptive effects of a high level of stress in circumstances requiring immediate protective activity are illustrated by the thoughtless action taken by a law enforcement agent during the race riot in Detroit in 1967, as described in the Report of the National Advisory Commission on Civil Disorders (1968, p. 98). A white National Guardsman believed that his own life was in immediate danger from snipers when he heard shots nearby after having been summoned by a nightwatchman to investigate looting. Instead of taking cover and watching to see what was going on, he promptly decided to shoot to kill when he caught sight of a black man holding a pistol. The victim turned out to be the nightwatchman, who had shot his pistol into the air to scare off the looters. (Janis & Mann, 1977:61)

During and immediately after tornadoes, earthquakes, explosions, conflagrations, air raids, or other major disasters, large numbers of survivors admit that they feel terrified and at the same time, they display marked signs of high physiological arousal (Janis, 1951, 1971 ; Rachman, 1978). Most disaster survivors recover rapidly, within a half hour after the danger has subsided, but in a minority of cases symptoms of jitteriness persist for days and sometimes weeks, along with excessive physiological arousal in response to noises and minor threats, which appear to be reactivations of the alarm reaction. When this occurs, the person repeatedly displays the characteristic symptoms of psychological trauma—trembling of the hands, preoccupation with possible recurrences of danger, and terrifying nightmares and intrusive daytime visions in which traumatic events are reexperienced (Horowitz, 1976; Janis, 1951). This persisting state of hypervigilance, which continues to interfere with effective decisionmaking, may alternate with feelings of numbness, denial of loss, efforts to ward off exposure to reminders of the disaster, and other manifestations of extreme defensive avoidance tendencies (Horowitz, 1976).

The readiness to become jittery, agitated, and preoccupied with frightening images in response to any threat of physical danger is thought to be related to a number of personality variables. Among the predisposing attributes frequently mentioned in the literature on personality research are chronic anxiety neurosis, low ego strength, low self-confidence, low problem-solving ability, and low capacity for developing or using a network of social supports (e.g., Jenkins, 1979). Empirical findings bearing on such variables, however, are not clear-cut and sometimes are mutually contradictory. Obviously, methodological refinements are needed in personality research in order to pin down the predisposing variables related to different ways of coping with threat (Cohen & Lazarus, 1979).

Somewhat more dependable evidence is available on situational variables that are thought to be determinants of ineffective coping. The evidence points to a number of primary and secondary causal factors that contribute to hypervigilant reactions.

Near-miss Experiences, Time Pressures, and Other Causal Factors

Considerable evidence of the traumatizing effects of exposure to danger stimuli has accumulated from case studies and surveys of people who have been injured or have undergone narrow escapes in accidents or disasters (Janis, 1971). Even among the most stable personalities, hypervigilance apparently occurs at least temporarily following direct involvement in a disaster. Why do some survivors fail to recover rapidly from emotional shock and display hypervigilant reactions for many weeks each time they are exposed to reminders of how close they came to being either badly hurt or killed? One of the critical determinants of sustained hypervigilance seems to be what MacCurdy (1943) labeled a nearmiss experience. Studies of wartime and peacetime disasters have indicated that the most intense and prolonged symptoms of hypervigilance tend to develop among survivors who were in close proximity to actual danger and experienced a near miss, such as narrowly escaping serious injury when their home was destroyed, being pinned down by fallen debris, losing relatives or friends, and seeing maimed bodies (Janis, 1951; Rachman, 1978; Wolfenstein, 1957). Survivors who had remote-miss experiences, on the other hand, showed a marked tendency toward increased tolerance of stress, manifested by decreased fear with successive exposure to the same type of danger, presumably as result of habituation or emotional adaptation.

Survey data on 544 combat flying officers (Grinker, Willerman, Bradley, & Fastarsky, 1946) indicated that fliers who had developed extreme fear and symptoms of traumatic neurosis during combat duty were much less likely to give affirmative answers to questions about feelings of personal invulnerability (“While others might be hurt or killed, it couldn’t happen to me”) than were fliers who had undergone similar tours of duty without developing severe fear or anxiety symptoms. Although such correlational findings cannot establish a causal sequence, they are consistent with the hypothesis that when people develop the characteristic pattern of hypervigilance following exposure to danger, the mediating psychological process is a change in attitude concerning personal vulnerability. This hypothesis appears to be plausible in light of impressionistic observations in peacetime disasters (Janis, 1962; Wolfenstein, 1957), but has not yet been tested systematically.

In the extensive research literature on human fear reactions, a number of other factors in addition to near-miss exposures have been described that apparently augment fear during disasters and that may hamper decisionmaking after frightening encounters with extreme danger. Among the factors most frequently implicated as antecedents of hypervigilant reactions are lack of contact with family members or other supportive persons, restrictions of activity, lack of perceived control over dangerous events, and lack of preparatory information about the stressful events to be expected and about what to do to build up one’s coping skills (Cox, 1978; Epstein, 1973; Janis, 1971; Rodin & Janis, 1979; Monat & Lazarus, 1977; Rachman, 1978). Both field studies and laboratory experiments have indicated that these factors can increase the probability of sustained hypervigilance, although not in all circumstances. Considerable research is required to determine the conditions under which each of these factors has the expected detrimental effect as against a favorable effect or no effect at all.

Janis and Mann’s (1977) analysis of emergency decisionmaking emphasized time pressure as one of the major determinants of hypervigilance when people are exposed to serious threats of physical injury or death. Disaster studies indicate that panic, the most extreme form of hypervigilance, tends to occur when people perceive that danger is imminent and that escape routes are rapidly closing off. That is to say, people facing danger are likely to become hypervigilant if they expect to be helpless to avoid being victimized unless they act very quickly. Under these conditions, the most extreme instances of cognitive impairment, poor judgment, and maladaptive impulsive decisions are likely to occur. There is even some evidence suggesting that when people are told that a disaster is expected to strike within a few minutes, their frantic escape attempts are so unrealistic that they increase rather than decrease the danger and that most poeple would be better off with no warning at all (Fritz & Marks, 1954).

In a series of laboratory experiments that confronted subjects with the threat of painful electric shocks, Kelley and his co-workers (1965) found that paniclike reactions resulting in entrapment were likely when subjects were under extreme time pressure. The findings indicated that when fear is aroused in a threat situation that allows only a short time for escape, people frantically take action without regard for the available opportunities that would enable them to escape successfully.

Janis and Mann (1977) postulated that the hypervigilant pattern is fostered by deadline pressures whenever people must take action to avert a threatened loss, whether it concerns their personal safety, career goals, social or financial status; or other important values. At a time when decisionmakers are in a state of acute decisional conflict because of the perceived risks entailed by whichever available course of action is chosen, the likelihood that they will become excessively preoccupied with the threatened losses and will display the other symptoms of hypervigilance increases if they receive information about an impending deadline that leads them to believe that they have insufficient time to search for a good solution. Under these pressing conditions, people become indiscriminately receptive to rumors about terrible things that might happen. They fail to take account of evidence indicating the improbability of exaggerated dangers, vacillate as they try to avoid each of the risky alternatives that could lead to catastrophe, and finally choose hastily whichever course of action appears at the moment to be least dangerous.

Some persons may be under constant time pressure as a result of either situational demands that create an overloaded daily schedule of urgent obligations or personality predispositions or both. Whatever the cause may be, such persons can be expected to become hypervigilant much more readily than others in response to warnings and approaching deadlines, which leads to ill-considered decisions that are frequently followed by postdecisional conflict and frustration. It is noteworthy that a chronic sense of time urgency has been found to be a major component of type A personalities, who are at high risk with regard to coronary heart disease (see Glass, 1977).

The combination of sudden, unexpected threat, with extreme time pressure to avert the danger, appears to be one of the conditions that most consistently fosters a state of hypervigilance, in which people are likely to commit themselves impulsively to courses of action that they soon will have cause to regret. This treacherous combination is most likely to occur, according to Janis and Mann (1977), when decisionmakers have failed to react vigilantly to earlier warnings about the threat. When reactions to initial warnings take the form of defensive avoidance rather than vigilance, people ignore the warnings, fail to search for relevant information, and do not adequately appraise the risks entailed by the alternative courses of action. They evade decisional conflict by shifting responsibility for the decision to someone else, by procrastinating, and/or by constructing wishful rationalizations that bolster the least objectionable alternative, which results in their minimizing the losses to be expected. As Figure 5-1 indicated, this defective coping pattern is most likely to occur when people in a state of high decisional conflict about the risks entailed by choosing any of the available alternatives have little hope of finding a satisfactory solution.

When defensive avoidance is the dominant pattern, decisionmakers remain inattentive to corrective information until they are confronted by a dramatic threat that catches them by surprise, which sets the stage for a hypervigilant reaction. The same thing is likely to happen if decisionmakers misunderstand or fail to grasp the significance of earlier warnings and, as a result, feel genuinely unconcerned about the risks or dangers that might lie ahead. This pattern of unconflicted inertia leaves decisionmakers just as unprepared for sudden bad news about threats of serious losses as does defensive avoidance. Unconflicted inertia and defensive avoidance in response to early warnings about a given threat can be regarded as psychological reactions that increase the probability of hypervigilance in response to a subsequent confrontation with the danger.

PREVENTION OF DEFECTIVE COPING PATTERNS

In recent years a variety of psychological techniques have been designed to prevent the onset of defective coping patterns in threatening situations or to minimize such reactions if they already exist. These include benign preexposure to the threatening situation, stress inoculation via preparatory communications, and controlled breathing and relaxation procedures designed to moderate physiological responses to emotion arousing situations. Studies of these techniques, although seldom sufficiently well controlled to provide definitive results, have suggested that each of them is at least partially successful for some people in some circumstances (Janis, Defares, & Grossman, 1982).

The conflict-theory analysis of decisionmaking (Fig. 5-1) leads us to expect that counseling can be an effective aid to making decisions under stressful conditions insofar as it counteracts the conditions underlying defective coping patterns and promotes the psychological conditions conducive to vigilance. A number of interventions have been developed for this purpose, including an awareness-of-rationalizations procedure, new forms of role-playing in structured psychodramas, and a balance-sheet procedure to induce awareness of the full range of consequences (Janis & Mann, 1977).

Perhaps the most promising type of intervention for fostering a vigilant approach to recurrent threats that are likely to be disruptive and demoralizing is stress inoculation. This technique is usually applied shortly after a decision has been made but before it is implemented. Inoculation for emotional stress involves exposing the decisionmaker to preparatory information that vividly describes what it will be like to experience the expected negative consequences of the chosen course of action. Preparatory information functions as a form of inoculation if it enables the person to increase his or her tolerance for postdecisional stress by developing effective reassurances and coping mechanisms (Janis, 1958, 1971; Meichenbaum, 1977; Meichenbaum & Turk, 1976). This type of intervention is called inoculation because it may be analogous to the process whereby antibodies are induced in response to injections of mildly virulant toxins.

The underlying principle is that accurate preparatory information about an impending crisis gives people the opportunity to anticipate the loss, to start working through their anxiety or grief, and to make plans that will enable them to cope more adequately. The psychological processes stimulated by preparatory information include correcting faulty beliefs, reconceptualizing the threat, and engaging in realistic self-persuasion about the value of protective action, as well as developing concepts and self-instructions that enable the person to deal more effectively with setbacks (Janis, 1971, 1982).

We would expect stress inoculation procedures to be effective for any decision that entails severe short-term losses before substantial long-term gains are attained. Most decisions concerning personal health problems belong in this category because they usually require the person to undergo painful treatments and deprivations before his or her physical well-being improves. Much of the evidence concerning the effectiveness of stress inoculation procedures has come from studies of such decisions—voluntary submission to abdominal surgery, painful medical treatments, and the like. Correlational results from Janis’s (1958) studies of surgical patients indicated that those who received information about the unpleasant consequences beforehand were less likely to overreact emotionally to setbacks and adverse events during the postdecisional period. Supporting evidence has come from a number of controlled field experiments with people who decided to accept their physicians’ recommendations to undergo surgery (Egbert, Battit, Welch, & Bartlett, 1964; Johnson, 1966; Schmidt, 1966; Schmitt & Wooldridge, 1973; Vernon & Bigelow, 1974). These studies indicated that when physicians or nurses gave preoperative information about the stresses of surgery and ways of coping with those stresses, adult patients showed less postoperative distress and sometimes better recovery. Positive results on the value of stress inoculation also were found in studies of childbirth (Breen, 1975; Levy & McGee, 1975) and of noxious medical examinations requiring patients to swallow tubes (Johnson & Leventhal, 1974). Field experiments by Moran (1963) and by Wolfer and Visintainer (1975) with children on pediatric surgery wards yielded similar results.

A completely different area, that of work decisions, also has produced evidence that stress inoculation can dampen postdecisional conflict and minimize the tendency to reverse the decision when setbacks are encountered. New employees who are given realistic preparatory information at the time they are offered the job, or immediately after they accept the job, are more likely to stay with the organization (Gomersall & Myers, 1966; Macedonia, 1969; Wanous, 1973; Youngberg, 1963).

All these findings support the conclusion that many people will display higher stress tolerance in response to undesirable consequences if they have been given advance warnings about what to expect, together with sufficient reassurance, so that fear does not mount to an intolerably high level. There are exceptions, of course, such as neurotic personalities who are hypersensitive to any threat cues. But such considerations do not preclude the possibility that techniques of stress inoculation might be developed and used by decision counselors to help mitigate the impact of a wide variety of anticipated postdecisional setbacks, especially when the chosen course of action requires undergoing temporary losses in order to achieve long-term goals.

Meichenbaum’s (1977) stress inoculation training program involves three main steps: (1) discussing the nature of stress reactions to provide clients with a conceptual framework and to motivate them to acquire new coping skills; (2) teaching and inducing rehearsal of coping skills—such as collecting information about what is likely to happen and arranging for ways to deal effectively with anxiety engendering events; and (3) encouraging the client to practice and apply the newly acquired coping skills to stressful conditions, by means of either role-playing in imagined stress situations or actual exposure to real-life stresses. This type of training has been found to be at least partially successful in increasing adherence to a number of stressful choices, including decisions to reenter phobic situations (Meichenbaum & Cameron, 1973) and to undergo pain (Turk, 1975). Some negative results, however, were reported by Girodo and Roehl (1976) for the decision to travel by plane by college women who were afraid of flying. After reviewing the positive and negative outcomes of studies employing stress inoculation training, Girodo (1977) suggested that the successful components are those that induce the person to reconceptualize the threat into nonthreatening terms and that all other self-statements serve merely as attention diversion mechanisms. Any such generalization, however, gives undue weight to a limited set of findings and is premature until we have well-replicated results from a variety of investigations that carefully test the effectiveness of each component of stress inoculation. It remains for the next phase of research to determine which components are the necessary and sufficient ingredients for promoting effective coping in stressful situations.

Related types of psychological intervention also need to be investigated, especially those that may help people to reconceptualize the stresses engendered by a stressful course of action, such as going through with a divorce, a drastic career change, or a surgical operation. For example, an effective coping device developed for use by counselors in hospitals and other medical settings by Langer, Janis, and Wolfer (1975) involves encouraging an optimistic reappraisal of anxiety provoking events to build up the clients’ realistic hopes of dealing effectively with whatever suffering or setbacks might be encountered.

By inducing people to arrive at an accurate blueprint of the consequences that might be in store for them and of the coping resources at their disposal, decision counselors should be able to help clients build a basic attitude of self-confidence, maintain a vigilant approach throughout all the stages of decisionmaking, and develop realistic reassurances. This type of reassurance can have a dampening effect whenever a postdecisional setback occurs that otherwise might evoke a high degree of stress, resulting in defective coping reactions.
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