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“Complete waste of time.”


—Attila (“The Hun”)







“Would not recommend this book for senior political leaders or career-minded executives.”


—Nic Macchiavelli







“Schwartz provides step-by-step instructions on manipulating people and wielding power. I applied it in dealing with the public and senior government leaders. Could have used more content on healing and religion”.


—Grigori Yefimovich Rasputin







“Fearless Leader burned book as no help in catching moose and squirrel.”


—Boris Badenov and Natasha Fatale







“The author still has his head after that book about Napoleon?!”


—Robespierre







“Loved the chapter on manipulation. Helter Skelter, man.”


—Charles Manson







“Not a good book.”


—His Excellency, President for Life,
Field Marshal Al Hadji Doctor Idi Amin Dada, VC, DSO, MC, CBE,
Lord of All the Beasts of the Earth and Fishes of the Seas and
Conqueror of the British Empire in Africa in General
and Uganda in Particular







“Humph! As Schwartz points out, we all have our jobs to do. Too many snarky comments about bureaucracy! I value my place in the boss’s hierarchy and feel a deep sense of belonging.”


—Beelzebub, Prince of Hell, Gluttony Department







“I’m not sure I get the point.”


—Vlad the Impaler
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For business leaders like me,
who are sincerely trying to do the right thing,
but aren’t always quite sure what it is.


   









The doer cannot apprehend who the powers are whose emissary and acting agent he is; he must nevertheless be aware that the fullness of the world’s destiny, namelessly interwoven, passes through his hands. 


—Martin Buber


And Heaven have mercy on us all—Presbyterians and Pagans alike—for we are all somehow dreadfully cracked about the head, and sadly need mending.


—Herman Melville
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Foreword


by Gene Kim


I have always admired the writings of Mark Schwartz—maybe it would be more accurate to say that I envy his writings because I know that he’s written things I am simply incapable of writing.


However, when Mark mentioned that he wanted to write a book on ethics a year ago, I likely just smiled politely and said, “That’s great!” Internally, my real reaction was, “How utterly unexpected and odd—hopefully, he’ll move quickly through this phase and do something more useful.” 


To my surprise, he not only finished the book but, after I read it, I found it to be one of the most astonishing and rewarding books I’ve read in a long time.


Neither should have been a surprise—and, had I understood more fully what ethics, morality, and philosophy actually were, I should have known that I would love this book. Here is my attempt to convince you why this book might be important to you, despite a title that might not bring to mind a problem you currently have.


First, I think many will agree that, as leaders, we live in a time when we are tasked with solving an unusually high number of novel problems and dilemmas, all of which are highly ambiguous and dependent on context. We should value tools that we can use to get results we can all be proud of, recognizing that organizations and people are truly messy things. And maybe that requires re-examining the fundamentals of why we do what we do.


Second, philosophy might give us some very useful tools.


The Oxford English Dictionary defines philosophy as “the study of the fundamental nature of knowledge, reality, and existence, especially when considered as an academic discipline.” It defines ethics (which is in the book title) as “moral principles that govern a person’s behavior or the conducting of an activity.” Morals are “a person’s standards of behavior or beliefs concerning what is and is not acceptable for them to do.”


After reading this book, it reminds me that one of the things I loved listening to most over a decade ago were the episodes of “Philosophy Talk” I would hear driving home from work. I loved how Drs. John Perry and Ken Taylor were able to precisely decompose and discuss important problems with intelligence, clarity, and incisive wit—which they became famous for.


Third, to help teach us, it’s helpful that Mark is not just a philosopher; he’s also an accomplished leader and business historian. (Note that I am merely ascribing these skills to him, not asserting any professional credentials.)


He takes us on an astonishing journey to understand why organizations behave in the way they do. Technology leaders all confront the challenge of leading organizations to achieve a goal—and they are often in a situation that requires changing how an organization works. As is often said, “To change something, you must first understand it.”


After reading Mark’s book, I started to realize just how much I didn’t understand. This book will take you on a wild ride, and you will learn so much to help you understand things so that you can better change them.


•Philosophy


•Platitudes and their origins


•History of management systems


•The nature of the self and how we act and in purpose of what


•Self-improvement


•Business history


•Theory of the firm


•Macroeconomic theory


•Accounting principles


•Nature of personal relationships


•Platitudes to policies to procedures


•Examining the differences between work vs. play




Last, this book has made me rethink the value of platitudes. Over the last several decades, I’ve always had an aversion to platitudes, those trite or prosaic statements that are often cliché. They strike me as meaningless statements, such as “buy low, sell high.” It is undoubtedly a correct statement but not prescriptive enough to give readers any value. I think my aversion to them has served me well, as a researcher and author.


This book does not just state platitudes but gives their origins, puts them into taxonomies, shows concrete examples of processes that enforce them, and provides excuses you can give to your lawyer when you are prosecuted for not following them. This book truly forces one to examine many topics from first principles.


As such, I’m sure this book is not for everyone—but for anyone who wants to more deeply understand how and why people and organizations work in the way they do, I recommend this book.


(Another reason I love this book: I love order. I love that I can go into a grocery store almost anywhere in the world and a banana will always have a 4011 sticker—and I learned that means I am likely a Deontologist, but I also learned what the benefits of being a Contractarian, Virtue Ethicist, or Consequentialist are.)


In fact, I believe in fifty years this book will be required reading for undergraduates—it will be loved by the university professors (or whatever they’ll be called then), and it will be equally despised by the students who need to fully understand its concepts. But it will be beloved by leaders who want to truly lead.


—Gene Kim
Portland, OR
2023


   





Preface


May I be forgiven the discovery that all moral philosophy so far has been boring and was a soporific and that “virtue” has been impaired more for me by its boring advocates than by anything else.


—Nietzsche, Beyond Good and Evil


A learned man must be broad and resolute, for his burden is heavy and the journey is long. He takes true goodness as his burden: Is that not indeed heavy? And only with death does he stop: Is that not indeed long? 


—Confucius, Analects


If there’s an elephant in the room, it must be chased out quickly or it will leave a bad smell. I’ll do so in Chapter 6, but some preliminary tidying is in order here.


Each of my books demanded to be written as I was working on the previous one. My first book, The Art of Business Value, had a chapter on the CIO’s role in determining what is valuable to a business. That deserved a book in itself, so A Seat at the Table: IT Leadership in the Age of Agility forced its way into my word processor. In that book I gently hinted that business and IT folks needed to talk to each other more. The readers—many of them IT folks—agreed but suggested that I deliver that message to the business leaders as well. I tried, and the result was War and Peace and IT: Business Leadership, Technology, and Success in the Digital Age. It hit me then that every one of my books made a strange claim that bureaucracy creates business value, and since readers probably didn’t believe me, I would have to explain myself with The (Delicate) Art of Bureaucracy: Digital Transformation with the Monkey, the Razor, and the Sumo Wrestler.


Wouldn’t you know it? In that book I had a cryptic sentence about how bureaucracy is a kind of ethics. I was committed. I’d have to write another book. The problem: I’m uniquely unqualified to write a book about ethics. Yes, I have a master’s degree in philosophy. But ethics classes were the ones I slept through. I thought anyone who’d written about how I should behave should have found a better way to use their time, perhaps sleeping through their metaphysics classes. Why should I listen to Immanuel Kant telling me what to do, anyway? No one else did. Ethics is the COBOL of philosophy—lots of words, little result, mostly ignored, well past its expiration date in Y2K.


On top of that, everyone else seems to be writing about digital ethics, and they all seem to be angrier than me. They also seem to have qualifications—they’re AI specialists writing about ethics in AI, privacy specialists writing about privacy ethics, cybersecurity experts writing about cybersecurity ethics, veterinarians writing about cat ethics, pasta experts bringing food to the ethics party. 


Every genre of writing has its conventions, and books on ethics have high standards for fear-mongering, soberness, seriousness, smugness, and—damn it—authorial qualifications. I’m sure there’s value in all that, but it just wasn’t me. So, what could I bring to the conversation that was new? 


It occurred to me that maybe that in itself was the right angle; maybe I could write from the point of view of someone with only a soupçon of anger, trying to think through difficult ethical issues, as puzzled as anyone else, figuring out as I went along what I was supposed to have learned in graduate school. I could bounce back and forth between the point of view of a consumer and that of a business leader, between that of a technologist and that of a Luddite, between someone who amuses himself by making little jokes and someone who was serious about healing the problems of the world.


Instead of writing about evil, greedy tech companies with foosball tables and free soft drinks in their offices, I could stick to the subject I’ve been writing about for years: how large organizations with built-in dysfunctions (they all have them) who are trying to do a digital transformation (whatever that is) can think about ethical issues (that they were probably ignoring). The stuff they knew in the back of their minds they probably would need to deal with after emptying the inbox, escaping from the endless budget review meeting, or finding a new coffee shop after the one they’d been going to closed during the pandemic.


Others were writing about evil tech companies and how their executives were pushing people out of the way so they could grab places at the front of the line for admission to the place of fire and brimstone. But—I don’t know—it seems way too easy to bash companies that are generously donating greenhouse gases to the atmosphere, educating the public on making explosives at home, and playing hide-and-seek with their privacy preferences pages. What if I wrote a book for the ordinary companies, the traditional ones who were weathering a squall of rapid change and felt tossed about and soggy? 


That leads us to the odorous elephant in the drawing room. As I said, when there’s a pachyderm snuffling around your salon, you’d better get rid of it before it sits down in your favorite armchair with a Nespresso and your first-edition Kierkegaards. 


The elephant: I work for Amazon, which, some believe, is a company that needs an attitude adjustment. How can I be qualified to write a book on ethics?


In answer, I’ll repeat that I’m not qualified, so that’s that. Anyway, I’m not going to talk about my company at all. I’ll write about traditional enterprises that are trying to adapt to the digital age, not the gingerbread man companies scooting ahead and turning back now and then to mock them for being slow. I don’t plan to offer any views on my employer except to say that—like any intelligent and aware employee of any company—there are things I agree with and things I don’t. If I thought my company was evil, I wouldn’t work there. If you think that makes me a miserable, unprincipled baby-eater, please read the book anyway because you’re just making an argumentum ad hominem.* I still might say some interesting things about ethics—and besides, I’ve used a Latin phrase, and that usually settles philosophical arguments. In any case, the views in this book are purely mine, not those of Amazon or—I am fairly certain—anyone else on the planet.


There, pachyderm disposed of, and just in time.


Ethics is hard to talk about. I wrote this book knowing that no matter what I said, it would probably make people angry. The typical book on ethics takes a position that the author feels self-righteous about, pronounces self-righteously on it, and assumes that people who disagree are going to buy a different book. I favor nuance and conversation, as you might know from my bureaucracy book, and I’m going to try to write that way.


I know, the apocalypse is coming, and this book will not be opinionated enough to stop it. But that’s no reason not to read it. Harry Potter isn’t going to stop the apocalypse either. Okay, maybe that’s the wrong example. Fifty Shades of Grey is not going to stop the apocalypse, and I know you’ve read that. It’s okay, I won’t tell anyone. I value your privacy (see Chapter 9).


An authorial trap when writing about virtuous behavior is to imply that a virtuous person is a person exactly like them. When I start to list virtues in later chapters, they might sound like precisely the virtues I believe myself to have. If anything like that happens, it’s just coincidence, and anyway, I’m the author.


If you disagree with anything I say, feel free to blame my parents. It’s certainly not my fault. Or maybe my grade school teachers, including Ms. Garfinkle, who said I wasn’t participating enough in class. I’m participating now. Eighty-plus thousand words. So there.


In any case, I’m going to puzzle through this ethics thing, and I’d appreciate your company for the journey.


—Mark


   






*Argument against the person, rather than the substance of the discussion.








Introduction


Happiness lies in conquering one’s enemies, in driving them in front of oneself, in taking their property, in savoring their despair, in outraging their wives and daughters.


—Genghis Khan, quoted in Witold Rodzinski’s The Walled Kingdom


Not to speak of the stupidity of moral indignation, which is the unfailing sign in a philosopher that his philosophical sense of humor has left him.


—Nietzsche, Beyond Good and Evil


Is it okay to kick a robot dog?* Should robots be free to choose the work they prefer? Do we need to be polite to artificial intelligences? Should Dave have unplugged HAL’s circuit boards in 2001: A Space Odyssey, given that it was causing HAL to sing that atrocious song? 


These are great questions, and I shall do my best not to answer a single one of them in this book. Instead, I’ll focus on mundane questions like why we work, how we should live, and who wins when Frankenstein’s creature fights Gary, the tooting gingerbread man.†


Take a deep breath. We’re going to talk about ethics.


You may be nervous reading a book on ethics because you worry that I’m going to call you out on the naughty things you’ve been doing, the principles you’ve compromised for convenience, the nagging doubts you haven’t had time or will to face. Or perhaps you’re eager to read it because you hope to bask in warm, righteous feelings as I say things you already believe. I know you want to hear some snarky criticism of big businesses and governments. I see you—nodding like the bobblehead dolls in one of my earlier books.1


If any of that’s what you expect, you may have chosen the wrong book, but feel free to read it anyway and then use colorful language complaining. I value your feedback. You see, I fully respect your sense of what’s right and what’s wrong, what your parents and your teachers and your role models and Big Julius, the bully down the street, taught you about morality. I try hard not to quarrel with Big Julius, your spiritual advisors, my ethics professors, or anyone bigger than me. People have strong feelings about the issues I’ll take up, and rather than preaching, I’ll try to lay down a basis for discussion. That said, I think you’ll find that I’m manipulatively sneaking in radical ideas right up until Chapter 8, where we get to the part that says manipulation might be bad.


This book is about ethics in what people call digital transformation or enterprise transformation, terms that will probably be found wandering the streets in confusion, occasionally bumping into each other, by the time this book appears on an Amazon.com product page. They’re terms that might have been meaningful for a moment or two before companies started using them in their press releases or promising them to their investors. What I mean by digital transformation is this: 


Something has been changing in the business world, brought on by advances in technology, emerging ideas about good ways of working, new generations of workers and consumers arriving in the marketplace with different values, and changes in government regulation and geopolitics. Large, traditional enterprises like banks, healthcare companies, and even government agencies are trying to learn from more nimble and disruptive digital native businesses, and finding it confusing and stressful. 


I know it’s confusing and stressful because in my work I meet with the leaders of those companies and I find them confused and stressed. When someone mentions the cloud or becoming data-driven they suddenly need to leave the room for an urgent phone call. I’m writing this book to lower their blood pressure and help them succeed with whatever it is they mean by “digital transformation.” Think of it as my contribution to improved healthcare outcomes. That’s why I’m going to focus more on the everyday issues of digital business ethics rather than on the sexy issues like the apocalypse that will be upon us if we don’t decide right this moment whether it’s okay to let artificial intelligences attend company meetings and draw random doodles out of boredom.


What does ethics have to do with digital transformation? I will argue that one reason digital transformation is so difficult is that it involves a change in ethical outlook, one that goes deep, and that a company cannot succeed in this transformation without adjusting its fundamental values. Company leaders find themselves with one foot stuck in the bureaucratic world of traditional enterprises and the other foot desperately trying to plant itself in the always-moving digital world.


I often talk to enterprise executives about the “cultural change” that must accompany digital transformation. Part of what we’ve been calling cultural change is actually this shift in values. Of course your organization resists digital transformation—how much more could you displace people’s cheese than by asking them to change their deeply held moral beliefs around cheese displacement?


Traditional enterprises, I’ll show in the next chapter, are based on bureaucratic principles. I don’t mean just that they have annoying bureaucracy, but rather that deep in their structures and their ways of thinking lie principles of bureaucracy. And bureaucracy, as I said in my last book,2 is an ethics. Bureaucracy’s ethical principles are so deeply embedded that we don’t notice them any more. But digital ways of working incorporate a rather different set of values and moral principles. 


You might not have noticed that your work takes place in an environment structured with ethical assumptions. I want to drag those assumptions out of their hiding places and scrutinize them. I want to think through some moral puzzles with you, rather than pretending I have the answers. And I want to suggest that just as digitally transforming an enterprise is hard, so is making responsible moral decisions. In fact, there’s a connection between the two.


Little Questions and Big Questions


So, is it okay to kick a robot dog? How will we control artificial intelligence once it becomes smarter than the average politician? I’m not sure I care. Or, more precisely, I don’t see these as meaningful questions given what we know today. I fear that the big, dramatic issues like generative AI labradoodles as pets and unprotected avatar sex that get all the attention in the press are distracting us from more immediate ethical issues.


With just a bit of reflection on our lives as consumers rather than as business leaders, the real issues stand out like transistor radios in a metaverse. As a consumer I don’t care much about robot dogs—but I do care that companies, some of which I do business with, actively try to mislead me. I care that subscription services make it hard for me to unsubscribe. Airlines and cable companies are pretending to be close friends of mine, and if there’s one thing I’ve learned in my adult life, it’s that they are not. I have more than a little discomfort with white collar criminals committing white collar crimes and being punished with just a few nanoseconds in white collar prisons. 


I’ve got a bunch of envelopes in front of me now saying things like “Open immediately! Important information about your account enclosed,” or “Congratulations! You qualify for an EXCLUSIVE offer!” when they don’t contain information about my account and the offer isn’t exclusive. Later today I’ll find myself listening to a phone system that says “Your call is important to us. We’re experiencing higher-than-expected call volumes, but please stay on the line.” It’s hard to understand why they don’t expect those high call volumes, because their phone message has said that for years. We call that lying where I’m from (Earth).


Look—there are workplace versions of Big Julius the bully. Rasputin Inc. is trying to manipulate me into spending my days mindlessly clicking on dancing frogs or listening to people I don’t know humbly bragging about how honored they are to be named the most vegan left-handed software developer in the Frankenville metro area for 2022. People are committing statistics all around me, and I’m exhausted from being k-means-clustered every hour of the day. 


Frankenstein is getting all the press, while the gingerbread man is running around on the loose. 


Right From Wrong


Are you going to preach at us?


No. The truth is that I’ve failed at ethics.


You’ve acted badly?


No, that’s not what I mean. I mean I studied philosophy for a master’s degree but found ethics boring. I wanted to do metaphysics and ontology. A philosophy snob.


But somehow you’re confident enough to write a book on the subject?


I have some doubts. About my expertise. I worry.


Examples, please?


Eduardo


Eduardo worked for me as one of a team of three technical specialists. One day the other two came to me complaining that Eduardo was violent and threatening, and that they were afraid to work with him. Eduardo was tense and wound up; his body language was disconcerting; he stared at them intimidatingly; he kicked the walls of his cubicle. 


I met with Eduardo to ask what was wrong—nothing, he said—and to formally document the complaint and the conversation. The next day, I was called into the office of the furious CEO. “Are you planning to fire Eduardo? Is that why you asked him those questions?” Eduardo, I knew, had a close relationship with the CEO that went back long before I joined the company. “Eduardo told me that he’s just angry because of the way you treat him. It’s your fault! I forbid you to fire him!” 


That was strange—to be forbidden to fire one of my employees, one who might be endangering his coworkers. But I had to reflect on what the CEO had said: perhaps there was a problem with my leadership. And Eduardo was pretty much the only Latinx employee anywhere near our IT department. Was it possible that some stereotyping was going on—you know, some “violent south-of-the-border” character that people were projecting on him?


I didn’t do anything. Several weeks later the head of HR found me in a meeting. “Come with me,” she said. I followed her out into the hall. 


“You’re going to come upstairs with me right now and fire Eduardo.” 


“What happened?” 


“He just got up in a coworker’s face, stared him down, yelled at him, and then gave him a push that sent him flying across the room. Witnesses saw the whole thing.” 


“But the CEO told me I’m not allowed to fire him.” 


“I don’t care. I’ve already told him you have to.” 


So I did. The CEO continued to blame me. But had I improperly endangered the other employees by not doing anything about Eduardo in the first place?


Mary 


In another role, I was working closely with a business peer on a project she was leading. We were in a touchy—some would say toxic—environment, with lots of secrets, hidden agendas, complicated dynamics. Mary and I had developed a close working relationship where we helped each other by sharing everything we knew about these organizational politics and collaborated on trying to make sense of our environment. Sharing information made life more tolerable for both of us. 


One day the head of the organization invited me to her office for a talk. (Notice the pattern of closed-door meetings. More on this later.) Mary’s project wasn’t going well, and the executive blamed it on Mary’s leadership. She was going to dismiss Mary from her role and put me in charge instead. The executive also told me that, of course, I wasn’t to tell Mary about this. She wanted to tell Mary herself and wasn’t planning to do so until she figured out where to assign Mary next. She was telling me in advance only so that I could prepare.


Weeks passed and she still didn’t talk to Mary. Mary continued to assume that I was sharing everything I knew with her. The executive said she needed more time. When she finally told Mary that I’d be taking over the project, Mary was predictably furious—at me, for being in on the “plot” and not telling her what was going on. She was right, too—I had thoroughly violated an understanding that we’d had. Once our trust had been destroyed, it was natural for her to suspect that I’d plotted her dismissal from the first to get myself put in charge of the project.


Alec 


Early in my career, while I was still an undergraduate, I was one of five summer interns working at a large company. It was still early days in corporate information security, and for convenience the company had all five of us sharing a single login account. (Don’t do this.) One day Alec, a fellow intern, showed me how—due to the company’s lax security—he’d been able to get access to a file of employee passwords. He wasn’t planning to do anything malicious with it; he just wanted to make a point about how bad the company’s security was and show off his hacking skills.


The company’s security wasn’t as bad as we thought. He’d triggered some sort of alarm, and the security team figured out that the password file had been compromised—by someone using our shared login account. They suspected it was me, because—you won’t believe this—I had a tiny reputation as a troublemaker.


They interrogated each of us individually, and I was the first. They asked if I was responsible for the break-in, and I truthfully said no. They asked if I knew who had done it, and I untruthfully said no. I thought about it this way: Alec, who I believed was honest, would tell them he had done it, and I thought he should be the one to tell them. I was also angry that they suspected me, because this was actually something I’d never do—I don’t have that hacker personality—and they should know me well enough to realize that. It wasn’t fair to put me in this situation, since it was their own security flaws that were responsible. So I said I didn’t know.


Later, I was surprised to find out that Alec had denied it. He told me it was because his father also worked for the company—that was why he’d been given the internship—and he was afraid it might compromise his father’s position. That left the suspicion on me. But it was too late to enlighten anyone—it just would have brought to light my original lie.


Ethics


These were just things that came up during the course of working and managing. None of this sexy, biased-AI, peddling-people’s-data stuff. There are a few important points to notice. First, these situations were highly ambiguous, at least to me, at least at the time. There was no good option, as far as I could see, and no clear basis for making a decision. No unambiguous rule I could follow that would relieve my responsibility for choosing. Today, I’d still have trouble telling you what was right. 


We usually think of business ethics in terms of evil, smirking billionaires doing vile things like defrauding grandmothers and feeding people carcinogenic rigatoni. But most ethical challenges in business are just situations where there are competing ethical demands, and we have to choose between them. In the case of Eduardo I had a duty to protect employees and a duty of fairness to Eduardo. In Mary’s case I had a duty to safeguard a secret I’d been told in confidence and a duty to be candid based on a prior relationship. In Alec’s case I had a duty to tell the truth and a duty to annoy my employer. The challenge of everyday ethics is to resolve competing obligations.


Greek tragedies taught that the demands of the gods are contradictory and our obligations are ambiguous. Choosing to obey one god’s demand does not relieve us of our other duties—and it makes the other gods angry. As the philosopher and political theorist Isaiah Berlin put it, “The world that we encounter in ordinary experience, is one in which we are faced with choices between ends equally ultimate, and claims equally absolute, the realization of some of which must inevitably involve the sacrifice of others.”3


Ethics is the field that tries to answer questions like “What ought we to do?” Or, more broadly, “How should we live?” or “What does it mean to live well?” (to “flourish,” in ethics jargon). Pay special attention to those words “ought” and “should.” Most disciplines concern themselves with fact—what is the case. Ethics is the discipline that deals with what ought to be the case. Mathematicians don’t ask whether two plus three ought to equal five. Physicists don’t ask whether everything ought to travel slower than light in a vacuum. Ethics is different. 


But how do we know whether we “ought” to do something, or to refrain from doing something (to “ought not” do it)? And how can we convince someone else they ought or ought not? We have ways to demonstrate what the sum of two and three is; ways to show that nothing moves faster than light; thermometers can measure temperature, cameras can capture events. But how can you prove an ought, convince someone of an ought, or even know what you or someone else should ought?


The eighteenth-century philosopher David Hume famously pointed out that you can’t logically derive an “ought” from an “is”‡—according to “Hume’s Law” or “Hume’s Guillotine,” no amount of reasoning based on facts can get you to an “ought,” unless you secretly introduce a premise that has an ought in it. Though there are philosophers who disagree with Hume, on the face of it he has a point. I’m not talking about the challenge of moral relativism—the observation that people in different cultures seem to have different oughts—but noting that even within a single society, it’s hard to prove or know with assurance what the oughts ought to be.


It’s common to frame ethics in terms of rules—the sort of shalts and shalt nots that we’re familiar with from the Bible and our kindergarten teachers. Should I murder someone? No, I ought not. There’s a rule against it. Should I give money to the poor? Yes, I ought. Rule of charity. Save the person sitting near me at the restaurant who seems to be choking, given that I know the Heimlich maneuver? Yes, I have a “duty” of benevolence. Display my middle finger to the driver behind me? No rule; it’s up to me, though in New York I ought.


But this kind of ethical thinking, the application of given rules, turns out to be only one of many ways of framing ethical questions. In fact, it didn’t become common until the Enlightenment—say around the eighteenth century. Wouldn’t you know it—the rules-based approach to ethics grew up more or less in tandem with rule-based bureaucracies in government and businesses. Coincidence it isn’t, and the consequences will be interesting when we look at the challenges of digital transformation in the first chapter.


Some people believe oughts come from divine revelation, perhaps inscribed on stone tablets. I won’t take that approach in this book, partly because not everyone accepts it and partly because ethics is concerned with logical justification rather than simple belief. There’s a certain circularity when you frame ethics with respect to revelation: essentially, you have to make a prior decision to accept revelation before the oughts can follow. In Plato’s dialogue Euthyphro, Socrates provokes poor Euthyphro, who has trouble keeping up with him, saying, “Is what is holy holy because the gods approve it, or do they approve it because it is holy?”4 Socrates asks annoyingly good questions.


Divine revelation also doesn’t seem to cover many ethical decisions we have to make today. For example, I’m not sure what the Bible tells me about whether a company should keep customers’ personal information private when law enforcement asks for it, or if I should have fired Eduardo and taken the consequences of my CEO’s anger. And not a damn thing about robot dogs.


Without religion, how do you convince people to act ethically?


We’ll get there. But speaking of that, it’s not like you’re my conscience, right?


God, no


What, then? Interrogator?


I prefer the term “co-expositor.” A partner, teammate, collaborator. You need my help—trust me on this.


It would be great if divine revelation told us exactly how to act, because it would relieve a lot of our stress. We’d consult the right stone tablet, scan the ten or so rules, and apply the one that fit. Unfortunately, as business leaders, we constantly find we have complex ethical decisions to make and no tablets to guide us. We struggle with new questions of diversity and inclusion, environmental sustainability, social responsibility, privacy, responsible AI, and ethical linguini sourcing that not even Immanuel Kant, who knew everything, gave us guidance on. 


The Apocalypse Approaches


It’s not that there aren’t any books on the subject. I’ll save you the trouble of reading them. Here’s what they say:


Bad things are happening! We’re in danger! It’s a slippery slope—today someone can predict whether you like your french fries crispy or mushy, so tomorrow the government may lock you up because they think you’ll someday jaywalk! Companies are out of control! Elephants are in the room! Technologists are ignoring the dangers of their technologies! We have to make ethical decisions right now, before it’s too late! Remember what happened with Frankenstein!


Then they cite some unrelated statistics to insinuate that our problem is dire. “Every day, the amount of new data produced is enough to fill the Grand Canyon with enough left over to take up the overhead racks on every flight where at least one reading light doesn’t work!” Finally, they present some vague and therefore hard-to-disagree-with but very strong opinions on whatever the author has very strong opinions on: “We must never never allow scary three-letter government agencies to gather data on how people like our sun-dried tomato capelli d’angelo sauce.”


I suppose ethics books sell better when they have that alarmist tone and element of surprise (“Gee—I never thought about that! What if a robot someday commands me to make paper clips?”). Some author with an undisclosed conflict of interest is telling readers how to behave. I’m not sure I have much to add on the dangers of paper clips, so, in full disclosure: this is not that kind of book.


All the same, you might want to know what kind of person I am. For the record: I do believe that the planet is plenty warm as it is,§ and I kind of like the species we have on earth today, especially sea otters, and with the exception of mosquitoes, so I see no advantage to mutants that thrive on carbon emissions. I do want there to be succeeding generations who can buy my books. I do believe that we need more diversity and inclusion in our businesses and Northern California yacht clubs. I don’t believe in companies using my private information to target ads for fingernail clippers at me. And I sure would like companies to take a more active role in solving difficult social challenges like homelessness and the proliferation of yoga studios.


It’s hard to accept that the future is largely out of our control. Alarmist books and articles are appealing because they imply that by planning appropriately, by addressing the questions now, we can gain that control. We were all taught, as we crossed the line from being fun teenagers to boring adults, that we need to plan. 


Unfortunately, in situations of high uncertainty and change, plans have limited value. No matter what stance we take today about whether it’s okay to kick a robot dog, we don’t really know whether robot kicking will someday be an Olympic sport and whether our intuitions today will still be our intuitions when robot dogs start biting our ankles. Think about social media twenty years ago. Who would have thought that social media would affect the self-image of teenage girls? That social media companies might block messages from presidents of the United States? It’s hard to talk about the course that disruptive stuff will take—because that’s what it means to be disruptive.


But that’s neither here nor there; there’s a monster on the loose.


Frankenstein and the Gingerbread Man


I’m curious—can you explain the subtitle? What’s this about Frankenstein and the gingerbread man? Is there a joke I’m missing?


If you don’t read the footnotes and the epigraphs, you might miss some jokes. But the point about Frankenstein is that metaphors matter when we’re framing ethical issues. People talk about artificial intelligence or genetic engineering as a Frankenstein monster—out of control, sociopathic, and malevolent. HE MUST BE DESTROYED before he destroys humanity as we know it! But what would happen if we thought of runaway AI as more like the gingerbread man?


What would happen?


I’ll get to that. But here’s a clue. Like Frankenstein’s creature, the gingerbread man escapes and runs away. But most of what he does while being chased is to make fun of his pursuers. HE MUST BE DESTROYED … well, because we want to eat dessert. He’s not very smart, so eventually he gets tricked into being eaten. In the Scandinavian version of the story, he’s a pancake. The frightening future of intelligent technology might be flattened dough.


Refining Our Metaphors


Anyway, it’s worth going back to Mary Wollstonecraft soon-to-be-Shelley’s novel Frankenstein to see what it actually says, because it says some useful things for our discussion here.


First, about Frankenstein: Frankenstein is not actually Frankenstein. I mean that Frankenstein is the name of the scientist, not the monster. In fact, there is no monster; Frankenstein’s creature is referred to as “the creature.” That’s “creature”—a word with the same root as “create.” He’s also called “fiend” and “wretch,” just as I am in some circles. And Frankenstein is not a doctor. He’s just referred to as Victor Frankenstein. 


The book is not about a monster who escapes from Frankenstein’s control. Victor is disgusted by the creature’s ugliness and disturbed that he has done something as unnatural as giving birth to an adult, so he runs away, leaving the creature to fend for itself. “Accursed creator! Why did you form a monster so hideous that even you turned from me in disgust?” it asks.5 The creature—really pretty ugly by anyone’s standards, since it’s made of other people’s body parts sewn together—has trouble making friends and finding love and swears vengeance on Victor after trying to negotiate with him to create a female companion. 


Frankenstein—Victor, I mean—has turned his back on his child, which was no more considered good form in 1819 than today. He’s refused to take on the obligations of creature rearing, including his responsibility for the creature’s ethical development. “The wicked are like God—they too do as they please,” says the sacred Tamil Kural of India,6 and Victor has indeed usurped the role of God—and, incidentally, of mothers. 


We learn about Victor’s moral failings—not the creature’s—as the wretch/fiend goes on his killing spree, much as we learn about our own biases as we examine the activities of our artificial intelligences. To read Frankenstein as the story of an escaped and evil creature and worry that AI might be his cousin is to miss the point.


While Victor remains a morally deficient human being, the creature becomes a better “person” as he learns empathy and kindness by observing other humans. This theme of the creature as Victor’s double runs throughout the book, much as the theme of artificial intelligence as our double, subject to the same biases and errors as humanity, runs through discussions on responsible AI. Even a superficial reading of Frankenstein suggests that we should hug our robots and artificial intelligences, not recoil from them. We should teach them to be kind. We should nurture them.


Frankenstein is a very personal book about the responsibilities of creators, written at a time when Mary Wollstonecraft was creating little human beings in the usual way with her kooky but apparently good-looking poet-boyfriend, Percy Bysshe Shelley. One of her babies had already died in its infancy, and she was about to lose two more. Victor is a caricature of a Romantic-era hero, as was perhaps—ahem—Percy himself. 


Frankenstein is a fable about creation—like entrepreneurial creation in our emerging digital world. Long discriminated against for his deformities, Frankenstein’s creature has been unfairly maligned, misnomered, and—you’ll agree—mis-mental-modeled.


The Gingerbread Man


The gingerbread man, unlike Frankenstein’s creature, does escape his creator—the cook. The tale begins when the birthday dessert she’s baking for little Billy jumps out of the oven and runs away. The cook chases the gingerbread man and is soon joined in the chase by her husband, a neighbor, a postal worker, and various other upright citizens, not to mention a dog, a cat, a monkey, and a fox. The gingerbread man not only outruns them but taunts them, turning back now and then saying “Run, run, as fast as you can. You can’t catch me, I’m the gingerbread man!”


At this point there’s some dispute about the historical record. In some accounts, a fox tricks the gingerbread man into riding across a river on his back and then eats him. According to other sources, the gingerbread man is finally caught and fed to Billy, who eats him one limb at a time (“Ouch! There goes my leg!”). In a related Eastern European story called The Kolobok, the fox tricks the Kolobok by praising his singing. In a German version, The Thick Fat Pancake, the pancake allows itself to be eaten by two hungry orphan children. In any case, the gingerbread man’s virtue—tastiness—is finally realized, to the benefit of humanity.


What if artificial intelligence is not Frankenstein’s creature but an escaped dessert, thumbing its nose at us comical, famished, slow-moving diners? A slice of pizza making fun of the sleep-deprived software developers coding their gradient descent algorithms?


Restatement of the Problem


If you’re following me—rather than chasing dessert—here’s what I’m getting at. Digital transformation requires that we change our ethical assumptions about business, assumptions we’ve long taken for granted, because they are largely inherited from legacy bureaucratic ways of thinking. If you don’t believe me, please suspend your disbelief until the next chapter, when I’ll explain.


Those ethical assumptions structure our everyday ways of acting in a business. Ethical decisions are not generally big-picture choices between good and evil—restraining Frankenstein monsters—but the scads of everyday, small matters that cross our desks or flicker up on Zoom. We struggle every day to manage conflicting imperatives, many of which arise because we are squatting in both the digital and bureaucratic worlds. 


Because innovation is such an important part of the digital world, we are constantly releasing little Frankenstein critters and ambulatory desserts into the world. Let’s not close our minds in fear but rather engage with them. It turns out that they have a lot to teach us—about ourselves.


Clarifications and Disclaimers


Before we go chasing pancakes, there are a few things I should clarify.


I’m going to use the terms ethics, morality, and values. Ethics, as I have said, is about how we ought to act, or how one should live a good life. Morality means the same thing. I vaguely remember a teacher way back drawing a pedantic distinction between ethics and morals, but today the terms are generally interchangeable. The word values refers to things we evaluate as good. If we value peace and harmony, for example, that means we think they are good things. Ethics is about how to get to the state that we value; what we ought to do that will bring about peace and harmony, or at least what behaviors are consistent with them.


I was born and grew up in the United States. I know that I can’t speak for everyone when it comes to ethics. Expect my background to show through.


Importantly, I haven’t worked much in highly manual jobs, factory work, unionized positions—stuff that is often called “blue collar.” I did work, for a while, behind the counter at a coffee shop and once, in a careless move, spilled hot coffee all over a customer in an expensive business suit. That’s all I’ll claim for my expertise. Activating my excuse that this is a book about digital transformation, I’ll focus on the white collar, office worker stuff.


This book is not about what is legal. The concepts of ethics and law are distinct, even if they are related. Fraud is illegal, but lying is not. The law says nothing about whether I should have told Mary about her pending demotion.


Laws get things wrong. Slavery was once legal in the United States, but it was never moral. In the 1600s, a woman convicted of being a “common scold” could be sentenced to the ducking stool.7 In 1912, the legislature in Saskatchewan, Canada, passed a law forbidding any white woman to work in any restaurant, laundry, or other place of business owned, kept, or managed by any “Japanese, Chinamen or other Oriental person.”8 The principles of the Nazi genocide were carefully translated into laws that deprived Jews of legal protections and legal status. These were all unethical laws.


If you still don’t believe that law and ethics are different, I’m more than overjoyed¶ because it gives me a chance to tell you about silly laws from around the globe. In Liverpool, it is illegal for a woman to be topless except as a clerk in a tropical fish store.9 In medieval Russia you could be fined for assaulting someone’s mustache.10 In parts of Washington State, it’s a felony to harass Bigfoot, Sasquatch, or any other undiscovered species.11


While ethics concerns itself with logical reasoning, some laws are exuberantly illogical: In 1897, the Indiana House of Representatives voted on whether to make the number pi equal to exactly 3.2.12 In the UK it’s illegal to die in the Houses of Parliament,13 and in Canada you can be imprisoned for life for rendering data meaningless.14 A proposed law in Kansas declared that “When two railroad trains meet at a crossing, each shall stop and neither shall proceed until the other has passed.”15


Ladies and gentlemen of the jury, law is not ethics.


What We’ll Cover


There are really two topics we need to cover: ethics in the workplace—that is, how people should behave when they’re working—and business ethics—that is, how businesses should behave. Some people think these are the same question; that a business is simply a collection of individuals, and if they behave well, then the business is behaving well. I’ll treat them as separate questions, though I’ll explain why some people would disagree with me.


Since I will suggest that ethical norms evolve and that the best way to learn about them is through inspecting and adapting, just as in Agile IT, I’ve divided this book into evolutionary sections: Primordial Muck (the building blocks for our digital ethics), Perilous Predators (the real problems of business ethics today), and Evolution (how we can face the future with a more adaptive approach). 


In “Primordial Muck,” I’ll set the stage for a discussion of the challenges in digital transformation ethics. First, I’ll explain what’s at stake in the shift from traditional enterprises to digital ones: what old values no longer apply and what new values are emerging. Then I’ll present some of the classic ways of framing ethical questions and assess which of them are useful today. My goal is to explore ways to ground ethical decisions, not to preach about what is right and what is wrong. I’m going to claim, though it might sound odd, that there are “adaptive” or “agile” ways of thinking about ethics. 


In “Perils and Predators,” I’ll explore some of today’s dilemmas. I will argue that we’ve lost sight of what the real questions are, partly because of all the hype around Frankenstein and big scary problems. I’ll focus on the areas where we must decide between competing ethical imperatives; where we are torn—often without realizing it—between traditional bureaucratic values and new digital values. For example: Are executives justified in investing in socially responsible initiatives despite their fiduciary duty to shareholders?


In “Evolution,” I’ll suggest that we learn to think differently about relationships with customers and employees. I will question one of the deepest assumptions of the emerging digital world—the idea of customer intimacy. Frankenstein’s creature and the gingerbread man will set us on the right path by explaining how to evolve digital norms by experimenting and learning. I’ll frame the ethics of digital transformation as a matter of cultivating and applying virtues rather than applying rules. 


Finally, I’ll put it all in the perspective of executive visioning: imagining a state of what philosophers call human flourishing. Once we envision it, we can use our managerial skills to get us there. Ethics is not just a matter of refraining from doing bad things. It’s a matter of building the world we want, and it’s the job of company executives.


Why Should You Read This Book?


There are lots of books on digital transformation, including four I’ve written. They’re great books—if you don’t believe me, read Napoleon Bonaparte’s foreword to War and Peace and IT.16 Unlike most technology books, they deal with important problems like selecting pasta, harpooning whales, and watching bobbleheads bobble. But while writing them I noticed that everything I was talking about was, in a sense, just surface indications of a deeper set of issues, the froth on the soup that hides the shifts in values that really are the meat and bones of digital transformation. Since ethics is hard, we’ve all been staring at the surface, stroking our beards and trying to look wise as we speculate on the pattern of the bubbles. This book will help you skim off the froth and see bone marrow bubbling underneath.


Ethics has become an important topic for businesses. Boards of directors and senior executives talk about ESG (environmental, social, and governance standards) and CSR (corporate social responsibility). These topics have emerged so suddenly that many executives find themselves lost figuring out what they should be doing—as opposed to what they should be saying—about ethics. 


Saying is easy. Here we go: “We are committed to the health of the planet and to employing a diverse workforce.” But how do you act on your oughts when you’re running a business and have angry shareholders chasing you around the company cafeteria with their proxy votes? When will those entitled Gen Z-ers ever be satisfied with what your company is doing, when it’s perfectly clear from your mission statement that your goal is to bring peace and prosperity to the world?


Forget robot dogs. We’ve got more acute problems.
   












*This disturbing question is found in AI Ethics by Mark Coeckelbergh, 54.


†Yes, there is a story about a tooting gingerbread man. See Tootin’ Tom, Gary the Farting Gingerbread Man.


‡A common paraphrase of Hume’s argument in A Treatise of Human Nature (book III, part I, section I).


§See the author’s Eversource electricity bills for July–August 2022.


¶See the chapter on bullshit for an explanation of overjoyed++.
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Ethics of Bureaucracies


The Challenge of Digital Transformation


Nothing is so painful to the human mind as a great and sudden change.


—Mary Shelley, Frankenstein


That a person stands there and says the right thing—and so has understood it—and then when he acts does the wrong thing—and so shows that he has not understood it; yes, that is infinitely comical.


—Kierkegaard, The Sickness unto Death


The typical narrative of digital transformation goes something like this: The pace of change in business is accelerating wildly. Unfortunately, most traditional businesses have organized themselves for stability and continuity, assuming that change will be rare and exceptional. They’ve concentrated on becoming as efficient as possible at what they’ve always done. They’ve formalized processes, set up governance structures, “right-sized” their staff, and—deliberately or not—erected barriers to diverging from what they’re already good at. Over the years, they’ve accumulated “legacy” technologies that support the way they’ve always worked. They innovate, but only through a risk-averting governance process that makes sure they don’t innovate too much. 


However, they realize that they are not prepared for the emerging business environment—one characterized by complexity, uncertainty, and rapid change. They fear becoming irrelevant like a Blockbuster or a Kodak. Recognizing the mismatch between the fluid external environment and their stodgy corporate structures, they are eagerly—if awkwardly—adopting the practices of the companies that were brought to life in the digital age, the so-called digital “unicorns,” that are better prepared for an environment that’s continuously swept by emerging technologies, shifts in customer preferences and expectations, new regulations and deregulations, geopolitical dynamics, public health crises, and climate change. 


A traditional company that wants to imitate unicorns needs a “digital transformation”—a deep change in mindset and culture as well as processes and technologies—through which they come to use technology as an enabler of business strategies that depend on adaptation and innovation.


Digital What?


The term digital transformation has become confusing as technology companies have crafted marketing messages around it and consultants have twisted it into shapes to fit neatly on PowerPoint slides. Boards of directors, nervously eyeing the survival of their firms and feeling pressure from the capital markets, demand more transformation and more digital but leave the details to baffled employees. Media outlets with a superficial understanding proffer expert guidance. But the trend is clear enough. In this book I’ll use the term as a fuzzy and approximate shorthand for “the stuff that’s happening to organizations today, focused on adaptability rather than stability.”


The best way to deal with complexity, rapid change, and uncertainty—which have long been factors in the technology world—is through a group of practices we associate with agile IT. These practices include organizing employees into small, empowered, autonomous teams; modernizing IT systems to make them more adaptable; using large amounts of automation; encouraging innovation by testing new ideas quickly in rapid, iterative, learning feedback cycles; and using data to drive decisions. Traditional companies, with their emphasis on planning, stability, deliberation, and control, are at a disadvantage.


Organizing for adaptability is hard enough; companies also have to deal with society’s new expectations. As businesses become faster, customers come to expect instant satisfaction, creating pressure for yet more speed. Emerging technologies are rapidly absorbed into the everyday lives of consumers. Deeply interconnected supply chains amplify local difficulties into global crises. The incoming workforce expects a diverse and inclusive workplace. COVID has influenced society in ways that we don’t even fully understand. 
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