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For Stefan and Oliver, explorers of different realms






I say unto you: one must still have chaos in oneself to be able to give birth to a dancing star.

NIETZSCHE, Thus Spoke Zarathustra
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FOREWORD Reflections of Andy Grove


It was twelve years ago that I walked into Robert Burgelman’s office at Stanford University Graduate School of Business. I had never met him before, but I’d heard of him. He specialized in studying strategic change and why some organizations were better at adapting to it than others. My purpose in visiting him was to establish some sort of a relationship with Stanford’s business school. It seemed wrong that Intel did not have a relationship with the preeminent school in Silicon Valley.

It turned out that Robert had been interested in the semiconductor industry for a while and had even constructed a hypothetical case study taking place at a fictitious semiconductor company to illustrate the nature of the industry to his students. This approach seemed a waste of time to me. I suggested that he write a real case study about a real strategic event that took place at a real company, and invited him to examine how two years or so earlier we at Intel had dropped out of the business that we were born to pursue, semiconductor memories, and metamorphosed into a microprocessor company. He was interested and, a short time later, came to visit us with a student in tow. That is how our collaboration started.

Our collaboration took two forms. Robert came to Intel to write case studies on how our management solved strategic conundrums, and I went to Stanford to teach these cases and others in his class on strategic management, first as a guest lecturer and then as a coteacher. We have jointly taught the class in strategic management for some ten years now. While the course has grown to encompass many different participants in the information technology industry and has evolved along with the industry, the anchor case has never changed. It remains that original case on Intel’s strategic transformation in the mid-1980s.

During his frequent visits to Intel, Robert often acted as though he had died and gone to heaven. After all, how many professors of strategic management get to sit through a company’s actual strategic planning process, taking notes as the members of the management team grope their way through strategic dilemmas, arguing and occasionally yelling at each other, even as the issues they dispute so passionately can be framed in a totally dispassionate, academic fashion?

Meanwhile, I found it equally exciting and gratifying to teach cases about Intel to a group of smart students. No two classes have ever unfolded the same way. The events of the case do not change, but the implications and insights continually shift when viewed by each new crop of students and reflected in a mirror of an ever-changing industry landscape.

And change this landscape did, in a dramatic fashion. When our collaboration started in the late 1980s, Intel had just begun to concentrate on microprocessors. The personal computer industry had started to exert pressure on the traditional vertically integrated computer industry, forcing this structure into a horizontal arrangement in which industrywide standards of hardware and software prevailed. This industry transformation gained momentum year after year, through the actions of Intel, Microsoft, Novell, IBM, Dell, and many others, all of whose actions were analyzed through case studies in our class.

No sooner was this fundamental change completed than a new wave of change threatened to restructure the landscape again. The Internet at first affected only those companies that were formed to exploit it, but it soon grew in strength and importance, making an impact on the strategic direction of every member of the computer industry, Intel included.

This book starts and ends by documenting these two transformations and their impact on Intel. Of course, real-life industry transformations don’t occur in neat packages, but in fits and starts of strategic action and reaction. Robert, through his continued presence at and involvement with Intel, was able to observe and record these stutter steps of strategic change, some far-reaching, some even infamous, none insignificant in their implications and effects on the company’s way of doing business:


	Whether it was worth staying in EPROMs even if we had to abandon our original memory business.

	How a competing microprocessor architecture that emerged almost as a subterfuge led to the business equivalent of civil war inside the company.

	
Why Intel decided to enter into systems design and manufacturing and the reaction of our customers to such a potential encroachment on their territory.

	The launch of the Pentium processor in the face of a major competitive challenge from IBM, Apple, and Motorola.

	How the successful evolution of the Intel Inside brand backfired in the case of the Pentium flaw crisis and how the results shook Intel to its core.

	Intel’s attempts to create a new market in videoconferencing and extend an old one by bringing personal computers into the living room.

	Intel’s handling of the potential phenomenon of network computers and the real phenomenon of low-cost personal computers.

	Lastly, how Intel dealt with the Internet as a threat and an opportunity, accelerating efforts in the networking space and re-architecting the core microprocessor business in response.



While all of these cases were studied and analyzed by Robert and used as illustrations for his theoretical frameworks, these frameworks in return gave Intel management a visual alphabet, a vocabulary to describe each strategic situation.

In actual practice, the academic phrasing was soon supplanted by our own jargon. Many of the names we gave to Robert’s frameworks became common corporate shorthand. For example, Robert has studied for years the interaction between the forces of spontaneous change emerging in organizations and corporate strategy imposed by management from above on the one hand, and the push-and-pull between the existing capabilities of the company and the capabilities it needs to pursue a new strategy on the other. We dubbed all this the rubber band phenomenon, and the term is now part of Intel’s standard strategic management vocabulary. Similarly, Robert has long been interested in the ways in which firms balance efforts to protect and extend their existing business while at the same time undertaking efforts to move into a new market. In Robert’s graphic, blue ink represented Intel’s microprocessor business and green ink its new initiatives, leading us to brand this the blue versus green dilemma.

The extent to which these idiosyncratic phrases have spread throughout the Intel management is an indication of Robert’s influence on Intel’s strategic thinking. When Craig Barrett succeeded me as CEO at Intel, he organized a training session for all of Intel’s senior and middle management. The purpose was to prepare them for the changes in our strategic priorities that he thought would be necessary to adapt successfully to an Internet-driven environment. Robert’s concepts were an important part of this, and his blue-versus-green metaphor became the rallying cry of the session. Through this process, we became more conscious of what we do and, we hope, do it somewhat better.

But the issues faced by Intel are not unique to Intel. Every corporation encounters changes in industry structure, causing it to undergo substantive transformations from time to time. During these transformations, its rubber bands get stretched. Its traditional blue business soaks up all the resources that are necessary to fund the green initiatives that are crucial to adjusting to and thriving in a new market.

Not every corporation has been fortunate enough to have a distinguished management strategy professor study it for over a decade. But I truly believe that the lessons of this book will be as useful to the universe outside of Intel as they have been inside it.

ANDREW S. GROVE

June 19, 2000






PREFACE

The emergence of the Internet and the dawn of the new century provide fertile breeding grounds for prophecies about the factors that will shape the future of the corporation. Some have identified commoditization, cost cutting, innovation, deflation, and human capital as key factors.1 Leaving the discussion of the prospects of deflation and its potential consequences to the macroeconomists, it seems fair to say that competition and technological advances have made most manufactured things cheaper throughout the twentieth century. Cutting costs has always been a smart way of sharpening a company’s competitiveness. Innovation has always been a major—if not certain—route to securing high profits for some time. Human capital has always been important for getting ahead of competitors. Turning atoms into bits (digitization) and network effects preceded the Internet.

What then has really changed? Perhaps the defining characteristic of the so-called New Economy is that the Internet has turbocharged the importance of all these factors and has led to the increased importance of speed, interdependency and concomitant ambiguity. If this is correct, then the importance of strategy is likely to grow: not simply as a set of analytical tools but as an approach to apprehending evolving reality and acting upon it.

How strategy shapes a company’s future is the central question addressed in this book. It is a defining question for the field of strategic management because it focuses attention on the dynamic interplay of companies and their environments. It is a provocative question because it addresses head-on the views of some well-regarded organizational researchers that strategy may not matter much, while maintaining healthy skepticism in the face of management gurus’ exuberant incantations about firms’ unlimited capacity to adapt. It is a difficult question because it requires specificity concerning how strategy is formed over time in complex organizations, and how strategy can be unequivocally linked to performance outcomes. It is a timely question because it helps assess the validity of new prophecies about the impending transformation of companies as we know them, which are predictably arising at the dawn of the new century.

How strategy shapes a company’s future inevitably touches on the perpetual tension between continuity and change. That strategy is the means for reconciling this tension in some workable fashion throughout a company’s evolution is the major thesis of this book. Providing compelling insight in how strategy actually helps creatively resolve the tension required a research site offering unusual access over a long period of time. Intel Corporation provided that research site.

Written with the purposes of academic business school research in mind, this book speaks to the community of strategy and organization scholars as well as the current and future leaders of established companies who are or will be facing the strategic leadership challenges highlighted in this book. In view of this, the chapters that follow offer positive description and analysis of strategy-making followed by normative prescription and synthesis. One premise underlying these efforts is that a sound normative approach should be based on deep positive understanding of the fundamental phenomena. A second premise is that both scholars and business leaders benefit from familiarizing themselves with the positive and normative aspects of strategy-making. Scholars are on firmer ground when they propose prescriptions based on sound positive description and analysis. Business leaders can be more confident in using these prescriptions if they understand the descriptive and analytical foundation on which they are based.

This book is the culmination of almost twenty years of effort to integrate strategy-making with evolutionary organization theory. It reports findings from longitudinal field-based research of Intel Corporation conducted continuously in real time over more than twelve years. The research method is described in detail in Appendix I at the end of this book. While keeping in mind the limitations inherent in this research method, the findings are uniquely informative. Few other studies have matched the temporal and behavioral scope of the research reported here in documenting the role of strategy-making as adaptive organizational capability. In this book, the findings, the evolutionary research lens, and the conceptual tools combine to offer many potentially useful contributions to cumulative knowledge development.





READER’S GUIDE

The book is organized in terms of the major epochs of Intel’s evolution from its founding until today. The first part of each of chapters 2–11 tells the unfolding story of Intel’s evolution. The second part of these chapters (called Discussion and Implications or just Implications) each time revisits the story and interprets it in terms of the conceptual frameworks discussed in chapter 1.

The book can be read in two different ways:

Readers who are interested primarily in the Intel story may want to start with chapter 2. They can return later to chapter 1, which provides the theory guiding the research. They can read the first part of each of chapters 2–11 and revisit the Implications parts later.

Readers who like to think through the conceptual frameworks before getting to the story may want to start with chapter 1. If they want to see how the conceptual frameworks help generate specific insights into the evolving story, they should read the Implications part of each chapter before moving on.

Chapter 12 concludes the book by offering general recommendations based on conceptual frameworks used to interpret Intel’s evolution which apply to all established companies. Readers who like to jump directly to the conclusions will find brief references to relevant parts of the Intel story in the notes to chapter 12.




Introduction: An Evolutionary Perspective on Strategy-Making



Intel is the most important company in the history of the microcosm.

GEORGE GILDER, Microcosm, 1989








1  STRATEGY IS DESTINY


Caveat

A famous painting by Belgian surrealist René Magritte shows a huge briar pipe covering almost the entire canvas. Perplexing the viewer is the neatly painted text underneath the image: This is not a pipe. Beyond the facetious truth that this is a painting not a pipe, the incongruence makes some viewers look more carefully at the image: If not a pipe then what is it? It also gets some viewers to think harder about the meaning of “pipe.” A mental search for the essence.1 In some ways, this book is similar to Magritte’s painting. Intel Corporation is writ all over its pages, but: This is not Intel. No single account could capture Intel’s multifaceted reality. The longitudinal study of Intel’s evolution, however, illuminates the essence of strategy-making as adaptive organizational capability.

Strategy

Strategy is destiny is the theme of this book. Destiny is an archaic idea of a fixed and inevitable future. Strategy, in contrast, is a modern idea, of an open-ended future to be determined by it.2 In reality the two ideas exist in perpetual tension. Successful and unsuccessful strategies shape a company’s destiny. But if strategy shapes destiny, destiny has ways of asserting itself and constraining strategy. New sources of strategy create the possibility of future destiny, and help the company evolve. Strategy as the means to gaining and maintaining control of a company’s present and future destiny is the common thread running through the study of Intel’s evolution.3

Strategy in the narrow sense involves planning the use of resources and the deployment of capabilities to achieve objectives and prevail in competition. In the broader sense, strategy also concerns the rational determination of a company’s vital interests, the purposes that are essential to its continued survival as an institution and define it in relation to other organizations, and its objectives. Strategy is therefore concerned with the external and internal forces that have the potential to materially affect the company’s destiny.4

Strategy has a strong thinking component. Strategic thinking is forward-looking and concerned with exploring multiple scenarios, alternatives, and options. It is externally focused and tries to anticipate states of nature and the behavior of the relevant actors in a situation. Incisive strategic thinking at its best requires considerable intellectual effort. But senior executives sometimes view strategy with skepticism, because great strategies are just that—great strategies. From the perspective of key players, strategy becomes real when significant resources are committed, when strategy is turned into action.5 Strategic action is consequential; it involves resource commitments that cannot easily be undone and moves the company in a direction that is not easily reversible. This view provides a criterion for distinguishing between tactics and strategy: Actions are tactical if their outcome does not significantly affect subsequent degrees of freedom to act.

Strategy-Making

Strategy in large, established companies like Intel takes the form of strategy-making, a complex process involving the thinking and action of key actors throughout the company.6 This implies that strategy-making processes can be usefully characterized in two dimensions. The first dimension concerns the degree of concentration of strategic decision-making. At one extreme strategic decision-making is highly concentrated in top management. At the other extreme it is widely distributed throughout the organization. The second dimension concerns the degree of simultaneity in strategic action to implement strategic decisions. At one extreme all organizational units act simultaneously. At the other extreme, organizational units all act in some sequence. These two dimensions give rise to four strategy-making processes.

Rational actor model. Many view the rational actor model as the ideal. A comprehensively rational leader is responsible for strategic decision-making and is able to get all the participants in the organization to simultaneously take action to implement his decisions.7 In this model, there is strong alignment between strategy and action. This model is probably most effective to respond to environmental dynamics that can be reasonably well anticipated and influenced.

Bureaucratic model. The rational actor model turns into the bureaucratic model if participants take action sequentially.8 In slow-moving environments this model may have advantages because it allows each part of the organization to optimize its operations in light of the overall strategy. In rapidly changing environments, however, this model will cause sluggish implementation of the overall strategy.

Internal ecology model. Distributed strategic decision-making and simultaneous strategic action define the internal ecology model.9 Strategy-making is shaped by strategic initiatives of differentially positioned participants, who all act simultaneously to try to commit the organization. This is a highly dynamic view of strategy-making in which coherence depends on the characteristics of the internal selection processes operating on the strategic initiatives. It may be most effective in highly uncertain, opportunity-rich environments.

Garbage can model. The internal ecology model turns into the garbage can model if the simultaneity of strategic action becomes sequential.10 In that case, organizational participants’ strategic actions depend on the sequence in which problems, solutions, and decision opportunities arise. The coherence of strategy-making in this model depends to a great extent on chance.

Organizational and strategic management researchers have long highlighted the difficulties leaders encounter in aligning organizational action in the pursuit of deliberate strategic intent. The cumulative evidence suggests relatively modest prospects for the rational actor model to apply. Studying the rare cases in which leaders achieve this improbable state of affairs may, however, produce insight that is useful for augmenting knowledge about strategy-making and strategic leadership. Viewing strategy-making in terms of the internal ecology model, on the other hand, is somewhat novel for strategy researchers, who find it difficult to see its potential normative implications.

Both the internal ecology and rational actor models informed the study of Intel’s evolution. Strategy-making during Intel’s first epoch resembled the internal ecology model, as multiple new business opportunities emerged from the company’s competencies in the new semiconductor technologies and competed for its resources, transforming the company. During the second epoch, Intel’s strategy-making resembled the rational actor model. This was a rare case in which a company leader successfully set strategic intent and created a process for its relentless and successful pursuit. At the start of its third epoch, Intel was struggling to combine the discipline of the rational actor model with the strategic renewal capacity of the internal ecology model.

Strategic Interaction

Complex organizations such as Intel usually face other complex organizations in the external environment. The study of strategic interaction involving such organizations is somewhat different from the study of strategic interaction in well-structured situations.11 Well-structured situations have clearly defined, if sometimes probabilistic, payoffs associated with particular combinations of the players’ strategic moves that are drawn from a predetermined set of options. Such strategic interaction situations lend themselves well to the quantitative methods of decision theory and game theory. In complex organizations, however, the strategic interaction situations are usually not well structured, the strategies of different actors in the organization may not be well aligned, payoffs in competitive interaction are not always given, and strategic action is not limited to a predetermined set of options. The study of strategic interaction involving complex organizations is therefore likely to be relatively untidy, raising questions that supersede those addressed in more structured approaches.

STRATEGY-MAKING AND EVOLUTIONARY ORGANIZATION THEORY

Evolutionary Perspective

How strategy comes about and how strategy-making helps companies to gain and maintain control of their destiny are fundamental questions for scholars interested in the study of complex business organizations and for reflective practitioners interested in improving their company’s chances of success. To begin answering these questions, it is useful to dissect strategy-making into its key parts and their interrelationships, and to identify the forces that determine how it functions. To do so, this book adopts the perspective of evolutionary organization theory.12 Evolutionary organization theory uses four generic processes—variation, selection, retention, and competition—to explain how organizations emerge and evolve.13 Dissecting strategy-making in terms of these key processes serves two purposes: First, it facilitates integrating strategy-making as adaptive organizational capability into evolutionary organization theory. Second, it illuminates facets of strategy-making that other theoretical perspectives do not contemplate.14

Internal Ecology of Strategy-Making

Each company is an ecology within which strategic initiatives emerge in patterned ways. Top management drives most initiatives but leaders throughout the organization also drive initiatives. These initiatives compete for limited organizational resources to increase their relative importance.15 Variation comes about as individuals (or small groups) seek expression of their special skills and career advancement through different strategic initiatives. These initiatives draw on existing and/or new competencies and routines and take shape if they are able to draw the company’s resources to their development. Selection works through administrative and cultural mechanisms that regulate the allocation of resources and attention to different strategic initiatives. Retention concerns the initiatives that survive in the external environment and grow to become important within the company. It also takes the form of organizational-level learning about the factors that account for the company’s success. Internal competition arises from different strategic initiatives struggling to obtain resources necessary to grow and increase in importance in the company. Internal competition between strategic initiatives can be more or less tightly linked to the external competition that these initiatives encounter.

Evolutionary Research Lens: Three Conceptual Frameworks

At the pure theoretical level, the processes of variation, selection, retention, and competition are general, abstract, and nonexperiential. At the level of pure practice, on the other hand, common language describing strategy-making is particular, concrete, and experiential. Business leaders do not use the terminology of pure theory to think and talk about strategy-making and find it difficult to relate to the abstract mathematical and statistical models ideally constructed by such theory. Scholars, on the other hand, find it difficult to gain deeper insight when limited to common language and like to do more than produce a coherent and complete narrative of strategy-making practice. Conceptual frameworks help bridge the gap between pure theory and pure practice.16 They are specific, substantive, and suggestive. The boxes-and-arrows charts used to represent them (such as figure 1.1 in this chapter) can be more readily understood and related to by both business leaders and scholars. The three approaches are summarized on the following page.

This book uses three conceptual frameworks as tools for studying the role of strategy-making in Intel’s evolution. These three different but related tools form the evolutionary research lens and give it strong “zooming” capability. The zooming capability is useful to examine variation, selection, retention, and competition processes at different levels of analysis and to study the interplay between the different levels. The evolutionary research lens is shown in figure 1.1.
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Think of the evolutionary research lens in terms of video recording. Tool I shows the big panoramic scenes, which contain everything, but it does not focus on the details. Tool II zooms in on key parts of the scenes, showing how actors move in relation to each other. Tool III zooms in further on the specific actions of the protagonists and on details of the environment that shape action.

TOOL I: DYNAMIC FORCES DRIVING COMPANY EVOLUTION

Tool I in figure 1.1 focuses on the big picture. It helps examine strategy-making at the industry-company interface level of analysis, and the coevolution of industry-level and company-level forces.17

Basis of Competitive Advantage in the Industry

Most industries contain several viable positions that companies can occupy. External forces determine the basis of competition in each of these positions. Consistent with the tenets of traditional industry structural analysis, these forces encompass customers, competitors, suppliers, new entrants, and substitution. In high-technology industries, however, additional forces also play an important role and merit separate and distinct consideration. Nonmarket forces, such as government regulation, are also potentially important.

Distinctive Competencies

Distinctive competencies concern the differentiated skills, complementary assets and routines that a company possesses to meet the basis of competitive advantage in the industry. They form the basis of the capabilities that a company can deploy. Distinctive competencies are intrinsic to a company’s identity and character. For instance, they very much determine the generic corporate strategy—differentiation or cost leadership—that a company will pursue. Taken seriously, they are not easy to change. Deep competencies, on the other hand, are also likely to be a wellspring of new opportunities.
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Figure 1.1. An Evolutionary Lens on Strategy-Making. (SOURCES: *Adapted from R. A. Burgelman, “Fading Memories: A Process Theory of Strategic Business Exit,” Administrative Science Quarterly 39 (1994), p. 31. †Adapted from R. A. Burgelman, “A Model of the Interaction of Strategic Behavior, Corporate Context, and the Concept of Strategy,” Academy of Management Review 8 (1983), p. 65. ‡Adapted from R. A. Burgelman, “A Process Model of Internal Corporate Venturing in the Diversified Major Firm,” Administrative Science Quarterly 28 (1983), p. 230.)




Official Corporate Strategy

Official corporate strategy concerns top management’s statements about the company’s intended strategy. These remarks reflect top management’s beliefs about the basis of the company’s past and future success. Key beliefs concern product-market domain, the relative importance of different distinctive competencies for competitive advantage, core values that help determine what the company will and will not do, and financial and other objectives. These are the most important drivers of a company’s strategy.

Strategic Action

Strategic action is what the company actually does—the consequential actions that it engages in. Strategic action, position, and competencies mutually support each other.18 Strategic action without position has limited ability to be exercised and without distinctive competencies is powerless. Position without strategic action is unlikely to fully exploit advantage and without distinctive competencies is precarious, because most positional advantages erode and eventually vanish. Distinctive competencies without strategic action are aimless and without position cannot be fully leveraged. Through strategic action that links position and distinctive competencies in novel ways, a company can attempt to proactively change the basis of competitive advantage in the external selection environment. Often, of course, strategic action must react to the changing external selection environment. Strategic action in large companies is usually distributed over different levels of management and different, specialized groups.

Internal Selection Environment

In principle, there needs to be alignment between the basis of competition and distinctive competencies and between official strategy and strategic action, but in dynamic environments this alignment is likely to come under severe pressure. The internal selection environment plays a crucial role in helping the company find new ways to reestablish alignment between the dynamic forces.

As Andy Grove pointed out in the foreword, Tool I became known at Intel as the rubber band framework. Tool I was particularly helpful in explaining why Intel was defeated in its original core business and why the company eventually exited from several semiconductor memory businesses (see chapters 3 and 4). It was also helpful in explaining Intel’s enormous success in the microprocessor business (chapter 8) and the challenges to its continued success that arose in the late 1990s (chapter 10).

TOOL II: EVOLUTIONARY FRAMEWORK OF THE STRATEGY-MAKING PROCESS

Tool II in figure 1.1 zooms in on the strategy-making process at the company-level of analysis. Tool II gives substance to the variation, selection, retention, and competition processes by conceptualizing strategy-making in terms of induced and autonomous processes. Induced and autonomous strategic action correspond to variation; the structural and strategic contexts correspond to internal selection; and the concept of corporate strategy corresponds to internal retention. Competition involves the internal struggle of different businesses for corporate resources and the external struggle for survival in the competitive environment.

Induced Strategy Process

The induced strategy process (the lower loop in Tool II) resembles the traditional top-driven view of strategic management, but is different in five important ways.

Concept of corporate strategy. The concept of strategy—the official corporate strategy—is the theory that top management has about the basis for its past and future successes. It provides a shared frame of reference for managers at operational and middle levels in the company, and expresses top management’s strategic intent.19 It reflects organizational learning about the company’s distinctive competencies (what it is good at), product-market domain (where it can win), core values (what it stands for), and objectives (what it strives to achieve).

Induced strategic action. Not surprisingly, top management wants to create a strategy process to direct the strategic actions of operational and middle-level managers. Induced strategic action involves initiatives on the part of operational and middle-level managers that fit with the concept of corporate strategy and leverage the organizational learning that it embodies. Induced strategic action is oriented toward gaining and maintaining leadership in the company’s core businesses. Examples of induced strategic action are efforts to increase market penetration, new product development, new market development, and strategic capital investment projects for the existing businesses.

Structural context. When a company is small, the link between strategic action and the concept of corporate strategy is readily maintained, simply because there are few key players and they all know each other well. As a company grows larger this is no longer so. Strategy-making becomes increasingly distributed over differentiated groups (functional, product, geographical) and multiple levels of management, all of which take strategic action simultaneously. This provides an important source of internal variation, as individuals who possess data, ideas, motivation, and resources all strive to undertake specialized initiatives. But it also implies that unless a company is able to establish mechanisms to maintain a level of coherence, the corporate strategy will eventually be unrealized. Structural context comprises the administrative and cultural mechanisms that top management can use to maintain the link been strategic action and the existing corporate strategy. Structural context encompasses organizational structure, planning and control systems, resource allocation rules, measurement and reward systems, among other administrative arrangements, as well as cultural aspects such as recruitment and socialization processes and more or less explicit principles of behavior. Structural context is a key part of the internal selection environment that operates on strategic action.

Familiar external environment. The induced-strategy process takes place in the company’s familiar external environment (E in Tool II in figure 1.1). Ideally, through this process top management can proactively influence the external environment to the company’s advantage. This is reflected by the causal arrow going from process to environment. More frequently perhaps, that causal arrow goes from the environment to process forcing companies to respond to strategic change. Top management’s role is to be alert to opportunities and threats that arise from environmental change, and to adjust the induced strategy process accordingly.

Creating alignment. The induced strategy process aims to align strategy and action. Through this process, a company’s strategic actions are joined over time, distinct patterns of company-level strategy are realized, the organization’s character is maintained, and the company successfully reproduces itself over time in its familiar environment. In a sense, the induced strategy process is a company’s genotype—its genetic inheritance and makeup. This has important implications, because a strong induced strategy process is also likely to manifest strong strategic inertia. Resistance to change is a very old idea in organization theory. The induced strategy process provides a tool for elucidating further the rational roots of resistance to corporate change.

Autonomous Strategy Process

The autonomous strategy process (the upper loop in Tool II) is less well understood.

Autonomous strategic action. Autonomous strategic action involves initiatives of individuals or small groups that are outside the scope of the corporate strategy at the time that they come about. Autonomous strategic action is significantly different from induced strategic action in the technology employed, customer functions served, and/or customer groups targeted. Autonomous strategic initiatives typically involve new combinations of competencies that are not currently recognized as distinctive or centrally important to the firm. They often come about because a company’s competencies are fungible and lead to new businesses that are different from the company’s core business. Autonomous strategic initiatives may be complements or substitutes from the perspective of the core business. So-called disruptive technologies, for instance, often spring up as autonomous initiatives in established companies.20 While autonomous strategic action often emerges fortuitously and is difficult to predict, it is not random because it is rooted in and constrained by the company’s set of distinctive competencies at any given time.

Emerging external environments. If genotype is a metaphor for a company’s induced strategy process, mutation is one for its autonomous strategy process. Like most mutations, most autonomous initiatives do not survive because they cannot continue to obtain resources. But like some mutations, some autonomous initiatives are important for the company’s continued evolution. This is so because the autonomous-strategy process typically takes place in unfamiliar, emerging environments (e in Tool II in figure 1.1). Many of these emerging environments never grow to become important, but some do and may extend (complements) or even replace (substitutes) the company’s familiar environment (E in Tool II).

Strategic context.  At the time it comes about, the relation of autonomous strategic action to the firm’s current strategy remains indeterminate: top management is not sure about its strategic importance and whether the company has the competencies to successfully pursue it. To resolve the indeterminacy, the strategic context for the autonomous initiative must become defined. Strategic context determination serves to evaluate and select autonomous strategic actions outside the regular structural context, usually through the interactions of various types of champions and top management. In contrast to the structural context, strategic context determination processes select initiatives for which the official strategy becomes fully articulated after the fact. Strategic context is thus also part of the internal selection environment.

Strategic context determination provides top management with the opportunity to evaluate the adaptive potential of autonomous strategic initiatives in an informed way. From an evolutionary point of view, only after it has become reasonably certain that an autonomous initiative is viable can top management legitimately amend corporate strategy. Such amendment, in turn, integrates the autonomous activities with the induced strategic process. The willingness of managers at operational and middle levels to engage in autonomous strategic action is influenced by their assessment of the probability that the strategic context determination process can be activated and successfully completed. Strategic contexts can also dissolve as autonomous strategic action leads new business opportunities to directly compete with existing ones for limited resources. This internal competition may lead to new businesses replacing existing ones, causing strategic business exits through abandonment or divestment.

Creating linkage. A key function of the strategic context is to link new business opportunities to the corporate strategy, thereby amending it. Lacking these created linkages, new business opportunities may be able to linger on for some time in the shadow of the core business but they will become resource starved and forgo the opportunity to demonstrate their full potential.

Simultaneity of Induced and Autonomous Processes

The induced strategy process is variation reducing. The autonomous strategy process is variation increasing. Strategic intent (induced strategy) and internal entrepreneurship (autonomous strategy), by themselves, are not sufficient for continued adaptation. Strategy-making as adaptive organizational capability involves keeping both processes in play simultaneously at all times, even though one process or the other may be more prominent at different times in a company’s evolution.

Rationality of the Internal Ecology of Strategy-Making

A company rationally tolerates autonomous strategic initiatives because such initiatives explore and potentially extend the boundaries of the company’s competencies and opportunities. They generate learning about variations in markets and technologies. Autonomous strategic action engages new environmental niches in which competition or institutional pressures are as yet less strong. Through such initiatives a company can also enter new niches opened up by others that might eventually pose a threat to the current strategy, for instance when they involve disruptive technologies. Through the autonomous strategy process, myopically purposeful initiatives by individuals may help the company find out what its strategic intent could be. On the other hand, autonomous initiatives can potentially have a dissipating effect on the company’s resources and distinctive competencies. Resources can be spread thin if too many autonomous initiatives are supported, perhaps at the expense of the mainstream businesses. Distinctive competencies can also be diluted or lost if an autonomous initiative is not internally supported and important talent decides to leave the firm—with or without the help of venture capital. Most dangerously, autonomous strategic initiatives may undermine the existing competitive position of a company without providing an equally secure new position.

As Andy Grove pointed out in the foreword, Tool II became known at Intel as the blue (induced-strategy) and green (autonomous-strategy) framework. Tool II was particularly helpful in explaining Intel’s transformation from memory company to microprocessor company (chapter 5) and in showing how Andy Grove created strong alignment between strategy and action during his tenure as CEO (chapter 6). It also helped explain the process of strategic inertia associated with Intel’s success in the microprocessor business (chapter 9). Finally, Tool II provided a useful framework for identifying the strategic leadership challenges facing Intel in the late 1990s (chapter 11).

Related Evolutionary Ideas

Emergent and deliberate strategy. Induced and deliberate strategies are similar, but the induced strategy process provides more detail on what is involved in getting the organization to actually implement corporate strategy.21 The link with autonomous strategic initiatives, on the other hand, is more complicated. Autonomous initiatives involved in generating and developing a new business opportunity usually involve deliberate actions taken by leaders below top management. The deliberate actions taken by these leaders help develop new competencies and help create a new strategic position that may open up a new business opportunity for the corporation. Thus, a strategy that emerges at a high level of the corporation often has its roots in deliberate actions by leaders at lower levels in the corporation.

Exploration and exploitation. The autonomous strategy process dissects exploration into autonomous strategic initiatives and the process of strategic context determination.22 The latter serves to select viable autonomous initiatives and link them to the corporate strategy thereby amending it. The autonomous strategy process thus goes beyond exploration. It is also concerned with turning the results of exploration into new exploitation opportunities.

Ambidextrous organizations. Ambidextrous organizations are designed to handle both incremental and revolutionary change.23 The idea is closely related to the framework of induced and autonomous strategy processes. Yet there are two important differences: First, induced and autonomous initiatives do not necessarily map onto incremental and radical technological change. Change in the induced strategy process, while incremental, can be very large. For instance, developing a new microprocessor is incremental for Intel but involves hundreds of millions of dollars in development costs and billions in manufacturing investments. In the induced strategy process, incremental simply means change that is well understood—doing more of what the company knows how to do well. Change through the autonomous process, on the other hand, can be radical but is initially usually rather small. However, it always involves doing things that are not familiar to the company—doing what it is not sure it can do well. Second, change through the autonomous strategy process usually comes about fortuitously and unexpectedly. Initially senior and top management have no clear understanding of its strategic importance for the company and how it relates to the company’s distinctive competencies. Resolving this indeterminacy is the most difficult challenge facing autonomous strategic initiatives. This highlights the importance of the strategic context determination process.

Strategy-making and self-organization. The theory of self-organization and of organizations as chaotic systems is a useful perspective in organization theory and strategic management.24 Self-organizing systems discover answers to their problems through experimentation. Because prediction is difficult in dynamic environments, the organization develops a catalog of responses and stimulates learning through experimentation. Similarly, ideas of deterministic chaos concern organizations that experience counteracting forces that produce nonlinear dynamics. Some forces push the organization toward stability and order; other forces push the system toward instability and disorder. Strategy-making as adaptive organizational capability balances variation-reduction (induced) and variation-increasing (autonomous) processes at any given time and over time.

Punctuated equilibrium.  The punctuated equilibrium view of company evolution posits that organizations evolve through long periods of incremental change punctuated by discontinuous, frame-breaking change.25 While there are many examples of sudden radical changes, punctuated equilibrium views beg the question of where these sudden radical changes come from. Truly exogenous shocks such as large meteorites hitting the earth and destroying existing ecosystems are always a possibility but fortunately a remote one. Many radical changes—technological or otherwise—are the cumulative result of continuous small changes over a long period of time. Sometimes these changes originate in the company’s autonomous strategy process and sometimes outside of the company altogether. Often they happen inside and outside simultaneously. Companies always want to spot such changes sooner rather than later. The introduction of intracompany variation, selection, retention, and competition processes to study strategy-making provides a tool for identifying the underlying—more continuous and finer grained—strategic leadership activities that eventually, through sheer accumulation, cause lumpy radical strategic change.

TOOL III: PROCESS MODEL OF INTERNAL CORPORATE VENTURING

Zooming in still closer to the process, Tool III is useful to examine, at the intracompany level of analysis, the fine-grained strategic leadership activities involved in the autonomous-strategy process.

The Basic Structure of the Process Model

The process model of internal corporate venturing, shown in figure 1.1, is a matrix-like framework that documents the simultaneous as well as sequential strategic leadership activities of different levels of management (the rows in the matrix) in the different levels of strategy-making (the columns).26 The model considers three generic levels of management: (1) venture team, (2) middle/senior management, and (3) corporate management. The model also considers two generic levels of strategy-making: (1) corporate-level strategy-making and (2) business-level strategy-making. Corporate-level strategy-making encompasses the determination of the structural and strategic contexts (overlaying processes). Business-level strategy-making encompasses definition and impetus (core processes). The process model documents the set of strategic leadership activities involved in linking the business-level strategy-making and the corporate-level strategy-making. The model is descriptive, not prescriptive. It serves as a diagnostic tool to better understand key problems that are encountered as well as generated by the organization’s strategic leaders who are involved in entering a new business.

Major Forces Simultaneously at Work in the Process Model

There are two major opposing forces simultaneously at work in the process model. One force derives from the structural context part of the process. Creating the structural context is top management’s responsibility; so the first force is to a large extent a top-down force. A second force derives from the definition part of the process. Definition revolves around initiatives driven by strategic leadership activities of operational and middle-level managers. The definition of new business entry usually, although not necessarily, originates at levels below top management. So, the second force is to a large extent a bottom-up force. Forces associated with impetus and strategic context integrate the top-down and bottom-up forces. Impetus is gained if operational-level champions are able to draw resources to their initiative and establish a beachhead in the market with their product or service. The strategic context for the new business initiative can be determined by middle/senior-level champions who convince top management to incorporate the new business into the corporate strategy and to put the full support of the company behind it. An important contribution of the process model is to clearly show that the bottoms-up and top-down forces are opposing forces, and that they are in play simultaneously. The process model provides a tool for representing the simultaneity.

Tool III was particularly helpful to examine the strategic leadership activities involved in the development of Intel’s chipset venture (chapter 7) and ProShare, Hood River, and networking ventures (chapter 9).

IMPLICATIONS

The tools of the evolutionary research lens helped answer specific research questions. Tool I helped explain why the basis of competition in Intel’s core business and its distinctive competencies diverged over time and why the company’s strategic actions diverged from its stated strategy. It also helped explain how Intel overcame these divergences and managed to adapt. Tool II helped explain how Intel’s induced- and autonomous-strategy processes took shape over time and why strategy could lead to inertia. It also helped explain how autonomous initiatives were selected and retained in Intel’s corporate strategy. Tool III helped explain how the activities of leaders situated in different positions in the organization combined in the autonomous process and where and why the process was likely to break down. This book addresses these and related questions, shedding additional light on how Intel attempted to control its destiny in an extremely dynamic environment. The analysis informs two important subjects of evolutionary organization theory—organizational ecology and organizational learning—as well as the practice of strategic leadership.

Organizational Ecology

The radical view. Organizational ecology emerged as a new theoretical approach in the mid-1970s.27 The key argument of the original formulation of the theory went as follows. Organizational change must be understood at the level of entire populations of similar organizations and as the result of replacement and selection rather than of adaptation. For instance, suppose one measured the average characteristics of companies in the semiconductor industry in 1960 and did so again in 1999. And suppose one found significant differences in average company characteristics. Organizational ecology would explain these changes in terms of incumbent companies exiting the industry (usually because of failure) and new companies (with different characteristics) entering the industry. Incumbent companies failed in the face of environmental change because organizational inertia prevents them from adapting. In short, organizational inertia causes companies to be selected against. The rates of founding and disbanding drive organizational change.

The revised view. During the 1980s, the organizational ecology argument was subtly modified because the original formulation begged the question of why companies would be inert in the first place.28 The revised theory posited that companies need to develop routines and procedures that make their behavior reliable, predictable, and accountable to key constituencies, such as customers, suppliers, employees, and industry analysts. These attributes allow companies to overcome the liabilities of being new, give them legitimacy, and lead them to be selected by the environment over firms that are not reliable, predictable, and accountable. But these very attributes make it difficult for companies to change in major ways after they have been selected. Hence, the new argument was that environmental selection leads to organizational inertia. There is strong empirical evidence in support of this theory of organizational inertia. The study of Intel’s exit from its original core business (chapters 2–5) adds to that evidence.

Newer views. New organizational ecology research continues to draw attention to important challenges that strategy-making faces. One such challenge concerns multibusiness companies, which often face pressures—inertial and/or political—to shield some of their businesses from the severity of competitive pressures that stand-alone businesses encounter.29 Multibusiness companies may thus be weakened overall unless their internal selection environment matches the competitive intensity of the external selection environment.

Another challenge involves a potential tradeoff between competitive advantage based on position and competitive advantage based on distinctive competencies.30 Companies that rely on positional advantage shield themselves from competitive pressures and do not need to develop strong distinctive competencies to succeed. But this makes them vulnerable to new competitors using novel strategies to attack their position. On the other hand, companies that rely on distinctive competencies to compete with similar others may be able to hone these competencies and become best in class. But such distinctive competencies become highly specialized and make the companies vulnerable to new competitors deploying different competencies.

Still another challenge faced especially by companies in opportunity-rich technological environments, even those with a well-functioning autonomous-strategy process, is that they will not be able to match the variation generated in their environment. Eventually, some variations may threaten the incumbent companies. As an example, witness the enormous variation spawned by the Internet in recent years, which no single established company could possibly match. To reduce this threat, established companies may have to complement the internal variation generated by their autonomous-strategy process with other approaches, such as corporate venture capital.31

An integrative view. This book integrates strategy-making and organizational ecology. The argument runs as follows. Almost all companies start small and are subject to liabilities of newness (they are unknown, untested, lacking legitimacy, and so on). The major force faced by small, new companies is environmental selection. Most do not survive external selection pressures. Organizational ecology provides a useful theoretical framework within which the evolutionary dynamics of small companies can be more clearly understood. Some companies, however, do survive and become large and established. Although large, established companies continue to remain subject to the selection force of the external environment—and many succumb to it in the long run—these companies have gained the opportunity to substitute internal for external selection. Analogous to external selection, internal selection is concerned with a company’s entering new businesses and exiting from failing ones over time.

Chapters 2 through 5 of this book examine how internal selection combined with external selection to transform Intel from a memory company into a microprocessor company. They document the role of internal selection in strategy-making as adaptive organizational capability. They show that Intel faced the challenges identified by the newer ecological views, but also offer tools to help top management meet these challenges.

Organizational Learning

Indeterminacy. Adopting an evolutionary perspective implies that outcomes are viewed as indeterminate and can be explained only after the fact. As one evolutionary scholar put it, “We can say that some outcome has occurred because of some prior sequence of events, even though we could not have foreseen, prior to the fact, that particular sequence unfolding.”32 This seems almost the exact antipode of the traditional view of strategy, which is to determine in advance the ensemble of strategic actions that will achieve desired outcomes. There is no conflict, however, with the perspective adopted in this book, which views strategy-making in established companies as a dynamic organizational learning process.

Learning in the induced process. The induced-strategy process, which is concerned primarily with exploiting existing business opportunities, deliberately drives strategic action in a more or less foreseeable pattern toward desired outcomes. Induced strategic action commits a company to a course of action that is difficult to reverse. Thorough preparation prior to deciding on such a course of action is important. Equally important is the work that comes afterward, because top management is keen to understand why strategic actions produce the results that the company obtains. Such understanding provides a basis for taking further strategic actions. Sometimes this work involves abandoning a course of action, for instance, exiting from a losing business.

Learning in the autonomous process. The autonomous-strategy process, which is concerned with exploring new business opportunities, involves somewhat more complex organizational learning. Here, strategic action at higher levels in the management hierarchy benefits from interpretation of the outcomes of strategic action at lower levels. The effectiveness of the process depends on correct interpretation of results at each level. The learning at a lower level becomes the stepping-stone for more-encompassing strategic action at the next managerial level.33

The study of Intel’s evolution illuminates strategy-making as organizational learning. Chapters 6–9 in particular show how Intel learned specific lessons from the defeat in its original semiconductor memory business which helped it develop its strategy for capitalizing on new opportunities in the microprocessor business. These chapters also document the tension between learning in the induced strategy process, with the concomitant benefits of a narrow business strategy34 focused on exploiting opportunities in the microprocessor business, and learning in the autonomous strategy process, which could potentially broaden the strategy and open up new business opportunities.35 Although this tension remained somewhat latent during Andy Grove’s extremely successful tenure as CEO, chapters 10–11 show that it became highly manifest during the early days of Craig Barrett’s tenure as CEO, as Intel was seeking new growth opportunities beyond microprocessors.

Strategic Leadership

The study of the role of strategy-making in Intel’s evolution suggests that strategy-making as a multilevel process must continue to match the dynamics of the environment. This implies a first strategic leadership imperative: Leaders who want to maintain control of their company’s destiny must embrace strategy and learn to think strategically while in action. They must learn to “engage, then see.”36 They must also remain alert to the fact that their experience has decisively shaped their outlook by the time they reach top position37 and take steps to make sure that it does not become a trap.

The video-recording analogy was used earlier to suggest that the three tools of the evolutionary research lens could be used to zoom in on the strategy-making process, illuminating its workings in increasing detail and taking some of the mystery out of it. Each of the three tools helps identify key attributes of strategy-making as adaptive organizational capability. Tool I suggests that the divergence of forces that drive a company’s evolution will create strategic dissonance in the organization.38 Capitalizing on strategic dissonance is a second strategic leadership imperative. Tool II suggests that the induced and autonomous strategy processes are both important for organizational adaptation. Maintaining the effectiveness of both processes is a third strategic leadership imperative. Finally, Tool III suggests that the combined activities of differentially positioned leaders in the autonomous process determine whether and how fast the company can manage strategic change. Managing the cycle time of strategic change is the fourth strategic leadership imperative. Chapter 12 discusses these four strategic leadership imperatives, which promise to help top management guide their company toward its current destiny while preserving the capability to secure its future destiny.

CONCLUSION

Strategy shapes destiny, but strategy in turn is shaped by destiny. Strategy helps leaders understand and act upon the internal and external forces that affect the company’s destiny over time. Strategy in large established companies takes the form of strategy-making because it involves the consequential actions of leaders throughout the organization.

The variation, selection, retention, and competition processes of evolutionary organization theory provide a useful perspective for analyzing strategy-making. Examining these processes at the intraorganizational level offers the opportunity to integrate strategy-making with evolutionary organization theory. It also highlights facets of strategy-making as adaptive organizational capability that escape other perspectives. In particular, it emphasizes the importance of identifying the entire set of planned and unplanned variations—successful and unsuccessful ones. Such alertness, in turn, helps identify implicit or hidden selection mechanisms, as well as unanticipated consequences of conscious efforts to change selection mechanisms in force at some point in time.

Variation, selection, retention, and competition are general, abstract, and nonexperiential generic processes. The research lens used to study the role of strategy-making in Intel Corporation’s evolution comprises three conceptual frameworks that are somewhat more specific, substantive, and suggestive of phenomena associated with strategy-making in companies. These three conceptual frameworks serve as tools to analyze variation, selection, retention, and competition processes at different levels of analysis and the interplay between these levels. The three tools together provide the evolutionary lens with a strong zooming capability. This offers the opportunity to move back and forth between studying detailed strategic leadership activities at the intracompany level of analysis, the role of induced and autonomous strategy processes at the company level of analysis, and the interplay between company-level and industry-level dynamic forces.






Epoch I: Intel the Memory Company



We are really the revolutionaries in the world today—not the kids with the long hair and beards who were wrecking the schools a few years ago.

Intel founder and CEO

GORDON MOORE, Fortune, 1973








2  GENESIS AND TRANSFORMATION



A common thread in all of Intel’s success has been technology. Technology has tied it all together across the Epochs.

GORDON MOORE, Chairman Emeritus, 1999



Intel Corporation has been among the most important high-technology companies in history. According to Time in December 1997, “the microchip has become—like the steam engine, electricity, and the assembly line—an advance that propels a new economy… Intel is the essential firm of the digital age.”

Three Epochs

Intel’s history can be divided into three epochs: “Intel the Memory Company,” which lasted from 1968 until about 1985; “Intel the Microprocessor Company,” which lasted from about 1985 until 1998; and “Intel the Internet Building Block Company,” which was beginning to unfold in 1998. The three epochs correspond, to a large extent, to the tenure of the company’s top leaders. Gordon Moore was Intel’s CEO during most of Epoch I. Andy Grove ran the company during Epoch II. And Craig Barrett was leading the transformation to Epoch III.1 Appendix II provides financial highlights of Intel’s evolution.

In 2001, Intel was still one of the largest and most successful high-technology companies in the world. Looking back, the story is one of a remarkably adaptive organization. This is all the more so because at several points in its history, Intel’s prospects looked far less promising than the results obtained today would lead one to believe. In the early to mid-1980s, in particular, Intel went through great upheaval and a transformation that led it to exit from the core business upon which it had been founded. At several other moments in its more recent history there were doubts that Intel would be able to continue hitting the ball out of the ballpark, as it almost invariably did during the 1990s.

GENESIS

Robert Noyce and Gordon Moore founded Intel—a contraction of Integrated Electronics—in 1968. Intel was the first successful company to specialize in designing and manufacturing large-scale integrated circuit memory products. Nearly a decade earlier, Noyce had shared credit for inventing the integrated circuit.2 Moore, one of the leading physical chemists of his generation, was among the first to see the potential of Metal Oxide Semiconductor (MOS) process technology for mass-producing memory devices at low cost.3 Noyce and Moore had developed a track record as leading entrepreneurs of the new electronic age by founding Fairchild Semiconductor, a Silicon Valley-based high-technology subsidiary of the Fairchild Camera and Instrument Corporation headquartered in Syosset, New York, in 1959. As director of R&D at Fairchild, Moore knew of the silicon gate MOS technology, which had been invented by a young semiconductor scientist in his department but had not yet been deployed in a large-scale manufacturing environment. Fairchild’s corporate management however, was not ready to support new products based on the new technology. Also, Noyce had been bypassed for the CEO position at Fairchild Camera and Instrument and had become disenchanted with managing a large, complex organization. He was ready to move on, and he convinced Moore to join him in founding Intel to pursue the future they envisaged. At the time, bipolar technology was the standard semiconductor process technology, but the new MOS process technology was emerging.4 In an interview in 1989 Gordon Moore said, “We started out with deciding to develop technology for semiconductor memory. We did not want to choose between bipolar and MOS process technology, so we tried both.”

After Noyce and Moore left, most other senior Fairchild Semiconductor executives also departed. Fairchild headquarters replaced them with a team of executives recruited from Motorola’s Semiconductor Division in Phoenix, Arizona. But it didn’t work. Andy Grove, who had been Moore’s assistant director of research at Fairchild, also left to join Intel completing what the company’s historians have called the triumvirate. Grove reportedly joined Intel, in part, because he felt that the departure of Fairchild’s middle management sealed the fate of that company.5 Grove became director of operations and took responsibility for building the organization.


Planned Products: SRAM and DRAM

Intel’s first product, introduced in 1969, was a bipolar static random access memory (SRAM) chip with 64 bits of storage capacity, which found some small initial markets.6 Intel’s strategic intent, however, was to replace mainframe computers’ standard magnetic core memory.7 Magnetic core memory was a complex product in which rings of magnetic metal were woven together with interlocking strands of copper. Magnetic core memory was well entrenched. Replacing it required the 10 × improvement in cost reduction that has been put forth as the rule of thumb for judging a new technology’s chance of replacing technology existing.8 Intel’s SRAM offered the necessary 10 × reduction in cost per bit. Intel’s sales took off and provided a foundation for betting on the new MOS technology for its next product.

Intel established itself as a leader in semiconductor memories by pioneering the metal-oxide-semiconductor (MOS) process technology for manufacturing microchips. MOS transistors consumed much less power than bipolar transistors and promised increased circuit density while reducing manufacturing steps. They posed, however, severe manufacturing problems because they were very sensitive to trace impurities in processing. Director of Operations Andy Grove was in charge of engineering and manufacturing; he and his team were able to solve the technical problems and to get manufacturing yields above the 10 percent minimum threshold for success. Intel was able to begin selling its MOS SRAM chips as shift registers (a common type of sequential access memory) for mainframe computers.

In 1970, capitalizing on its MOS breakthrough, Intel introduced the world’s first dynamic random access memory (DRAM)9—the 1 Kilobit 1103.10 While the SRAM required six MOS transistors per memory cell, the DRAM required only three transistors. With fewer elements in each memory cell, the 1103 contained more storage capacity in the same silicon area. DRAM came to replace magnetic core memory as standard technology for computers to store instructions and data as they executed programs. By 1972, the 1103 was the world’s largest selling semiconductor and accounted for more than 90 percent of Intel’s $23.4 million in revenue. DRAM remained Intel’s core business throughout the 1970s. DRAM was initially a very attractive business, in part because Intel was somewhat fortunate to remain sole source supplier for some time. In 1999, reflecting on Intel’s successful early days as a startup, Gordon Moore explained:


Luck plays an important role. There were two big events that I would consider very fortunate. First, with respect to DRAM, it was standard procedure in the semiconductor industry that no customer would design in your product without a second source. The nominal reason was that the customer wanted to have a guaranteed supply. The unstated reason was to have price competition. Especially as a small company, we had to second source our memory.

For our first DRAM, the 1103, we second sourced our technology to [a Canadian organization]. We transferred the process and the product, and set it up for them. We absolutely copied our own set up. They used to say that they ran Intel’s process better than Intel did, and they were probably right. The initial process was run on 2-inch wafers.11 We decided to change to 3-inch wafers because the economics were better. They tried to do this too—but beyond the time where we had to give them help—so they were on their own. They screwed up their 3-inch wafers and couldn’t deliver production volumes. Our products were designed in, so when the production volumes came in we were the only ones shipping. That was luck! And this was a very profitable part of our story.



Moore’s comments imply of course that Intel’s luck was not quite independent of the company’s deep distinctive competencies in silicon technology, which allowed it to get ahead of the original licensee and have served it well throughout its history.

Unplanned Products: EPROM and Microprocessor

Based on its deep competencies in silicon technology, Intel was a wellspring of technical variations that created new business opportunities in its early days. Besides SRAM and DRAM, Intel also invented the erasable programmable read-only memory (EPROM)12 and the microprocessor,13 which were unplanned product variations. Dov Frohman, an Intel scientist, invented EPROM and turned a previously intractable technical problem into a new product for Intel. EPROM products were the second source of Intel’s “luck in the early days” that Gordon Moore referred to. According to Moore:


The second big thing was that we misguessed the role that EPROM would play. EPROM was more expensive than masked ROM, and we thought it would only be used for prototyping. We expected all the volume would still be in masked ROM, so we kept the prices high for EPROM. It turned out that EPROM was the engineers’ security blanket. The engineers would always want to keep tweaking their code, so people didn’t design it out. So the quantities got to be pretty high, but not as high as DRAM. We ended up hiding this as well as we could. EPROM was our most profitable product line through 1985.



Microprocessors also came about somewhat fortuitously when a Japanese calculator company offered Intel a contract to develop a chipset for a desktop calculator it planned to introduce. Ted Hoff, an Intel scientist, together with Federico Faggin, who had invented the silicon gate MOS technology at Fairchild and had joined Intel, were able to reduce the envisaged set of fifteen chips to four, including one that was a “computer on a chip.” Intel, however, did not immediately view microprocessors as an important new business opportunity.

Organization and Culture

Developing, manufacturing, and bringing to market Intel’s innovative 1103 DRAM product required a very structured and disciplined management approach. Referring to the technical and organizational challenges involved in getting Intel’s DRAM to work, one observer quoted Andy Grove in the late 1980s:


Making the 1103 concept work at the technology level, at the device level, and at the systems level and successfully introducing it into high volume manufacturing required, if I may flirt with immodesty for a moment, a fair measure of orchestrated brilliance. Everybody from technologists to designers to reliability experts had to work to the same schedule toward a different aspect of the same goal, interfacing simultaneously at all levels…. This is a fairly obvious example of why structure and discipline are so necessary in our operations.14



The core values supporting these management challenges were shaped by the behavior of the founders, who had a strong appreciation of the importance of technical depth and excellence. They insisted on discipline in thinking and action, they focused on results and output, and they wanted to create an egalitarian meritocracy in which knowledge power was not subjugated by position power. A symbol of discipline as one of Intel’s core values was the “late list,” instituted by Andy Grove in 1971. All employees, including the CEO, had to sign a list when they arrived at work later than 8:05 A.M. The late list was in force until 1988. From its founding, Intel also had a strong profit and shareholder-value orientation and the finance group held a prominent position within the company.


TRANSFORMATION

By 1984, changes in the external selection environment and cumulative setbacks in Intel’s internal selection environment created a major crisis for Intel’s DRAM business. Intel found it difficult to respond effectively to the external changes and by late 1984 its market segment share in DRAM was less than 3 percent. Not only had Intel fallen far behind in the DRAM market segment but internally Intel’s exit from the DRAM business was already well under way as DRAM accounted only for about 5 percent of Intel’s revenue in 1984. In November 1984, Intel’s top management decided not to invest in manufacturing capacity for the 1Megabit DRAM generation. It had become clear to top management that the company’s future lay in the microprocessor business. Intel’s DRAM business exit and transformation encompassed six partly overlapping stages that bracketed key events.

Stage 1: Development of DRAM and Initial Success

Intel’s technical competence in DRAM. Competence in MOS process technology made it possible for Intel to succeed with DRAM where other memory startups such as Advanced Memory Systems had previously failed. Intel became the first successful mover in DRAM because its technologists (under the direction of Andy Grove and Les Vadasz) were able to get manufacturing processing yields above the threshold for viability in the market against magnetic core memory. To speed the adoption of DRAM, Intel started the Memory Systems Operation (MSO), which assembled 1103 chips along with the required peripheral controller circuitry for OEM (original equipment manufacturer) sales into the computer maker market.15 Soon MSO was responsible for about 30 percent of Intel’s business.

Intel fought a battle with processing yields from its earliest days.16 Ron Whittier, the general manager of the Memory Products Division between 1975 and 1983, said that throughout a product’s life cycle, wafer yields increased continually as process improvements were developed. Changing the size of wafers also increased the productivity of the factory. This opportunity arose whenever silicon manufacturers developed techniques to grow larger silicon ingots and equipment manufacturers developed machines that could handle larger wafers. As Gordon Moore pointed out, Intel’s second source partner in the early days could not capitalize on the opportunity associated with larger wafer size and as a result, Intel was fortuitously left in a de facto sole source position for some time.

Technology-based differentiation and product leadership strategy. Intel’s early strategy was to deliver products based on next-generation process technology before competitors. Customers were willing to pay a premium for higher density, higher performance products, especially in the absence of competitive products. Each new generation required a quadrupling of the number of transistors contained on a chip. The driving force behind increased density was the ability to define patterns of ever-narrower dimensions, and to invent creative ways of reducing the required number and size of components per memory cell. Intel’s DRAM Technology Development (TD) group was responsible for solving progressive generations of linewidth/density problems. Each new generation reduced the minimum linewidth by a factor of about 30 percent, from 5 microns at the 4K generation. The minimum linewidth was controlled primarily by the resolution capability of the photolithography process, while the maximum chip size was determined by the ability to control the number of random defects on the silicon wafer during manufacturing. While competition was tough even at the 4K density, a series of process innovations kept Intel among the memory leaders through the 16K DRAM generation. Intel developed the strategy of using DRAM as a technology driver. The latest process technology was developed using DRAM and later transferred to other products. Also, being the largest volume product, DRAM served as the foundation for Intel’s learning curve.

The technology development–manufacturing integration. From the start, Intel’s founders decided to keep the TD and manufacturing activities together at a fabrication site (Fab). Gordon Moore had been dissatisfied with the linkage between TD and manufacturing at Fairchild. He insisted that Intel perform all process technology research directly on the production line. The company then made rapid incremental process changes and stayed ahead of competition using process technology. The approach was especially effective in a firm with relatively few plants operating below full capacity. It was highly successful in the early years. Intel’s growth, however, required adding fabs in new locations. The addition of new fabs impeded the transfer of technology as pockets of technical competence proliferated across the different fabs. By 1985, Intel had eight fabs spread over four states (California, Oregon, Arizona, New Mexico) and Israel. Technology transfer between sites became problematic, as engineers tended to trust only processes or equipment that they had personally developed. When a process technology transferred from one fabrication site to another, or from development phase to manufacturing phase, engineers redeveloped the process to fit their own favorite approach. This was internally known as the NIH (not invented here) syndrome. Although management tried to improve the handoff from TD to manufacturing by formal rules, this made the process more bureaucratic and time consuming and did not fundamentally change the behavior of the TD and manufacturing groups.

In spite of the geographical closeness of the TD and manufacturing engineering groups, integrating their activities was a problem. Often process yields that dipped after a transfer from TD to manufacturing would recover only after the receiving engineers learned the process. This effect was internally known as the Intel U. Over time, engineering management attempted to solve the problem by creating strict guidelines and definitions for when one group stopped and another started being responsible for a product’s development. One manufacturing engineering manager said: “Part of the problem was that the TD engineers needed to show just five good batches and their job was done.” On occasion, the combination of manufacturing’s NIH syndrome and the minimal process characterization by the TD group resulted in an Intel U spanning more than six months.

Stage 2: New DRAM Generations and the Emergence of Competition

Some time after Intel’s early success, competitors entered the market for DRAM and began to erode Intel’s MOS process technology lead. By the mid-1970s, Intel was one of several companies vying to be the first at introducing the new generation of DRAM memories. Every three years, a new generation with four times as much capacity as its predecessor was developed by the incumbents. From the 4K and 16K level on, Intel was struggling to keep up with its competitors. Table 2.1 shows the evolution of worldwide unit shipment and Intel’s evolving market share in DRAM between 1974 and 1984.

During the formative years of the DRAM market, the chip design was in rapid flux. A start-up company, MOSTEK, took market share from Intel in the 4K generation by incorporating the peripheral circuitry in its DRAM design that managed the memory on the chip itself, which started a trend in DRAM toward user-friendliness. This led Intel to eventually sell the MSO, since the value added had been integrated onto the chip itself and the majority of DRAM customers had learned how to use DRAM.

Competing on distinctive competence. Attempting to capitalize on its distinctive competence in process technology during the 1970s, Intel competed by developing new processes that enhanced product features. The HMOS (high performance MOS) process enabled Intel to introduce the first 5-volt-single-power-supply 16K DRAM in 1979. The new product greatly simplified the user’s design and production tasks.



Table 2.1. Evolution of DRAM Volumes and Intel Market Share (1974–84)

	 

	Product




	Year

	4K

	16K 3PS*

	16K 5V

	64K

	256K

	Total Share




	Worldwide Unit Shipments of DRAMs (in thousands)




	1974

	615

	 

	 

	 

	 

	 




	1975

	5,290

	 

	 

	 

	 

	 




	1976

	28,010

	50

	 

	 

	 

	 




	1977

	57,415

	2,008

	 

	 

	 

	 




	1978

	77,190

	20,785

	1

	 

	 

	 




	1979

	70,010

	69,868

	150

	36

	 

	 




	1980

	31,165

	182,955

	1,115

	441

	 

	 




	1981

	13,040

	215,760

	5,713

	12,631

	 

	 




	1982

	4,635

	263,050

	23,240

	103,965

	10

	 




	1983

	2,400

	239,210

	57,400

	371,340

	1,700

	 




	1984

	2,250

	120,690

	40,600

	851,600

	37,980

	 




	Intel DRAM Market Share (percent)




	1974

	82.9

	 

	 

	 

	 

	82.9




	1975

	45.6

	 

	 

	 

	 

	45.6




	1976

	18.7

	37.0

	 

	 

	 

	19.0




	1977

	18.1

	27.9

	 

	 

	 

	20.0




	1978

	14.3

	11.5

	 

	 

	 

	12.7




	1979

	 8.7

	 4.4

	100.0

	 

	 

	 5.8




	1980

	 3.2

	 2.1

	 94.0

	0.7

	 

	 2.9




	1981

	 

	 2.4

	 66.5

	0.2

	 

	 4.1




	1982

	 

	 2.3

	 33.1

	1.5

	 

	 3.5




	1983

	 

	 1.9

	 11.7

	3.5

	 

	 3.6




	1984

	 

	 1.4

	 12.3

	1.7

	0.1

	 1.3




	SOURCE: Dataquest.




	*16K 3PS refers to the industry-standard, three-power-supply DRAM. The 16K 5V model requires only one power supply.





While Intel had lost market share with the earlier 16K products, it was the sole source for the 5-volt device and captured a price premium of double the industry average for its three-power-supply 16K DRAM in 1979. The DRAM TD group focused a significant amount of its resources on developing Intel’s third 16K DRAM offering while competitors concentrated on the 64K generation. Intel management decided to focus on the single power supply 16K DRAM for two primary reasons: They projected a relatively long lifecycle for the 16K generation due to the technical challenge in achieving the 64K generation; and they believed the one-power-supply process would eventually dominate the memory industry. They considered it too risky to tackle both the 64K DRAM generation and the single-power-supply technology in the same product. Contrary to Intel’s expectations, however, Japanese new entrants began offering standard 64K DRAM products in 1979. The Japanese entrants were large, vertically integrated consumer electronics and computer companies.

Vanishing distinctiveness of competence. The drive toward smaller and smaller geometry was achieved through improvements in both processing methodology and processing machinery. In the early years, some processing steps were considered black magic and defined a company’s competitive edge. As time went on, the movement of engineers between chip companies and, more generally, the involvement of equipment manufacturers in process development efforts led to a general leveling of process capability among rivals in the industry. Sunlin Chou, the manager in charge of DRAM TD commented about the trends in processing: “Process technology and equipment had become so complex and expensive to develop that no vendor could hope to do better than his competitors in every process step. The key to innovation was to be on par with your competitors on every process step, but to select one or two or three process features with the highest leverage and focus your efforts to gain leadership there. In DRAM we focused on high-quality thin dielectrics.”17

During the 1970s, the equipment vendors became increasingly important. Broad process technology leadership was prohibitively expensive as capital equipment costs for a semiconductor fabrication plant rose by a factor of five. Even the largest players, such as IBM, Texas Instruments, Toshiba, and NEC, purchased standard processing equipment from global equipment vendors such as Nikon or Applied Materials. A single semiconductor manufacturer could not rationalize the investment needed to develop new specialized equipment based on its limited production. The locus of process innovation gradually shifted from the chip companies to the equipment suppliers. As a result, the equipment suppliers became a major conduit for the sharing, and hence leveling, of process technology know-how between firms in the industry. As the number of Japanese equipment vendors increased, and given the traditional close relationship between Japanese vendors and customers as well as the strong focus and determination of Japanese DRAM manufacturers, Japanese DRAM manufacturers became the prime beneficiaries of this change.

Regarding marketing competencies, Intel’s source of competitive advantage had been in entering and exiting a new DRAM generation early to maximize margins and avoid severe price competition. However, as DRAM moved rapidly from specialty product to commodity, this was no longer working. Already in the 16K generation, while Intel technologists saw the single power supply DRAM as leading edge, the marketing strategy was rooted in attempts to differentiate and create an initial niche product with the hope that eventually the entire market would go for single power supply. When the hope did not materialize, there were severe implications for the sales volumes that could be achieved, and hence for the role that DRAM could play as Intel’s technology driver.

Stage 3: Unplanned Products Compete with DRAM within Intel

In the early 1970s, EPROM and the microprocessor also benefited from the constant linewidth reduction driven by DRAM process development. Sales of both products were significant by the mid-1970s. Because of the difficulty of using the new microprocessors, Intel developed design aids to teach its customers how to use the microprocessors. Intel’s sales of design aids for its microprocessors exceeded, for a while, the microprocessor sales themselves. By the early 1980s sales of EPROM and microprocessors represented a large share of Intel sales.

Developing new distinctive competencies. Intel had divided its technology development into three groups representing the three major process areas: DRAM, EPROM, and Logic. Competition for scarce resources in the Santa Clara site had led to the decision to separate the groups geographically. By 1984 the three separate technology development groups were in three cities: EPROM in Santa Clara, California; microprocessors and SRAM in Livermore, California; and DRAM in Aloha, Oregon. While development of each technology was independent, top management insisted on equipment standardization. Periodically, the TD groups got together, pooled information on equipment options, and agreed to purchase the same equipment.

The three groups each developed distinctive competencies, which related to their product responsibilities. The DRAM TD group led the company in linewidth reduction. They were already developing a 1-micron process while the logic group was still developing a 1.5-micron process. Sunlin Chou and his group were widely regarded as Intel’s best resource for process development. The DRAM group was viewed as different from the other two because of the tight relationship between design and process engineers. The DRAM consists of one structure repeated in a regular array thousands or even millions of times on a chip. Most of the value added remained in optimizing the details of the structure of the repeated cell. According to Dean Toombs, who took over as general manager of the memory products division in 1983: “The DRAM designer… focuses on the memory cell and has to understand where every electron in the structure is…. The design and the process are developed together. A logic (microprocessor) designer is not as concerned with the details of a transistor’s operation. The process is critical, but not as interactive with the design.”

In contrast, the microprocessor consists of a more complex interconnection of transistors. The value-added in microprocessor development is in logic design and in being able to interconnect a highly irregular array of building block cells. While process technology skills continued to be very important, the emergence of microprocessors was associated with an increase in the relative importance of design skills. Relative to memory products, microprocessors had a very high design content. The capability for mastering circuit design complexity became as important if not more important than the capability to increase chip density. Thus, in the face of eroding process technology competencies, circuit design became the new basis for Intel’s competitive advantage.

Resource allocation: perennially losing DRAM. As new business opportunities in EPROM and microprocessors were pursued and competed for scarce manufacturing capacity, DRAM began to lose out in the resource allocation process. Under the direction of its vice president of finance, Intel adopted a resource allocation rule that shifted resources systematically to products that maximized margin-per-manufacturing activity (or margin-per-wafer start). The rule involved a complex calculation. Each product was assigned a total amount of manufacturing activity based on the number of steps it required. Total manufacturing costs were then allocated to products on the basis of manufacturing activity. For each product, the overall yield (number of good die at final test divided by total number of die on starting wafer) was applied as a divisor to the manufacturing cost to arrive at a total cost per good part. The sales price was then used to calculate margin per part and margin per activity. Table 2.2 shows estimates of accounting data for DRAM, EPROM, and microprocessors in 1985. As a result, manufacturing capacity allocation to DRAM gradually and incrementally declined. In fact, the vice president of finance insisted, at one point, that the DRAM manager sign a symbolic check equal to the margin forgone when high-margin products were bumped by DRAM. Eventually, by 1984, DRAM production was restricted to Fab 5 in Oregon.

Investment in DRAM TD, however, continued to absorb about one-third of Intel’s R&D investment. Unlike DRAM wafer allocation, which could be cut incrementally, technology development could not. It made no sense as Andy Grove put it “to have half a team develop half a process.” Gordon Moore commented that resource allocation to TD groups did not necessarily parallel the market fortunes of their products: “Allocation of resources to the different development groups was centralized by Andy (Grove) and me. We wanted to maintain commonality. Also, we are old semiconductor guys…. Ideally, one of the groups would start a new technology and the others follow.”



Table 2.2. Sample of Cost Accounting Data for Selected Intel Products in 1985

	Product

	Process

	Raw Wafer Cost

	No. Mask Layers

	No. of Act.

	Cost Per Act.

	Line Yield

	Cost Per Wafer

	Die per 6"Wafer




	64K DRAM

	NMOS DRAM

	 60

	 8

	30

	72.00

	90.00%

	2,467

	1900




	64K DRAM

	CMOS DRAM

	100

	10

	38

	72.00

	84.00%

	3,376

	1806




	256K DRAM

	CMOS DRAM

	100

	10

	38

	72.00

	83.00%

	3,417

	 922




	64K EPROM

	NMOS EPROM

	 60

	12

	48

	72.00

	79.00%

	4,451

	 1582




	256K EPROM

	NMOS EPROM

	 60

	12

	48

	72.00

	78.00%

	4,508

	 756




	80286

	LOGIC

	 60

	10

	40

	7,200

	90.00%

	3,267

	 172




	80386 (est.)

	1.5 µ m LOGIC

	100

	13

	50

	7,200

	90.00%

	4,111

	 131







	Product

	Process

	Wafer Sort Yield

	Total Cost Per Die

	Package/Test Cost per Die

	Yield at Test

	Total Cost per Chip

	Average Selling Price

	Contribution Margin per Chip




	64K DRAM

	NMOS DRAM

	90.00%

	  1.44

	0.45

	90%

	2.103

	2.05

	 -2%




	64K DRAM

	CMOS DRAM

	85.00%

	  2.20

	0.45

	90%

	2.944

	3.08

	- 4%




	256K DRAM

	CMOS DRAM

	60.00%

	  6.18

	0.65

	90%

	7.585

	16.27

	-53%




	64K EPROM

	NMOS EPROM

	75.00%

	  3.75

	2.65

	90%

	7.112

	8.15

	-13%




	256K EPROM

	NMOS EPROM

	60.00%

	  9.94

	2.45

	90%

	13.764

	21.00

	-34%




	80286

	LOGIC

	70.00%

	 27.13

	2.00

	85%

	34.273

	250.00

	-86%




	80386 (est.)

	1.5 µ m LOGIC

	30.00%

	104.61

	15.00

	85%

	140.716

	900.00

	-84%





Key

Raw Wafer Cost: Raw wafer cost differs depending on whether or not the process is CMOS.

Number of Mask Layers: Refers to the number of times the wafer goes through the photolithography step.

Number of Activities: Basic unit of manufacturing for cost accounting purposes. Refers to the number of times the wafer is physically altered in the process.

Cost per Activity: An average of worldwide manufacturing costs, including depreciation, materials, labor, and other facilities costs.

Line Yield Ratio: Ratio of wafers started to wafers completed.

Cost per Wafer: Number of activities times cost per activity divided by line yield.

Die per 6 Wafer: Number of devices on a 6" wafer (function of die size).

Wafer Sort Yield: Number of good die divided by total die after all processing is complete and before wafer is sawed and devices are packaged.

Total Cost per Die: Cost per wafer divided by number of good die per wafer at wafer sort test.

Package/Test Cost: Cost of packaging and testing one device.

Yield at Test: Number of devices entering packaging divided by number of devices which pass final test.

Total Cost per Chip: Total cost per die plus packaging and testing costs all divided by yield at test.

SOURCE: Researchers’ estimates

Efforts to change the capacity allocation rule. Middle-level managers in the DRAM business experienced increasing difficulties in obtaining manufacturing capacity, which, in turn, made it more difficult to compete. These managers proposed that Intel restructure itself to recognize that it was competing in two different businesses: a commodity business (DRAM) and a specialty business (microprocessors). The manager of the Oregon fabrication plant dedicated primarily, but not exclusively, to DRAM proposed a reorganization in mid-1982. At this time, Intel was organized in product divisions responsible for product design, marketing, and sales. Each of Intel’s fabrication plants produced products for several product divisions, allocating wafer starts to the most profitable products demanded by customers. The manager of Fab 5 proposed to realign his (mostly DRAM) fabrication facility with the Memory Component Division to create a coherent, dedicated DRAM organization. However, top management did not approve the reorganization and DRAM wafer starts continued to be pressured by the contribution margin decision rule. In early 1984, the engineering manager at the DRAM fabrication plant proposed an investment of $80 million for an upgrade of the fab. This manager’s plan was to create a state-of-the-art, dedicated DRAM facility that was cost competitive with any other facility in the world. This manager thought the battle for DRAM should be fought in the manufacturing arena and should focus on manufacturability and cost rather than on the leading process technology edge. But a decision in 1983 to produce leading-edge CMOS DRAM and no longer the NMOS DRAM was supported by top management, and the investment plan for DRAM manufacturing improvements was not approved.18

Key technology choices. In addition, technology development decisions made by some key middle-level managers increasingly narrowed the strategic options of the DRAM business. One decision proved especially critical: In 1984, development of the new 386 microprocessor was taking place in parallel with a new “commodity” SRAM process at Livermore (Fab 3) under the direction of Ron Smith, a technical middle-level manager at the time. Although over the years Intel had retained its dominant position in the low-volume, highspeed SRAM segment, it had lost position in the medium-performance, high-volume SRAM segment that required a different, more compact process technology. A new SRAM process development effort was intended to get Intel back into the high-volume commodity SRAM business. Until 1984, both SRAM processes had been similar. Ron Smith viewed SRAM not only as a product line, but as a vehicle for microprocessor development. Process debugging and fault detection were much simpler for SRAM than for logic devices. At each generation of shrinking the process, learning from SRAM development was completely applicable to microprocessor development, since they both used the same six-transistor cell structure. In 1984, the new SRAM process differed significantly from the new microprocessor process: Its four-transistor cell design required building on-chip resistors to very tight tolerances (a difficult technical problem); whereas the new microprocessor process (still six-transistor) required two layers of metal interconnect (also uncharted technical territory). The new SRAM process would not be useful as a development tool for microprocessors. While the group was initially working on both SRAM processes, its manager eventually decided to drop the four-transistor process and go with the six-transistor CMOS SRAM. This meant that Intel would not have a cost-competitive SRAM for the commodity market. Ron Smith recalled: “[We stopped the 4-transistor process development]… So that we could focus our attention on the 386 development. Basically, we sacrificed the high-volume SRAM for the 386.”

Smith pointed out that Intel bet the company on the 80386 microprocessor and compounded the risk by changing many things at once—both design and process. From his perspective, process technology development for the 386 processor was critical because it involved a team of sixty people, five times the number he had managed before. Smith was under great pressure to come up with a very advanced process and was determined to maintain the consolidation of the SRAM effort with the microprocessor effort. His decision, however, had repercussions for the decision process regarding Intel’s participation in commodity memories, including DRAM. As Andy Grove later recalled: “By mid-’84, some middle-level managers had made the decision to adopt a new process technology, which inherently favored logic (microprocessor) rather than memory advances, thereby limiting the decision space within which top management could operate. The faction representing the x86 microprocessor business won the debate even though the 386 had not yet become the big revenue generator that it would eventually become.”


Stage 4: Loss of DRAM Leadership Position and Growing Internal Doubts

By the end of 1984, Intel had lost significant market share in DRAM. The first real difficulties had come with the 64K generation. In 1980, Intel’s 5-volt 16K DRAM was still a market success due to process innovations, and work was continuing on the 64K generation. DRAM traditionally led the company in new technology development, and the 64K DRAM was no exception.

To make the 64K version, the memory cell size was reduced, but the actual die size still had to be increased significantly. The DRAM TD group calculated that, given current defect levels in manufacturing, the required die size would be too big. Based on the number of defects per square centimeter normally experienced in fabrication, the projected yield on the 64K DRAM would be too low to be acceptable. To boost yield, the group decided to build in redundancy at the chip level. Ron Whittier, the general manager of the Memory Components Division (early 1980s), described the redundancy technology:


Essentially, you have a row and column addressing system on a memory chip. The periphery of the chip contains logic and refresh circuitry necessary to control and update the DRAM. In the 64K version, Intel added an extra column of memory elements so that in the event of a process-induced defect, the auxiliary column could be activated. There was a physical switch or “fuse” built into each column which could be addressed by the tester machinery. When a bad element was detected, current would be passed through the switch and would blow a “fuse” inactivating the defective column and kicking in the auxiliary column. In this fashion, a defective memory chip could be “reprogrammed” before shipment, and overall yield could be improved.



Intel’s redundancy program started out successfully. Two 64K DRAM projects were carried out in tandem, one nonredundant and the other redundant. Prior to production commitment, the redundant design was a clear winner, with yields over twice that of the nonredundant design. But success quickly turned to failure as a subtle but fatal defect in the redundant technology showed up late in development. The fuse technology was less than perfect. The fuse would blow during testing as designed, but a mysterious regrow phenomenon was detected during accelerated aging tests. The problem was symptomatic of the lack of integration of TD and manufacturing engineering at Intel in those days. Sunlin Chou, the manager of the DRAM TD group, later commented: “The failing fuse problem was simply a case of not having done enough engineering early on. We just didn’t fully characterize the process technology and the fusing mechanism.”

The result was that the switch eliminating the defective column of memory cells was not permanent. In some cases, the device would revert to its original configuration after being in the field for some time—meaning the defective cell would again become a part of the memory. Errors would occur in which the device alternated randomly between the two states, meaning that at any given time the location of data stored in the memory became uncertain. In either case, the failures were not acceptable, and Intel could not develop a quick fix.

While the development team eventually fixed the fuse problem and was the first to introduce a redundant 64K DRAM, its introduction was too late to achieve significant market penetration. Ron Whittier took a one-week trip to visit sales engineers and explain that Intel’s 64K DRAM would be late: “The salesforce was very disappointed in the company’s performance. Any salesforce wants a commodity line. It’s an easy sell and sometimes it’s a big sell. That trip was perhaps the most difficult time in my whole career. When I announced we would be late with the product, the implication was that Intel would not be a factor in the 64K generation.”

Dean Toombs, the new general manager of the Memory Components Division (after 1983), had worked on DRAM at Texas Instruments (TI) before coming to Intel. This manager said the discussion on redundancy was industrywide. But at TI, engineers had concluded that at the 64K generation redundancy would not be economical and had deferred the discussion until the next generation. For the 64K generation, TI ultimately chose to focus on reducing the defect level in manufacturing. Similarly, Japanese competitors (e.g., NEC, Toshiba, Fujitsu) were also throwing capacity at 64K DRAM and improving the underlying defect density problem which Intel’s redundancy program had meant to address. Between July 1981 and August 1982, Japanese capacity for 64K DRAM production increased from 9 million to 66 million devices per year.19 Intel’s redundancy strategy for the 64K, on the other hand was a reaction to the realization that its manufacturing competence was becoming inferior. Instead of focusing on improving the lagging manufacturing competence, Intel’s technologists continued to rely, in vain, on the search for sophisticated technological solutions to deal with yield problems.

Having concluded, by autumn 1983, that they were behind in the 64K DRAM product generation and realizing that their manufacturing costs were not competitive with those of the Japanese DRAM suppliers, the DRAM group took another gamble. As noted earlier, the development effort was shifted from NMOS to CMOS. The advantage of CMOS circuitry was lower power consumption and faster access time. Intel defined a set of targeted applications for the CMOS DRAM technology. In the Memory Components Division the general manager’s strategy was to introduce the CMOS 64K and 256K DRAM in 1984. The notion was that by creating a niche market with premium pricing, Intel could maintain a presence in the DRAM market while accelerating forward to regain a leadership position at the 1Meg generation.

Dean Toombs said that by the time he took over the Memory Products Division, things were “clicking along.” Demand was on an upswing, and Intel seemed to have a technology strategy which could lead to dominance in the 1Meg DRAM market. Many of the redundant 64K sales in 1983 went to IBM; in addition, Intel sold IBM the redundant 64K production and design technology. Toombs recalled that in late 1983 and early 1984, the silicon cycle was on an upswing and memory product demand was at an all time high. The memory components division’s bookings exceeded its billings. However, during the boom of late 1983 and early 1984, all of Intel’s factories were running at capacity. Allocation of production capacity between products was necessary. The question facing the Memory Products Division was how to effect the transition from NMOS to CMOS. Toombs said the hard decision was made to completely phase out the NMOS line. As noted earlier, at that time all DRAM fabrication was consolidated in Fab 5 in Oregon. Toombs suggested that the decision to “go CMOS” was consistent with Intel’s general philosophy—to exploit new technology and create a lead against competitors based on proprietary knowledge. The development of the CMOS 64K and 256K DRAM took place in a facility adjacent to the Oregon production facility. While the development was not directly on the production line, there was a fairly smooth transition into manufacturing. The 256K chip was well designed and executed. Sunlin Chou commented: “The 256K CMOS DRAM was the first DRAM product, which did not have to go through some sort of design or process revision before or after going to market. With this product, we felt we were regaining our lead in DRAM technology after three generations.”

But the CMOS technology was more complex, requiring eleven to twelve masking steps versus eight to nine steps for NMOS. This resulted in a higher manufacturing cost for the CMOS process. The CMOS DRAM products were introduced in 1984 and priced at about one-and-a-half to two times the prevailing NMOS price. DRAM management now deliberately adopted a niche strategy: differentiate the product from other offerings and sell it on features. In addition to the CMOS feature, Intel offered an alternative memory organization which provided performance advantages in some applications. Intel sampled the products broadly to many customers and made many design wins, particularly in situations where other DRAM had inadequate performance. The CMOS DRAM started as a winning product family. Unfortunately, the market softened as 1984 went along. The price of NMOS DRAM fell by 40 percent in one three-month period from May to August 1984: Dean Toombs said that in the scramble and upheaval of the semiconductor market, Intel’s differentiation message got lost. All suppliers were pushing product into the market, and Intel’s superior product specifications (associated with CMOS) seemed like just another ploy to get volume. By late 1984, Intel’s ability to make profits, and, more important, to project future profits in DRAM was limited. Toombs also said: “In a commodity marketplace, your staying power is a function of the size of your manufacturing base.” According to Toombs, by late 1984, Intel was down to less than 4 percent of the 256K DRAM market and had lost its position entirely in 64K DRAM.

Nevertheless, the DRAM TD team, considered the strongest TD team within Intel, continued to focus on a process technology catch-up and leapfrog strategy. And the technology strategy seemed to be working, as the first prototype of the 1Meg DRAM was expected in March 1985. The DRAM TD manager indicated that Intel’s 1Meg DRAM strategy focused on new thin dielectrics, rapid improvements in lithography (to 1.0 microns), but only incremental changes to the structure of the DRAM capacitor. Dean Toombs believed that the DRAM technology development group had provided Intel with a unique product capability: “The 1 Meg DRAM would have been a technically outstanding product, at least one-and-a-half to two years ahead of any competition in application of CMOS. But the handwriting was on the wall. In order to make the DRAM business go, major capital investment were required and the payback just wasn’t there. The issue for 1985 was how to survive.”

Stage 5: The DRAM Exit Decision

The exit decision was very difficult for Intel. Even though it had been clear that DRAM products were much less profitable than other products, the Vice President of Sales Ed Gelbach had continued to believe that Intel needed to offer a one-stop semiconductor shopping list of products, including DRAM, to its customers. CEO Gordon Moore had continued to support the idea of DRAM as Intel’s technology driver. But, in November of 1984, Intel’s top management announced that it would not continue development of DRAM products beyond the current 256K product generation. Intel, the firm which had invented the DRAM less than fifteen years earlier, basically decided to cede the DRAM market to a handful of Japanese and U.S. competitors.

Over the next ten months a number of middle-level managers would make and implement decisions that arose from the original November 1984 exit decision. The cascade of actions required by the November 1984 decision included decisions to redeploy its resources (technologists, manufacturing capacity) and to rationalize its product line offerings while maintaining customer confidence. Interestingly, no single individual or strategic direction seemed to control the array of decisions made in the wake of the November 1984 decision.

Consolidating technology development. Following the November 1984 decision, Intel chose to consolidate its technology development sites. At the time Intel still had three sites—Portland’s Fab 5 DRAM development site, Livermore’s Fab 3 Logic development site, and Santa Clara’s Fab 1 EPROM development site. A combination of factors led to a decision to move microprocessor development from Livermore to Portland. Those factors included Livermore’s charter to manufacture Intel’s leading-edge microprocessors (the 286 and the 1.5-micron 386 microprocessors), which conflicted with its development role, and Fab 5’s approximate twelve months’ lead in developing 1-micron technology (for the 1Meg DRAM). Intel needed to develop the 1-micron process for the 386 microprocessor swiftly, because Motorola’s 32-bit 68000 chip was gaining wide customer acceptance and Motorola was expected to announce faster versions within a year.

The sinking morale and increasing uncertainty at Fab 5 in Oregon, in the wake of the decision to stop DRAM development, contributed to the decision to consolidate the Fab 3 and Fab 5 technology development groups. To keep Fab 5’s highly regarded TD team together and busy, the effort to build a functional 1Meg DRAM chip was allowed to continue. In parallel, the 1-micron 386 microprocessor development effort was moved from Livermore to Portland. There was some initial resistance to this move. The manager of the Livermore (Fab 3) TD group argued against transferring the 1-micron effort to Portland. Based on the not invented here syndrome, this manager predicted that the transfer to Oregon would set back the development of the fast version of the 386 for six to eight months. However, the decision to move this development effort before the technology was too far along reduced the amount of NIH experienced by the Portland team. At the same time, Fab 3’s charter (including manufacturing of 286 microprocessors, ramping the 1.5-micron technology for the 386 microprocessor into production, and developing the 1-micron technology for the 386 microprocessor technology) was simplified. By March of 1985, Fab 5 produced the first functional 1Meg DRAM die. A total of five batches were produced that spring before DRAM development ground completely to a halt.

Uncertainty in manufacturing. Although Intel seemed successful in keeping its key technology development and manufacturing resources focused during the transition in late 1984, several implications of the DRAM exit decision were ignored. The charter of the Fab 5 TD team was clear by late 1984, but the associated Fab 5 manufacturing organization was struggling without a mission. The old friction between the technology and manufacturing divisions flared, as each blamed the other for the DRAM failure. Almost a year would pass from the November 1984 decision to stop developing DRAM technology, before a decision was reached to close the Fab 5 DRAM production facility and stop manufacturing DRAM altogether. During 1985, Fab 5 produced primarily 256K CMOS DRAM, and sought to demonstrate its capabilities to produce state-of-the-art products. They scrambled to fill a role at Intel, attempting to qualify as the second source for the microprocessor products currently produced at Fab 3.

Lingering resistance to DRAM exit. From the Components Group’s perspective there was still a series of unanswered questions in the 1984–85 period. Jack Carsten, senior vice president and general manager of the Components Group (to whom the Memory Components Division as well as the Microprocessor Division reported), was still not convinced that Intel should discontinue manufacturing the existing generation of DRAMs, but was wondering where it should be done. Carsten had recently suggested that Intel acquire fabrication facilities in Japan to keep Intel in touch with the latest Japanese equipment advances and advances in DRAM manufacture. He also argued that Intel’s inability to earn profits on manufacturing DRAM was more a result of the extraordinarily strong U.S. dollar than any Intel failure. In any case, he thought that Intel should utilize the Korean DRAM foundry option.

In mid-1985, as the fate of Fab 5 still hung in the balance, a group in the Memory Components Division evaluated options to outsource Intel’s novel 256K CMOS DRAM. In fact, the division’s future relied on finding such an outsourcing arrangement. In the summer of 1985, the division evaluated the feasibility of both Japanese and Korean arrangements. Neither Fab 5 manufacturing nor technology development had much interest in supporting an outsourcing alternative. By September of 1985 the outsourcing plan was abandoned; the Korean firms were considered not technologically advanced enough and Intel’s top management feared giving competent Japanese competitors either technology or access to Intel’s distribution system.

At this point it was clear that Memory Component Division’s future as a DRAM organization was ending fast. In the face of lingering organizational resistance, COO Andy Grove took charge of the implementation of the exit decision. He reassigned Jack Carsten to another position and later went to visit the Oregon site, addressing the personnel there with the statement, “Welcome to the mainstream of Intel.” By the end of the fourth quarter of 1985, Fab 5 had become a microprocessor fabrication site and some 250 DRAM manufacturing personnel were without jobs.

Going out in style. Memory Products organized an “end of life build” of the 256K CMOS DRAM product at Fab 5, which was being executed well by the lame duck manufacturing organization. Memory Products worked with its DRAM customers, finding alternative sourcing arrangements when possible. By the end of 1985, Fab 5 had built enough DRAM (at record manufacturing yields) to supply Intel’s DRAM customers through the transition to other DRAM suppliers. By early 1986 Memory Products had placed its personnel, with the exception of a handful of DRAM design engineers, in new positions at Intel.

Fab 5 was not the only manufacturing facility affected by the 1984 exit DRAM decision. Three Assembly and Test facilities associated with DRAM remained open well into 1986. Barbados was the site of Intel’s DRAM assembly operations, with most post-assembly testing done in Puerto Rico or in Santa Cruz, California. Labor costs in Barbados were approximately double those of Asian facilities. Intel management realized that the separation of assembly and test facilities hindered the integration of fabrication, assembly, and testing, and that the long feedback loop between testing and fabrication contributed to a longer development cycle.

Stage 6: Opportunities for Creative Destruction of Organizational Routines

The organizational turbulence generated by the DRAM exit decision, and the lack of decisiveness in making the decision to begin with, made top management more keenly aware of serious problems with the way Intel’s strategic development and key aspects of its operations had evolved. Top management had the opportunity to engage in what Andy Grove during one of the interviews called “internal creative destruction” of outdated or simply inadequate approaches, and to replace them with more effective ones. The link between technology development and manufacturing, the company’s concept of technology drivers, and top management’s approach to strategic planning had been key areas ripe for internal creative destruction.

Improving the TD-manufacturing link. During 1985, Fab 5 (Oregon) was reequipped and redirected to the task of manufacturing microprocessor products. In the midst of a semiconductor recession, during which Intel posted several quarters of heavy losses, the company spent some $60 million to revamp the Fab 5 facility to “Class 10” clean room standards.20 This helped to effect a 4-inch to 6-inch wafer size conversion and to put in place 1-micron technology capital equipment upgrades. Decisions to convert Fab 5 to 6-inch wafer size and to use a shrink process for the 386 processor as the early test vehicle were made in 1986. The Portland TD group, in the mean time, was “growing up”—learning what it takes to run a fab.

In the spring of 1988, Fab 9.1 in Albuquerque was designated as the first production facility for the 1-micron 80386. In contrast to the early years, when technology development and production were done at the same site, the development fab and the production fab were now geographically separated. Production engineers from Albuquerque were brought to Portland for nine months to participate in process development. Portland team members went up to Albuquerque to help bring up the process. The former system of rules to govern the roles and responsibilities of TD and manufacturing which were based on an elaborate system of milestone achievement evolved to a system in which the transition points between TD and manufacturing were overlapping. The Portland technology development effort was not considered successful—and the TD team could not start work on the next process—until production ran smoothly at high yields in Albuquerque. Andy Grove had promised shipments within one year, and Fab 5 and Fab 9.1 delivered on the promise.

New thinking about technology drivers. Top management belatedly recognized in 1984 that its small remaining DRAM activity could hardly support further the idea of DRAM as the company’s technology driver. On the other hand, it was also clear that microprocessors could not serve as the technology driver either. This was so because of the long and unpredictable design cycle of microprocessors, and because demand for a generation of microprocessors typically ramped up much more slowly than for a generation of memory products and remained low on a unit basis. However, Intel technologists were discovering that the conventional view of a technology driver based on large cumulative volume might be increasingly irrelevant. Sunlin Chou, the leader of the DRAM TD group, observed during an interview in 1989: “You don’t learn quickly when you increase volume by brute force. You have to learn by examining wafers. Learning is based on the number of wafers looked at, analyzed, and the number of effective corrective actions taken. Even if you have processed 1,000 wafers, the technical learning probably only came from the 10 wafers you analyzed. Technical learning is time and engineering constrained, not number of wafers constrained.”

Gerry Parker, Intel’s vice president of technology development in 1989, had a somewhat different perspective on the issue of technology drivers: “I spend a lot of time now on following what the DRAM people are doing and talking with equipment manufacturers…. We try to stay in the mainstream by purchasing the most advanced equipment, but then we optimize it to maximum advantage for our products…. I certainly don’t want to minimize the importance of process development…. But, the latest equipment is essential to getting the highest yields.”

DRAM epilogue

Intel sold no DRAM products for several years. In 1987 a small Intel group (Components Contracting) worked with Samsung in an effort to obtain a DRAM supply source for Intel resale or Intel internal use. By 1989, Intel Components Contracting sold some $100 million of foundry-built (primarily by Samsung) DRAM profitably. Intel could again serve customers who wanted one-stop shopping or Intel’s quality/reliability guarantee. Soon after the failure of the U.S. Memories venture21 (which was supported by the U.S. semiconductor industry and the U.S. government), Intel signed an exclusive marketing and technology agreement with NMB Corporation in which it agreed to market 100 percent of NMB’s DRAM output in exchange for automation technology transfer.22

One senior manager mentioned that sometime in late 1988, Andy Grove made a presentation to Intel employees using a chart with the title “Businesses in which Intel has had success and businesses in which Intel had failed.” This manager said he cringed at the thought of having to sit through yet another discussion of the failure of DRAM. But he was amazed and surprised when Grove described DRAM as a complete success for Intel. Grove reportedly said that the DRAM business had supported the company for over ten years, had been well managed, and had developed key corporate resources that were redeployed when needed most. Finally, it was a business that Intel exited at just the right time.

IMPLICATIONS

Intel’s founding came about, at least in part, because Fairchild Corporation did not want to support the autonomous strategic initiative of Robert Noyce and Gordon Moore that centered around the newly emerging MOS technology. Noyce and Moore saw new business opportunities associated with the new technology that were not apparent to Fairchild’s corporate management, or which Fairchild’s management was not willing to develop even though the company had spent significant resources on the R&D efforts that produced the new technology. This experience led Noyce and Moore to decide that Intel would not do R&D that is exploratory and not directly related to product development. Intel’s founding thus provides additional evidence that unexploited R&D spillovers of established companies (AT&T’s Bell Labs and Xerox’s Palo Alto Research Center come most readily to mind) constitute a technological substratum that spawns new variations in the form of start-up companies.
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