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YOU CAN BEAT YOUR BRAIN



INTRODUCTION

Self-Delusion
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THE MISCONCEPTION: You are a being of logic and reason.

THE TRUTH: You are a being capable of logic and reason who falls short of that ideal in predictable ways.

This is a book about self-delusion, but also a celebration of it. You see, self-delusion is as much a part of the human condition as fingers and toes, and that is what we are going to explore here. Delusions, that is, not phalanges.

You assume you are intelligent, capable, rational, and full of the same glorious reason that invented calculus and ginger snaps. You were born with a chip on your shoulder, and you’ve grown into a sort of undeserved confidence over the years. It’s a human foible that comes in many flavors, and I’m assuming you are human. If you are a hyperintelligent dog, a member of an alien race, or a robot historian from our future, I apologize; please move on to the first chapter. If not, proceed toward your epiphany.

The human mind is obviously vaster and more powerful than any other animal mind, and that’s something people throughout all human history couldn’t help but notice. You probably considered this the last time you visited the zoo or watched a dog battle its own hind legs. Your kind seems the absolute pinnacle of what evolution can produce, maybe even the apex and final beautiful result of the universe unfolding itself. It is a delectable idea to entertain. Even before we had roller skates and Salvador Dalí, it was a conviction in which great thinkers liked to wallow. Of course, as soon as you settle into that thought, you’ll accidentally send an e-mail to your boss meant for your proctologist, or you’ll read a news story about how a man got trapped in a public bin in Aberdeen. It’s always true that whenever you look at the human condition and get a case of the smugs, a nice heaping helping of ridiculousness plops in your lap and remedies the matter.

The truth is that the human brain generates a mind that is deeply flawed. There are some things you just aren’t very good at and never will be. Evidence of your dumbness is everywhere. Calculators, notepads, to-do lists, checkbooks, alarm clocks—there are hundreds of inventions and applications for sale in every marketplace to make up for your shortcomings. Entire fields of expertise exist to make up for a gulf in your abilities.

Our discussion of the scientific study of self-delusion is probably best led off with the concept of preconceived notions, so let’s begin with a brief story about the thirty-first time Dartmouth College and Princeton University faced off in American football. That game helped launch an endless fleet of expeditions into the human mind, many of which you will read about after this paragraph concludes.

Both founded in the mid-1700s, Dartmouth and Princeton are part of the Ivy League of universities in the northeastern United States. You may have heard of the other six universities: Brown, Columbia, Cornell, Harvard, Penn, and Yale. Ivy League has become synonymous with the sort of people who wear “fancy pants.” The names are among the most desired bullet points on a CV, but Ivy League began as a term sportswriters used for the eight universities in New England that tended to compete against one another exclusively in athletics and, well, almost everything else.

In 1951, Dartmouth and Princeton squared off in the last game of the season for both universities. Princeton had won every game up to that point. Its star player, Dick Kazmaier, had been featured on the cover of Time that same year and would go on to become the last Ivy League player to receive the Heisman Trophy. It was a big game for both teams, which is why Princeton went bonkers in the second quarter, after a Dartmouth player broke Kazmaier’s nose. In the next quarter, a Princeton player snapped a Dartmouth player’s leg. The whole event was brutal, and both sides racked up plenty of penalties before Princeton finally won by a final score of 13–0.

Psychologists Albert Hastorf at Dartmouth and Hadley Cantril at Princeton noticed soon after the game the student newspapers of each university began printing stories that seemed to suggest two versions of the truth were in open competition to become the official version of reality. A year later, the two published a study that is now considered by many to be the best starting point for talking about self-delusion.

Hastorf and Cantril noticed that Princeton’s newspaper and alumni newsletter published accounts of the game that painted the Dartmouth team as bullies who played dirty. At the same time, Dartmouth’s newspaper published editorials explaining away the injuries caused by its team while also noting the awfulness of Princeton’s tactics. Both sides, the researchers said, remembered seeing different games. What if these students could watch the game again? thought the scientists. Sure, they remembered the game differently, but what if we showed them a film of it? Would they see the game differently in real time as well? To answer this, the scientists acquired a recording of the entire matchup, showed it to undergraduates from both universities, and had those students check when they saw infractions, in addition to marking how severe each infraction seemed. The students also filled out questionnaires.

The results? During the film, Princeton students believed they were watching a violent, uncivilized game and Dartmouth was to blame. Ninety percent wrote they felt Dartmouth had started the unsportsmanlike conduct. They also reported seeing twice as many infractions coming from Dartmouth than they saw coming from Princeton, and they found those infractions committed by their own university’s team to be much milder than those committed by their university’s opponents. Dartmouth students, however, saw something else. They didn’t see the game as unnecessarily barbarous, but as justifiably “rough and fair.” The majority of Dartmouth subjects reported both teams were to blame for the aggressive play and Princeton students were just angry because their superstar had gotten hurt. Boo hoo. They recorded an equal number of infractions by both teams but, overall, marked down half as many for their own side than did the Princeton students.

The scientists explained that each person saw a different game despite the fact that all had watched the same film. Each person experienced a different version of reality, of the truth, each in some way adulterated by his allegiance.

The great lesson of Princeton versus Dartmouth concerns how tiny and arbitrary variations can change everything. The students who watched the film, regardless of whether they had attended the real event, experienced two different versions of reality, even though on paper they all seemed like nearly identical people. As students of male-only Ivy League universities three hundred miles apart in the 1950s, they were the same ethnically and socioeconomically. As undergraduates, they were all about the same age. As northeastern U.S. citizens, they had similar cultural and religious beliefs. The only difference between them was which university they had chosen to attend. The research suggests that if you could have turned back time and had those students enroll at different universities, switching the campuses they would later stroll, their realities would also have switched.

This is where preconceived notions lead you, into naive realism—a very old concept in philosophy that was long ago murdered, burned, and buried by science. Naive realism asks this question: Do I see the world as it actually is? The answer, according to a naive realist, is yes. Up until recently, on the grand scale of human history, this what-you-see-is-what-you-get theory of the mind has had its defenders, so, in case the Princeton-Dartmouth example wasn’t enough for you, let’s go ahead and squash it before we move on.

As a modern person you should know that a motion picture is just individual photographs whizzing by faster than your brain can process. When you look at a flower, you should know that you don’t see the same thing a butterfly sees and that if you switched your eyes for insect eyes the floral world would become a psychedelic explosion of madness. Your unnavigable nighttime living room is a completely visible playground to a cat, and if you’ve ever shined a laser pointer near a feline pal, then surely you’ve realized something is going on in its tiny cat head that isn’t happening in yours. You know the world is not what it seems, and all it takes is one great optical illusion to prove it. Naive realism is, well, naive. The stars are always in the sky, but the light of the sun filtered through the atmosphere makes them difficult to see in the day. If you throw a rock into a pond, and that sploosh turns the heads of a frog and a fox, what they see is not what you see. Each creature’s version of reality is unique to its nervous system. The frog, the fox, and the person all experience the same real thing but react to differing internal representations. Your perception isn’t the only perception out there, and if the inputs can be fooled, then the image is not to be trusted.

Okay, so that’s a simple concept, and you’ve likely pondered it before, but as the football game study shows, there is another level of naive realism that is a lot harder to accept. Like most people, you tend not to question this, and it persists in just about every head on Earth.

Look away and around for a second and come back to this sentence. The things out there that you just saw in your mind aren’t generated by those objects. What you see isn’t the simple result of light bouncing into your eyeholes. What you see, recall, and feel emotionally is 100 percent created by chemical reactions in your braincase, and that means those things are susceptible to influence, editing, redacting, and all sorts of other ingredients that get added to consciousness when you construct reality out of inputs both external and internal. To paraphrase psychologist Daniel Gilbert, memory, perception, and imagination are representations not replicas.

A memory is least accurate when most reflected upon, and most accurate when least pondered. Together, those two facts make eyewitness testimony basically worthless. This isn’t what most people believe. Psychologists Dan Simons and Christopher Chabris published a study in 2011 revealing that 63 percent of those surveyed in the United States believe memory works like a video camera, and another 48 percent believe memories are permanent. An additional 37 percent said that eyewitness testimony was reliable enough to be the only evidence necessary to convict someone accused of a crime. Those are seriously shocking facts to a psychologist or a neuroscientist, because none of those things is true. You don’t record everything you see, nor do you notice everything that comes into your mind. The only things that make it past the ears and eyes are those things to which you attend. Memories are not recordings. The moment your first kiss was over, the memory of it began to decay. Each time you recall it, the event is reformed in your mind anew and differently, influenced by your current condition and by all the wisdom you’ve acquired since and all the erroneous details you’ve added.

Psychology now knows you make forecasts and decisions based on internal mental models and memories, and you assume those models and memories are accurate and perfect. Over time, with each new study, it has become increasingly clear that those models and memories are flawed, imperfect, and skewed. So it follows that your forecasts and decisions are just as mistaken.

You greatly underestimate how easily and how often you delude yourself, and how your perception can be dramatically altered from within. Throughout this book you will see that you do not passively receive reality. You actively participate in the creation of your personal universe.

The last one hundred years of research suggest that you, and everyone else, still believe in a form of naive realism. You still believe that although your inputs may not be perfect, once you get to thinking and feeling, those thoughts and feelings are reliable and predictable. We now know that there is no way you can ever know an “objective” reality, and we know that you can never know how much of subjective reality is a fabrication, because you never experience anything other than the output of your mind. Everything that’s ever happened to you has happened inside your skull. Even the sensation of having an arm is projected by the brain. It feels and looks like your arm is out there in space, but even that can be a misconception. Your arm is actually in your head. Each brain creates its own version of the truth, broadly similar but infinitely different and flawed in its details.

Hastorf and Cantril, the scientists who studied the students at Dartmouth and Princeton, said in their research that the game didn’t even exist, when you got right down to it. In the same way that a salad is just a pile of chopped-up vegetables and leaves, the game in question was just the events taking place in one space between two presses of a stopwatch. Sure, people performed actions in front of other people, and the people watching noticed some of what happened, but the game itself is just an idea, a social construct. Out of the billions of things that occurred that day in 1951, fans of both teams placed significance on a particular set of things happening in one location and agreed to call that thing a football game. That culturally defined significance helped observers define their experiences. According to the scientists, unlike most things in life, sports offer up a nice lattice of rules and boundaries, a demarcated space and assigned roles that produce routine actions. In sports, thanks to those parameters, it becomes much easier to agree on what happens during the time allotted. Yet people routinely disagree, even when the whole thing is recorded and can be played back exactly as it occurred. What is real is not just what comes into your eyes and bounces around in your mind. You change your reality as it happens. You alter your own perception unconsciously. The implications are monumental when you apply this knowledge to wars, politics, social movements, economics, and all the other titans of influence in your life that don’t happen in an arena with agreed-upon rules and aren’t recorded perfectly by history.

You see, being smart is a much more complicated and misunderstood state than you believe. Most of the time, you are terrible at making sense of things. If it were your job, you would long since have been fired. You think you are a rational agent, slowly contemplating your life before making decisions and choices, and though you may sometimes falter, for the most part you keep it together, but that’s not the case at all. You are always under the influence of irrational reasoning. You persist in a state of deluded deliberation. You are terrible at explaining yourself to yourself, and you are unaware of the depth and breadth of your faults in this regard. You feel quite the opposite, actually. You maintain an unrealistic confidence in your own perceptions even after your limitations are revealed. It is at this intersection of presumption and weakness, the beautiful combination of assurance and imperfection, where we will be spending most of our time together. This is an exploration of some of the most compelling self-deceptions that have been identified and quantified by science. This is the stuff that should be in the instruction manual for operating a human body—just like the entries science recently added about trans fats and glutens.

Herein lies a catalogue of some of the things science has learned about the flaws of the human mind and how your brain lies to you, how it cheats and edits and alters reality, and how you fall for it over and over again. So, what sorts of things will we be exploring?

Well, when it comes to your mind, you are often unaware of the source of your own feelings and thoughts, your own behaviors and memories, but instead of bumbling about confused and frightened, you possess a giant toolkit of tricks and techniques by which you invent scenarios that make life easier to comprehend, and then you believe in those scenarios. Over years and years, that jumble becomes the story of your life.

One such tool is the heuristic. In order to survive, your ancestors needed to think and act quickly. Heuristics make big, complex, daunting ideas tiny and easier to manage. Simple heuristics explain the world to you in ways that allow you to keep moving without putting too much thought into a situation. When it comes to problem solving and decision making, you have heuristics that render complicated things very simple. You use the affect heuristic, for example, to make decisions based on whether a person, problem, or situation makes you feel positive or negative emotions. Does the guy running for mayor creep you out? Let’s not vote for him. Did that doctor paint her offices puke green? Let’s not go there again. Heuristics appear in the strangest places, such as when you ponder if you should donate money to those people who make commercials about dogs and cats that get tortured and abandoned. When you wonder if you should write a cheque, you don’t ask whether that organization is legitimate, or what the chances are an abused animal can be rehabilitated, or if the organization has a strong track record in resource allocation. You instead ask yourself if the images of abused animals make you sad. The answer to that question is much easier to solve, and you then assume that you’ve solved the more complicated questions. This mental alchemy is applied to everything in your life, from whether you should quit your job to who should get your vote for president. Complicated and confusing questions morph into gut checks, and gut checks are often unreliable. When you use heuristics, you tend to believe you’ve been rationally contemplating your existence, when in reality you just took a shortcut and never looked back.

Another giant stumbling block in your mental life is a collection of predictable patterns of thought called cognitive biases. A bias is a tendency to think in one way when other options are just as good, if not better. For instance, if you tend to take a right turn every time you walk into a supermarket when turning to the left would be no better, you have a right-turn bias in your own behavior. Most people are biased in this way, and most large chain stores develop displays and lay out their interiors with this in mind. Most cognitive biases are completely natural and unlearned. They can be teased out of every person with a functioning brain. So, no matter if you were born in Egypt or Aberdeen, in 1902 or 2002, you still have the same collection of inherited cognitive biases every other human must deal with. Scientists speculate that most biases are adaptive, which just means that over millions of years they served as dependable fallback positions when you were unsure how to act or feel. For instance, you have a hindsight bias that makes you believe your predictions about the future are usually accurate because you falsely assume you’ve been able to predict the outcome of events all your life. The truth, however, is that you are terrible at making predictions but great at rewriting your memories to make it seem as if you were right all along. You also suffer from a confirmation bias that causes you to seek out information that confirms your worldview while avoiding and ignoring threatening information. Over time, this creates a bubble in which it seems there is a monumental amount of consensus for your beliefs.

Heuristics allow you to think and act faster, and biases influence you to behave in ways that typically keep primates alive and active. In modern life, though, your heuristics and biases get challenged all the time, and that’s when you pull out logical fallacies. Logical fallacies appear during arguments with yourself and others. You often begin with a conclusion already in mind and then work toward proving that you were not stupid to have drawn that conclusion in the first place. This sort of motivated reasoning often depends on warping logic to make things work out in your head. For instance, you might say hot dogs are a disgusting manufactured food product, and you can’t believe your cousin is serving them to his children, because no child should be forced to eat gross food. You’ve just committed a fallacy because your assumption was in your original statement: hot dogs are nasty. You’ve proved nothing. Your argument didn’t make the case about the nastiness of digestible casings filled with beef trimmings and fat. You’ve only stated what you believe and then said that what you believe informs your opinions. You can untangle this fallacy by rewording it like so: Kids shouldn’t be forced to eat food I believe is gross. You get confused in your own logic all the time and end up twisting language to make the world line up with your preconceived notions.

Logical fallacies, fuzzy heuristics, and incorrect cognitive biases are joined by an array of other odd truths about your dull approach to making sense of things. You are only able to pay attention to a very few things at once, but you feel as if you are paying attention to everything that appears before your eyes and emits sound near your ears. When you do pay attention, those senses are themselves very limited and imperfect. You then use what comes into your brain through those senses to construct an internal reality that both introduces into consciousness things that aren’t real and subtracts from reality things you would rather not accept. Add to this the complicated and vast system of emotions and intuitions, and you can see how tilted your view of reality can be from moment to moment. That tilted view is translated into incomplete, inaccurate memories that degrade with each recall. The glue of narrative—the innate human skill for storytelling—holds the whole misinformed hodgepodge together. Your ability to tell stories keeps you sane and stable, even if those stories can be pretty far from the truth.

Despite how fallible you are, how gullible and biased and horn-swoggled you tend to be day to day, or how much the image you have of yourself doesn’t really match the real you, you get by, most of the time. It’s a real problem, though, when politicians, CEOs, and other people with the power to change the way the world works start bungling their arguments for or against things based on self-delusion generated by imperfect minds and senses. In the fields of neuroscience, psychology, and economics, the major faults of your mind have been known for about fifty years now. Work continues in those and other fields, unraveling the nuances, but most of what science has learned on this topic has remained under academic hats. You are lucky to live at a time when that knowledge is just now starting to trickle into the conversations of laypeople. That’s the aim here: to get some of these insights into your shortcomings out there where they can be put to good use.

Some of what we will discuss has to do with the wiring of the brain, some with cultural influences, and some with ancient behavioral routines. The brain in your head was built by evolution, and the world in which your ancestors lived was full of situations you no longer face. Still, you err on the side of caution just in case. If someone throws a rope on you while you are napping, there is really no harm in freaking out, screaming, and flailing around while you try to hold in your pee. If a poisonous snake had fallen on you, such a response would have been an excellent course of action. It would be much more costly if every time you woke up to a snakelike impact you just yawned and calmly brushed it aside. Over the course of millions of years, the creatures who didn’t freak out at snake-shaped objects didn’t make as many babies as the people who did, and now that same fear is in you, along with fears of skittering creepy crawlies, heights, dark places, and strangers. This sets you up to be more afraid of terrorists than home furniture, even though falling couches and televisions take more lives each year. When you consider the world that shaped your mind is the world you are most equipped to handle, it makes sense that things such as car engines and weight loss and soufflé recipes are so hard to understand, much less laparoscopic medicine and quantum physics.

This is not a book about abnormal psychology. It is about normal psychology, the common, default, baked-into-every-brain sort of thinking you can expect to find in rocket scientists, heads of state, and the lady at the office who has a kitten calendar for personal use and a fireman calendar for business meetings. You think seeing is believing, that your thoughts are always based on reasonable intuitions and rational analysis, and that though you may falter and err from time to time, for the most part you stand as a focused, intelligent operator of the most complicated nervous system on Earth. You believe that your abilities are sound, your memories perfect, your thoughts rational and wholly conscious, the story of your life true and accurate, and your personality stable and stellar. The truth is that your brain lies to you. Inside your skull is a vast and far-reaching personal conspiracy to keep you from uncovering the facts about who you actually are, how capable you tend to be, and how confident you deserve to feel. That undeserved confidence alters your behavior and creates a giant, easily opened back door through which waltz con artists, magicians, public relations employees, advertising executives, pseudoscientists, peddlers of magical charms, and others. You can learn about yourself when you take on the perspective of those who see through your act and know how to manipulate your gullibility. A great deal can be learned and gained by focusing on your failings.

Thanks to a new way of approaching psychology, science is now beginning to paint a picture of your flaws and shortcomings, and this book is a collection of some of the most interesting delusions discovered so far. I hope when you read them you have the same epiphanies I did when I first came across them. Consider this a humility shock-and-awe campaign designed to help you feel more connected with the community of humanity. We’re all in this together, and these are our shared mental stumbling blocks. Use what you learn here to be kinder to others and more honest with yourself. There are some concrete, counterintuitive, and fascinating ways to beat your brain.

Let’s get started.



1.

Narrative Bias
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THE MISCONCEPTION: You make sense of life through rational contemplation.

THE TRUTH: You make sense of life through narrative.

At the Ypsilanti State Hospital in Ypsilanti, Michigan, right around the time the Hula-Hoop was invented, three men  began a conversation that would drag each into the depths of madness. Real madness, the kind that earns prescriptions.

This trialogue lasted two years, and at times it soared, with each man literally singing in harmony with the others. At other times it languished, descending into physical violence. Still, each morning, the men met and each tried at length to get the other two to see things his way.

Clyde Benson, Joseph Cassel, and Leon Gabor had lived very different lives leading up to their meeting. Benson was a widowed and remarried heavy-drinking farmer in his seventies. Cassel was a clerk in his fifties with a desire to be a writer, yet was too hobbled and passive, haunted by a terrible childhood, to realize his dream. Gabor was a man nearing forty, wandering from job to job after being transformed by the war. What tied them together was the conviction that they were the living reincarnation of the Messiah. That is to say, each man thought he was Jesus Christ.

The psychologist Milton Rokeach brought the three institutionalized men together in a psychiatric ward where he could observe them. In his book The Three Christs of Ypsilanti, Rokeach writes that he had the men assigned adjacent beds, had them eat together, and gave them jobs in which they interacted regularly. In addition, he had them meet daily in a visitation room with a wooden table at its center, across from windows that allowed in light from the world of the sane. Making them constant companions, Rokeach thought, might cause their delusions to cancel one another out. In his opinion, it was a rare and thrilling opportunity to have three individuals claiming the same identity, and not just any identity but one that didn’t allow for any wiggle room. The Bible said there was one Son of God, and now three people who asserted that status as their own sat at the same table with science looking on. Surely, Rokeach believed, something would be revealed about the nature of delusion, belief, and the self. Indeed, something was.

When first asked to introduce themselves, Cassel didn’t disappoint. He said, “My name is Joseph Cassel,” and when asked if he had anything else to add, he said, “Yes. I’m God.” Benson was a bit more ambiguous, saying that he “made God five and Jesus six.” Gabor followed, saying his birth certificate stated he was the reincarnation of Jesus Christ of Nazareth. Soon after, an argument began, with each man revealing how insulted he was by the others’ claims.

Through the lens of hindsight it seems not only unethical but also cruel to toss mentally unstable people in a room just to see what happens, but Rokeach was seeking a cure. He wanted the men to awaken to the epiphany of their true identities because, as he wrote, “it seems a terrible thing for a person not to know who he really is.” After that first meeting, Rokeach was crestfallen. As he put it, the “confrontation was less stormy than I had expected.” When their meeting adjourned, the three men just sort of walked away feeling confident in their own views of reality. Rokeach wrote, “Perhaps they did not fully grasp the extraordinary nature of this confrontation—at least not in the way we did.”

As the men met again and again, their individual delusions unfurled, showing their complex and byzantine structures. Each man’s explanation of how it came to be that Jesus Christ was trapped in a psychiatric ward in Michigan manifested as a unique maze of stories and logic that would make sense internally for a moment only to collapse as Rokeach prodded. As the constructs fell apart, the men swiftly rebuilt them, and the conversations took on the appearance of people exchanging lines from different plays. Still, each man often remembered the intricate details of the other two men’s explanations, and picked them apart as if he were a political candidate debating the finer points of an opponent’s tax plan.

Rokeach wrote that he would attempt in each session to bring the conversation back to the impossibility of three Christs and asked the men to address the problem. When forced to explain, they didn’t come to a sudden realization that they were being delusional; they didn’t reel in awe after being struck by the insight that their identities were showing cracks. No, they just dismissed the other two men’s claims. Benson said the other two were some form of cyborg and not actually alive. Inside them, he said, machines controlled their movements and provided their voices. Gabor believed the other two men were lesser gods who came after him and then were reincarnated. Cassel’s explanation was the most accurate and prosaic. He said the other two men were insane patients in a mental hospital.

When asked to explain themselves, the men usually dismissed the fact that they were in an institution. They weren’t patients, they said. They were Jesuses who just happened to be in that room at the moment. The poseurs ought to wise up and worship the true Christ, who was, according to each man, he.

Within three weeks, the arguments led to punches, but the violence didn’t last. Over the twenty-five months, most of the conversations were quite civil, albeit filled with nonsense. The one thing that stayed constant was that each man refused to budge when it came to his belief. Instead, he desperately defended his delusion, but the methods differed. Benson was stoic but inarticulate, so he lashed out with rage and threats. Cassel was more eccentric, tossing bread into toilets and books out windows. He walked away from the arguments and tried to steer the conversations in a different direction when they threatened his identity. Gabor, though, was the intellectual member of the trio, and his delusions were dazzling to the point of being reasonable at times. He spoke at length at the meetings, delivering impassioned, eloquent soliloquies and often led the discussions and asked his own questions of the other men. Their talks ranged from hunting to whale bones to cookies and England. Still, Gabor’s speeches dove right to the bottom of the grandly nonsensical. When quiet, he told Rokeach, he was actually grinding negative engrams in the squelch chamber inside his skull. As time went on, talk of Jesus and God faded.

Rokeach wrote, “The three Christs were, if not rational men, at least men of a type we had all encountered before; they were rationalizing men.”

Rationalizing men. The sort of people who find a way to spin everything around them into a tale that makes sense in the context of who they believe themselves to be. The three Christs never changed their beliefs. Over two years of psychiatric care and psychological examination, questioned and challenged, sitting across from people claiming their very identity to be a sham and claiming that identity to be their own, they never gave in. The other two guys had problems; I’m the one who has it all figured out. The fact that the men at Ypsilanti believed themselves to be the same man, Jesus, was the only thing that really stood out about their stories. Everything else they did fell in line with what a psychologist would expect from a human being.

You seem to be able to see through the lies and rationalizations of other people, as Rokeach said. You’ve encountered enough instances of that sort of thinking that you let it go in person and gossip about it over tea. It’s part of life—watching other people lie to themselves to get by. Yet, when you do it, it gets swept under the mental carpet. You probably don’t wake up and assume you are brushing the teeth of Jesus, but as you saw with the men in Ypsilanti, even at that level, you would probably still see through your own flaws only when they were copied and pasted onto another person.

Like these three men, all your assumptions about reality come together in a sort of cohesion engine that runs while you are awake and reassures you that things are going as expected, no need to panic. You come along and take the output of the cohesion engine and use it to make sense of reality, and your preferred method (everyone’s preferred method) is to couch everything in the form of a story with you as the hero or heroine. It’s sort of weird, but it keeps you alive.

The simpler creatures of earth, the worms and amoeba and water-droplet-dwelling protozoa, stay alive with very simple rules. Basically, they go toward things that nourish them and avoid things that harm them. The spectrum of their reality is narrow and uncomplicated. They don’t fret about the future or wax poetic about the past; they may not even have a concept of time at all. Their system works, and it has kept them alive for a few billion bookless, mythless, historianless years. Their nervous systems are so simple that their minds, if you can even call them that, don’t need much more than the ability to sense things that are usually good and usually bad, and the ability to move in the appropriate direction while avoiding obstacles.

Your nervous system is a bit more complicated, so you have more tools than just stimulus and response. A roundworm has about three hundred neurons. A cat has about a billion, and you have about eighty-five billion. Wire those neurons together and get them processing on multiple levels, and you can navigate the muddy mosaic of the incomprehensible complexity of the cosmos much better than the average kitty. Of course, you still have those old stimulus-and-response routines inherited from way back when—birthday cake and grizzly bears illicit two very different reactions in a normal human brain—but there is so much more at your disposal than just seeking good and avoiding bad. To match the complexity of your conscious experience and your unconscious processing, to deal with the constant confusion bombarding your senses and the noisy chatter of the agencies within your mind, you’ve developed the ability to knit everything together into something simpler and less accurate, something less informative but more entertaining, and most times more useful. You have a very complex and astonishingly powerful mass of nervous tissue bobbing around on top of your neck, so you search for something other animals do not: meaning. The day-to-day reality of your waking mental life makes sense because you turn events into stories and stories into memories and memories into chapters in the tale of your life. When you gather with others, they tell you about their reality in the same story format, and the better the story, the more likely you are to accept their explanation.

Jokes and movies, comic books and professional wrestling, television shows and news programs—they all present dramatic interpretations of facts and fiction in the format of a narrative for the same reason we put chairs in cars. The shape of a human body fits nicely into a seat. The shape led to the form. The form now belongs wherever butts reside. Babies prefer classical music played forward rather than in reverse. The same motivations that drove Vivaldi to write in one way and not in another drive infants who listen to his music for the first time to enjoy it when played properly, and reject it when played backward. Art is the pursuit of that which symbols represent absent those symbols. The things you find beautiful and ugly arrive in your mind along ancient, predetermined paths toward smiles and frowns, and although those feelings get filtered through cultural attitudes, societal norms, and mores shifting from one era to the next, the bedrock of what you seek and what you avoid begins with primal motivations to expose yourself to that which your knee-jerk responses suggest are positive or negative. Your mind makes sense of its inputs and memories in the form of stories both coming and going, and so that format appears wherever information is presented. The shape of your mind led to the format. That format now appears wherever information migrates between brains.

This is your narrative bias—a bias in that when given the option, you prefer to give and receive information in narrative format. You prefer tales with the structure you’ve come to understand as the backbone of good storytelling. Three to five acts, an opening with the main character forced to face adversity, a turning point where that character chooses to embark on an adventure in an unfamiliar world, and a journey in which the character grows as a person and eventually wins against great odds thanks to that growth. According to mythologist Joseph Campbell, that is pretty much every story ever written, except for the tragedies. Those are cautionary tales in which the protagonist fails to grow, chooses poorly, submits to weakness, and as a result loses. You enjoy both versions of the story because that’s how you make sense of your own life. That is how you boil down and simplify who you are, why you are here, what you’ve accomplished, and where you are heading. Books, movies, games, lectures—every form of information transfer seems better when couched in the language of storytelling.

Framed within a story, an unbelievable account becomes plausible. Which of these two statements is most likely to be true? A Buddhist monk stripped naked and yelled at a group of children because he lost his temper. A Buddhist monk stripped naked and yelled at a group of children because he lost his temper after learning his village had been burned to the ground during a political uprising. The second one seems more conceivable, right? It seems crazy to imagine a peaceful pacifistic holy man would do something so rash, but when you learn the whole story it seems possible, not necessarily because you have more information but because you can see that information strung up as a narrative. You often move on without skepticism if the question of why gets resolved in a pleasing way. Consider this: Elizabeth burst into flame while trying on a new bra. Elizabeth burst into flame while trying on a new bra after being cursed by an angry gypsy whose foot Elizabeth accidentally ran over with a shopping trolley on the way to the dressing room. Even though the second account seems more likely, the gypsy curse stuff might not work for you, but for some people that would be a fine explanation. This is partially explained by the conjunction fallacy. Your narrative bias is bolstered when you are presented with an abundance of information. The more info you get about a statement, the more likely you are to believe that statement.

The classic example of the conjunction fallacy comes from the work of psychologists Amos Tversky and Daniel Kahneman, the great pioneers of cognitive bias research, who in 1982 presented a puzzle I will showcase here in story form: Linda grew up in San Francisco, and while other girls played with dolls, she read philosophy books. She was always the kind of child who would stomp and snort when she didn’t get her way, and her parents had a hard time teaching her not to talk back. She graduated from high school a year early and was accepted to Harvard, where she received a degree in philosophy. Before entering the workforce, Linda spent some time in the Peace Corps helping women gain access to health care in and around the Congo region of the continent of Africa. Unmarried, with no children, she is now back in the United States working on a Ph.D. in political science. Which is more likely? Linda works at a bank, or Linda works at a bank and writes for a feminism blog? This might blow your mind, but the answer is that it is much more likely Linda just works at a bank. All that extra information frames the character of Linda in a way that makes it seem to many people she is a feminist, but that doesn’t change the raw statistical truth that a person is more likely to have only one trait out of a bazillion than they are to have two. If I had asked, “Is it more likely Linda is a feminist or Linda is a rally driver?” you would be correct to assume that, based on what you know, Linda prefers studying equality more than she does gear ratios. But that’s not what I asked. Simply put, there are many, many more people in this world who work at banks than there are people who work at banks and also write for feminism blogs. In fact, the more possibilities, the more improbable their combination becomes compared with just a single trait. It is very unlikely that Linda works at a bank, runs a feminism blog, votes Democratic, lives in California, donates to the World Wildlife Fund, and enjoys Tori Amos. When you look back on the story of Linda, the chances that any one of these facts is true is pretty high, but the chances that any two of them are true about the same person is much less likely, and any three lesser still, and so on. It sure doesn’t seem that way, though, does it? That’s your narrative bias at work, supported by the conjunction fallacy and held together with the representativeness heuristic, or your tendency to ignore odds and instead judge the likelihood of something based on how similar an example is to an imagined archetype.

Among the many things the brain does to keep you alive and thriving is to generate a sense that there are causes that lead to the effects you witness and feel, and effects that follow from causes that can be tracked down and highlighted. You believe there are signals amid the noisy weirdness of life, patterns in your chaotic tumbling through time, and predictable rules by which reality can be assumed to operate. You would be surprised to learn how often each of these assumptions is false.

For many years, the U.S. Air Force has trained pilots using a giant contraption called the Holloman centrifuge. The centrifuge is basically a fake cockpit attached to a giant shaft of metal with a tremendously powerful motor at its center. The center spins, rotating the shaft, and propels the cockpit round and round with a pilot inside. Imagine a string tied to a rock, and then imagine spinning that rock around lasso-style, and then imagine you are inside the rock. Pilots do this to feel the effects of g-forces, or gravity. In a high-performance fighter jet, pulling up and away from the Earth or turning hard at insane speeds applies g-forces to the body. When you accelerate in one direction, you feel the pull of Newton’s laws in the other. When you hit the accelerator in a car, for example, your head is forced to flop backward. In a jet, that force is much greater, and the blood in your arteries can’t get to your brain. The effect is like a chokehold, and pilots often pass out or become incoherent zombies. Either way, pulling too many g’s, as they say, can end in disaster.

The air force and agencies such as NASA use centrifuges to create massive g-forces in a controlled environment. This way, they can teach pilots techniques for keeping blood in their brains. Such techniques involve lots of grunting and straining, which would otherwise seem a bit embarrassing if, you know, they weren’t fighter pilots. At a certain point, pilots will black out and lose consciousness. As they go in and out of this state, they often report visions, hallucinations of the fantastic and the everyday, like dreams. James Whinnery, a medical doctor for the air force, has studied hundreds of these blackouts over the last thirty years, videotaping them and comparing their nuances, interviewing the pilots and recording their reports. Over time, he has found striking similarities to the same sorts of things reported by patients who lost consciousness on operating tables, in car crashes, and after returning from other nonbreathing states. The tunnel, the white light, friends and family coming to greet you, memories zooming around—the pilots experienced all this. In addition, the centrifuge was pretty good at creating out-of-body experiences. Pilots would float over themselves, or hover nearby, looking on as their heads lurched and waggled about. As Whinnery and other researchers have speculated, the near-death and out-of-body phenomena are both actually the subjective experience of a brain owner watching as his brain tries desperately to figure out what is happening and to orient itself amid its systems going haywire due to oxygen deprivation. Without the ability to map out its borders, the brain often places consciousness outside the head, in a field, swimming in a lake, fighting a dragon—whatever it can connect together as the walls crumble. What the deoxygenated pilots don’t experience is a smeared mess of random images and thoughts. Even as the brain is dying, it refuses to stop generating a narrative, the scaffolding upon which it weaves cause and effect, memory and experience, feeling and cognition. Narrative is so important to survival that it is literally the last thing you give up before becoming a sack of meat. It is the framework of your conscious experience. Without it, there would be nothing but noise. Better still, after the pilots regain consciousness they go through the same sort of explanatory routines as patients in emergency rooms who have technically died and returned to life. After the psychedelic wonder of a prolonged loss of oxygen, many people see that light and tunnel as the passage to the afterlife. The stories differ, depending on the belief system, but there is always a story.

One of the most perplexing aspects of the pilots who cross over and come back is that they come back whole. When their brains return to normal, they reassemble back into the person they were before. Neuroscience isn’t certain how you reassemble your sense of self each time you wake up in the morning, but your personal narrative certainly has a lot to do with it. In neurologist Oliver Sacks’s great book The Man Who Mistook His Wife for a Hat, he describes the wild confabulations of his brain-damaged patients and notes that they seemed driven “to replace what was continually being forgotten and lost” because narrative “for each of us is a biography, a story.” According to Sacks, to be yourself you must feel as though you own your self. When you feel your story slipping away from you, you “recollect the inner drama” of yourself because your identity depends on feeling as if you have a firm grip on your story so far. That is why studying those whose narratives stray very far from what the people around them are witnessing is intensely revelatory. Let’s take a quick stroll through that territory by first returning to the early days of brain science.

After serving as a military surgeon in 1870, Jules Cotard joined a clinic that did what it could with the knowledge of the day. Cotard and others at the clinic treated those with what one lecturer called “madness in all its forms.” Cotard was one of the pioneers of neuroscience, connecting behavior to the physical locations in the brain. As he progressed in his career he became particularly interested in patients who exhibited aphasia, or difficulties with language. He would follow those patients past death to the autopsy table in search of the cause of their maladies, and he encouraged other doctors to do the same. In 1880, Cotard introduced a newly identified medical condition to the world. He called it délire des négations, or “negation delirium.”

He told an audience in Paris that sometimes when a person’s brain was injured in just the right way, that person could become convinced he was dead. No amount of reason or cajoling acrobatics could talk the person out of the fantasy. In addition, the condition wasn’t purely psychological. It originated from a physiological problem in the brain. That is, this is a state of mind you, too, could suffer should you receive a strong enough blow to the head.

There are about a hundred accounts in the medical literature of people displaying what is now known as Cotard’s delusion. It is also sometimes known, unsettlingly, as walking corpse syndrome. If you were to develop Cotard’s delusion you might look in the mirror and find your reflection suspicious, or you might cease to feel that the heartbeat in your chest was yours, or you might think parts of your body were rotting away. In the most extreme cases, you might think you’d become a ghost and decide you no longer needed food. One of Cotard’s patients died of starvation.
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