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Foreword
      

      
      
      
      Two amazing advances from the smartphone arms race have come together to create the head-mounted display (HMD): light, cheap,
         high-resolution displays, and a new generation of super accurate and fast-motion sensor chips. Rather than display information
         or graphics on the surface in front of you, these displays rest on your head and update quickly enough to convince you that
         what you’re seeing is as real as the place you left behind. Although HMDs have existed for decades, they’ve never worked well
         enough to be more than aspirational prototypes destined for science museums. But with the Oculus Rift, the sensation of having
         a stable 3D world surround you as you move your head is a game-changing shift from peering into a 3D space through a desktop
         screen or handheld device.
      

      
      Within the next 10 years, improved devices like the Oculus Rift will replace many of the screens we surround ourselves with
         today as their resolution scales to eclipse our TVs and monitors. Ultimately, we will use them to replace as much or as little
         of the world around us as we choose, with digital content that is indistinguishable from reality. The impact of these first-generation
         devices on gaming and virtual worlds will be incredible.
      

      
      But along this road there are many changes to UI, experience, and computing paradigms that you’ll need to understand, and
         the authors of Oculus Rift in Action take you on a comprehensive overview of them. As a developer getting started with the Rift, you get a complete walkthrough
         of connecting to and rendering to the device.
      

      
      Beyond this, you’ll learn the important differences raised by such devices: How do you type without a keyboard? If Microsoft
         and the Mac revolutionized computing by putting things in windows, what will we do in an HMD? Why do we get sick using these
         devices, and how can we fix that? This book gives a complete and grounded overview of the specific technology and operation
         of the Oculus Rift, as well as the big picture topics that you’ll need to survive in a new world without monitors. Finally,
         it dives into the new and complex design factors around how to correctly control things, navigate, and build in the virtual
         world as an “avatar” given the capabilities and limitations of these new input devices for the head and body.
      

      
      PHILIP ROSEDALE CREATOR OF SECOND LIFE

      
      

Preface
      

      
      
      
      No matter what people have, they always dream of something more: more power, more influence, more knowledge, but perhaps most
         importantly, more possibilities. This drive is part of the human condition and is responsible for our going from the Wright
         brothers to Apollo 11 in a single century.
      

      
      If you want the future, you have to build it yourself. But the future I want, the one I think many of us want, isn’t something
         we can each build on our own, if only for lack of time and resources.
      

      
      We’ve written this book to lend a hand to those who want to help build the future in virtual reality (VR) but perhaps don’t
         know where to start.
      

      
      BRAD DAVIS SEATTLE, WA
      

      
      Virtual reality was not something I’d expected to ever get involved in. As fun as it was to daydream about having my own holodeck
         to simulate an environment as if I were really there, the technology never seemed to be there, and so I pursued other work.
         My coauthor Brad, though, paid more attention and spotted the Oculus Rift on Kickstarter. As an early backer, he was very
         enthusiastic about its potential to create truly commercial VR. Brad made it sound interesting enough that I ordered my own
         DK1 development kit. While I waited the two months for it to ship, I researched what others were doing and watched YouTube
         videos. When it finally arrived, nothing I’d seen or read could do justice to the actual experience.
      

      
      Like many people, my first experience was the Oculus World (also known as Tuscany) demo. In it you can meander around an old Tuscan villa. The graphics aren’t spectacular, and the low resolution on the DK1
         made it appear as though I was looking through a screen door, but those things didn’t matter one little bit when I tilted
         my head to look up and the scene changed to match where I was looking. I was overcome by giggly delight, looking up at the
         wooden rafters of the house. When I moved my avatar outside, I looked up to see the sky. This was immersion as I’d never felt
         before, and it was amazing.
      

      
      That first experience sent my mind racing with thoughts about the potential of VR. I could see the Rift being used for gaming,
         virtual tourism, storytelling, and science. But to me, education was the most interesting, and it’s where I first saw the
         Rift’s potential turned into reality. When my younger son came home from school telling me he was learning about Paris and
         the Eiffel Tower for multicultural day, I downloaded the Tower Eiffel demo by Didier Thery and let him see what it’s like to stand beneath the tower’s impressive metal arches.
      

      
      When my boys and I watched the Nova television series with Neil deGrasse Tyson, I downloaded Titans of Space by DrashVR so that they could take their own trip through the solar system and feel how grand and vast the universe truly
         is. They, of course, now want to visit Paris and work for NASA, and I’m truly excited to see what the future brings.
      

      
      KAREN BRYLA TINTON FALLS, NJ
      

      
      A long time ago, I noticed that people are always looking around but they rarely look up. I guess it’s because there’s not usually a lot of stuff overhead to see. I thought that if I could help people learn to
         look up as often as they look around, then we would go to space sooner, because people would look up at the stars and the
         moon and think, “Hey, let’s go check that out.” And I want to go to the moon. Not just as a one-off thing where you leave
         your lander behind when you go home—I want humans to have real cities in space, with shops and streets and hot dog stands.
      

      
      So I got into computer graphics because of space. I figured that the best way I can get there (short of becoming an astronaut,
         which seems too much like real work) is to make virtual reality happen. I want to put people into virtual worlds that train
         them to expect more from the real one. In VR, there’s no reason for the world not to stretch as far above you as it does to
         either side. In VR, we can make worlds where all the best stuff is overhead, and you’ll always have to look up to find it.
         After a while, looking up will get to be a habit.
      

      
      And if we can teach people to look up, then someday I’ll eat a hot dog on the moon.

      
      ALEX BENTON LONDON, ENGLAND
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About this Book
      

      
      
      
      Oculus Rift in Action is designed to help you create comfortable and usable virtual reality (VR) applications that run on the Oculus Rift head-mounted
         display.
      

      
      
      
How this book is organized
      

      
      This book is organized into five parts:

      
      

      
         
         	
Part 1: Getting started— Part 1 introduces you to VR and the Oculus Rift hardware. We’ll cover why you’d want to support the Rift in your software and how
            the Rift works.
            
         

         
         	
Part 2: Using the Oculus C API— Part 2 covers how to develop Rift applications using the Oculus C API. Whether you’re looking to write applications using the API
            directly, to integrate Rift support into your own game engine, or simply to better understand how Rift support works in your
            game engine of choice (Unity, for example), this part of the book is for you.
            
         

         
         	
Part 3: Using Unity— Part 3 covers how to use Unity, a popular development IDE and 3D graphics engine, to develop Rift applications. Unity is a great
            way to jump-start creating 3D games as it handles just about every aspect of game development, such as graphics, audio, physics,
            interaction and networking. With the Unity integration package from Oculus, you can quickly get your application running on
            the Rift. If you want to use Unity for your VR development, you’ll find much value in part 3.
            
         

         
         	
Part 4: The VR user experience— In part 4, we turn our attention to the VR experience. No matter how you’ve created your VR application, you’re going to want to design
            your application so that it’s comfortable and easy to use in the VR environment. In this part of the book we look at the challenges
            of creating a usable UI for the VR environment. We cover some of the common pitfalls of designing a UI for VR along with the
            latest research into the key components to an immersive virtual experience. We also take a look at what you can do to maximize
            user comfort, including guidelines and examples of how to mitigate motion sickness triggers and other causes of physical discomfort
            such as fatigue and eyestrain.
            
         

         
         	
Part 5: Advanced Rift integrations— In the final chapters, we provide information and examples for work that goes beyond the core integration of the Rift APIs.
            Here you’ll learn to work with the Oculus C API using Java or Python, along with the basics of how to use the C APIs with
            any language. We also provide an example of creating a complete VR experience by building a VR version of an existing web
            application for use on the Rift. Finally, we cover integrating additional inputs into Rift apps, using modern hardware like
            web cameras and the Leap Motion.
            
         

         
      

      
      Wondering where to start? Every reader should start with part 1 because it introduces you to the hardware and to the virtual reality concepts we’ll be using throughout the book. After that,
         where you go depends on how you plan to develop your application. C/C++ developers will want to turn to part 2 and Unity developers to part 3. No matter how you’re going to develop, your next stop should be part 4, to learn how to ensure your users get the most out of your application. When you’re ready to move on to advanced Rift integrations
         and see a full-fledged VR app in action, turn to part 5.
      

      
      
      
      
What this book doesn’t do
      

      
      This book doesn’t cover how to use OpenGL, nor does it discuss the basics of 3D programming. It also doesn’t cover C or C++
         or how to use any particular development environment. If you’re unfamiliar with these topics, you’ll find some good references
         listed in appendix C.
      

      
      
      
      
Code conventions and downloads
      

      
      All source code in the book is in a fixed-width font like this, which sets it off from the surrounding text. In many listings, the code is annotated to point out the key concepts,
         and numbered bullets are sometimes used in the text to provide additional information about the code.
      

      
      We have tried to format the code so that it fits within the available page space in the book by adding line breaks and using
         indentation carefully. Sometimes, however, very long lines include line-continuation markers. Bold fixed-width font like this in listings indicates new code.
      

      
      Source code for all the working examples in this book is available online in our GitHub repository at github.com/OculusRiftInAction/OculusRiftInAction.
      

      
      If you’re using Unity (part 3 of this book), you don’t need to download the entire example repository. The scripts and the example scenes for part 3 are in /examples/unity.
      

      
      If you’re using the C API (part 2 of this book), details of how to download and build the C++ and Java example applications are discussed next.
      

      
      
      
      
SDK version
      

      
      All of our C++, Java, and Python examples have been tested against Oculus SDK version 0.5.0. The Oculus SDK will continue
         to evolve, through the release of the Rift and afterward. As the code in this book gradually drifts further out of date, you
         should check back on our GitHub repository for updates and improvements.
      

      
      Unity’s Oculus Rift support is updated on a separate track and may be independently maintained.

      
      
      
      
Required tools: Git, CMake, and a build environment
      

      
      To access the example source code, you need to use a source control tool called Git. Git binaries for Microsoft Windows, Mac
         OS X, and Linux are available at git-scm.com.
      

      
      To make it easier to work with the examples across a variety of platforms, we use a tool called CMake. CMake allows you to
         create meta-project files that describe how your code is organized into libraries and executables, and it can be used to create
         project files for a given platform, such as Xcode (on OS X), Visual Studio (on Windows), and Make or Ninja on Linux. CMake
         binaries are available at cmake.org.
      

      
      If you plan to run the examples, you’ll need to install both CMake and Git.

      
      To build the code, you’ll need a build environment on your platform, such as Xcode, Visual Studio, or Make or Ninja. Although
         the examples listed are the defaults used by CMake, CMake does allow you to specify a different generator if you want to use
         something other than the default. To see a list of all the generators supported on the current platform, run cmake –h. Note that we don’t know if every generator supported will work; we’ve only tested with the latest free versions of the default
         for each platform (and Eclipse CDT4 using Ninja, because we like it).
      

      
      
      
      
Required libraries
      

      
      Unless otherwise specified, for the examples we’ll be showing throughout the book all of the libraries required are included
         in the example code repository.
      

      
      This includes the Oculus VR SDK. Although you may want to get the latest version of the SDK directly from the Oculus website
         before you start any real-world projects, you don’t need it for the example code in the book. The steps we’ll describe for
         setting up your development environment will cover how to download everything you need to get started.
      

      
      Note that the SDK version here is what we refer to as the “community SDK,” because it’s a copy of the official SDK with some
         minor changes and bug fixes. The differences between the community SDK and the official SDK are negligible as of this writing,
         and intended to remain so. (If any example code hinges on some difference between the official SDK and the community SDK,
         then we’ve failed to do our jobs.) Therefore, for the purposes of the code in this book, unless explicitly stated otherwise,
         please assume the code we’re teaching would work just as well with either version.
      

      
      The libraries on which our example demos depend are connected to the repository as Git submodules. Submodules are a mechanism
         by which one repository can refer to another, making it easier for the submodules to be updated as needed without disrupting
         the overall project. For the most part this should all be transparent to you when you do the checkout.
      

      
      
      
      
Checking out the example code and creating the project files
      

      
      To build the example code, you first need to clone the example code repository using Git. After the clone is complete, create
         the project files using CMake. After you’ve run CMake successfully, you can go to your development environment of choice (Xcode,
         Eclipse, Visual Studio, etc.) and open the project files.
      

      
      
      
Cloning the repository with Git
      

      
      To clone the repository, complete the following steps:

      
      

      
      
         1.  Choose the directory where you want to work. You can select any directory that you want, but keep in mind that when you
            check out a Git repository, it’ll automatically create a folder for it.
            
         

      

      
      
         2.  Open a command prompt[1] and change to your working directory.
            
            

To change to your working directory, enter:

            
            
            cd <directory>

            
            
            where <directory> is the path and directory of where you plan to do your work.
            

            
         

         
            1 
               

To open a command prompt on Windows, press Windows-R to open the Run dialog box, type cmd, and press Enter. To open a command prompt on Mac OS X, in the Finder go into Applications, and then Utilities, and start
                  the Terminal application. This should open a console window in your home directory. On Linux, press Ctrl-Alt-T.
               

            

         

      

      
      
         3.  On the command line, run Git to fetch the files.
            
            
            

git clone --recursive
[image: ] https://github.com/OculusRiftInAction/OculusRiftInAction.git

            
            
            The --recursive flag is very important here. It tells Git to check out not only the specified repository, but all of the Git submodules as
               well.
            

            
            By default this will create an OculusRiftInAction folder underneath the current folder. If you want to use a different name,
               you can add it to the end of the command.
            

            
         

      

      
      
      After the clone is complete, the next step is to create the project files using CMake.

      
      
      
      
      
Creating the project files with CMake
      

      
      To create the project files, complete the following steps:

      
      

      
      
         1.  Change directories so that you’re in the newly checked-out repository.
            
            
            

cd OculusRiftInAction

            
            
         

      

      
      
         2.  Create and then change to a build directory:
            
            
            

mkdir build
cd build

            
            
         

      

      
      
         3.  Run CMake to create the project files. If you’re using the default build environment for your platform, run this command:
            
            
            

cmake ..

            
            
            This will create project files for the default build environment on your platform. This is Xcode for OS X, Visual Studio for
               Windows, and Makefiles for Unix. But you can customize this by telling CMake to use a different generator. Run cmake –h to print out a list of command-line switches, as well as the list of generators supported on the current platform. For example,
               when running in Linux, we use the following command:
            

            
            
            cmake .. –G "Eclipse CDT4 – Ninja"

            
            
         

      

      
      
      
         
            
         
         
            
               	
            

         
      

      Note

      
      
      Even if a generator is listed as supported, it doesn’t mean it’ll work. You’ll need to have it already installed on your system,
         at the very least, and we’ve only tested with the latest free versions of the default for each platform.
      

      
      
         
            
         
         
            
               	
            

         
      

      
      Once you’ve run CMake successfully and it hasn’t reported any errors, you can go into your development environment and open
         the project files. From there, you can use your chosen environment to build the examples.
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      We at Manning celebrate the inventiveness, the initiative, and, yes, the fun of the computer business with book covers based
         on the rich diversity of regional life of two centuries ago, brought back to life by the pictures from this collection.
      

      
      
      
      


Part 1. Getting started
      

      
      
      Part 1 of Oculus Rift in Action introduces you to the Oculus Rift hardware and to virtual reality (VR). We begin with an exploration of what VR is and why
         you’d want to develop for the Rift. From there, we move on to an overview of the Rift hardware and how it works. Next you’ll
         learn about the development paths you can take for creating your Rift application.
      

      
      One unusual aspect to working with the Rift is that using it can be physically uncomfortable, because it can sometimes trigger
         symptoms of motion sickness. To help you have a more pleasant working experience, part 1 also includes tips on what you can do to deal with motion sickness.
      

      
      When you are done with part 1, you’ll be ready to start building Rift applications using your chosen development path, either working directly with the
         C API (part 2) or with Unity (part 3).

      
      
      
      
      


Chapter 1. Meet the Oculus Rift
      

      
      This chapter covers

      
      

      
         
         	Supporting the Rift
            
         

         
         	Understanding how the Rift is being used today
            
         

         
         	Understanding the Rift hardware and how it works
            
         

         
         	Setting up your hardware
            
         

         
         	Dealing with motion sickness
            
         

         
         	Choosing a development path: C, Java, Python, or Unity
            
         

         
      

      
      Because you picked up this book, you probably already know that the Rift is a virtual reality head-mounted display (VR HMD).
         You may have one of your own, or perhaps you’ve tried one out and were, like us, blown away by the intense immersion. Even
         if you’ve only read about the Rift in passing, if you watch demo videos and reaction shots you can often see the look of incredulous
         delight on people’s faces the first time they use the Rift.
      

      
      With its vast field of view (more than double what you get with a typical monitor) and head tracking (the wearer just turns
         their head to see what they want, with no need to use a mouse or joystick to orient), the Rift represents an opportunity for
         people to view your work in a way they never could before.
      

      
      In this book, we’ll show you how to build immersive environments that run on the Rift. The first steps are rendering to the
         device and tracking the user’s head movements. After that we’ll discuss the unique usability challenges of VR and the steps
         you can take to avoid causing motion sickness for some users.
      

      
      Before we get started, let’s talk a bit about why you should support the Rift.

      
      
      
1.1. Why support the Rift?
      

      
      There are really two questions here: whether you should support VR in general and whether you should support the Rift specifically.

      
      
      1.1.1. The call of virtual reality
      

      
      If you’ve ever seen an episode of Star Trek: The Next Generation and imagined what you could do with your own personal holodeck, or wished you were the greatest swordfighter in the Metaverse,
         then this book is for you. Perhaps you’ve played games where you controlled a giant robot and wished you could look out on
         the war-torn landscape by turning your head, or maybe you’ve wished you could build cities with a wave of your hand. If so,
         you’ve felt the call of VR, and this book is for you.
      

      
      Maybe you have more practical interests, such as saving money or increasing safety. For years, VR has been used in specialized
         niches where immersion in an environment, without actually being in the environment, was critical. The canonical example is the flight simulator. When you’re training a pilot to operate a piece
         of machinery that costs tens or hundreds of millions of dollars, spending a few hundred thousand, or even a few million, on
         creating an artificial environment in which to train without the risks associated with a real aircraft can be a wise investment.
      

      
      
      
      1.1.2. But what about the Rift?
      

      
      What’s special about the Rift is that it can deliver nearly the same level of immersion as existing commercial setups costing
         orders of magnitude more, but at a price that makes it available, if not to the average consumer, at least to the average
         consumer who would already have the kind of computing or gaming system that can support the Rift.[1]

      
         1 
            

The first development kit was sold for $300, a price comparable to high-end video cards. Oculus has repeatedly said it’s trying
               to hit the same price point for the consumer version, albeit with vastly improved specifications.
            

         

      

      
      
      

      
         
            
         
         
            
               	
            

         
      

      
         
         Immersion and presence
         
         Two key terms we use to describe VR are immersion and presence.
         

         
         Immersion is the art and technology of surrounding the user with a virtual context, such that there’s world above, below, and all around
            you.
         

         
         Presence is the visceral reaction to a convincing immersion experience. It’s when immersion is so good that the body reacts instinctively
            to the virtual world as though it’s the real one.
         

         
         When you turn your head to look up at the attacking enemy bombers, that’s immersion; when you can’t stop yourself from ducking
            as they roar by overhead, that’s presence.
         

         
      

      
         
            
         
         
            
               	
            

         
      

      
      The appeal of applying VR to the field of gaming should be obvious, and indeed gaming is the area that’ll almost certainly
         drive mass-market adoption. But the exciting thing to us is the potential the Rift brings. By democratizing the use and development
         of VR, it has the potential to radically alter the world in ways we can’t yet imagine.
      

      
      But all this cheerleading might not be assuaging your doubts. Maybe you feel the call of VR, but you (or your manager) don’t
         know whether your project has the budget to include such frivolous features as virtual reality. Well, here’s the great part:
         supporting the Rift is cheap and easy, and we’re going to show you how to do it.
      

      
      Need more inspiration? Let’s look at what people are already doing with the Rift.

      
      
      
      
      
1.2. How is the Rift being used today?
      

      
      Developers around the world are taking the Rift and doing amazing things with it, either displacing previous VR solutions
         at a fraction of the price or creating innovative applications that weren’t possible or practical before. The examples that
         follow are just a small sample of what’s going on in VR right now, but we hope they provide some inspiration as you start
         your own projects.
      

      
      One obvious application of VR is virtual tourism. In our opinion, no other media comes as close to making you feel like you’re
         somewhere else quite like VR. We’d even say that if a picture is worth a thousand words, a VR experience is worth a million
         words. One virtual tourism demo that can give you a taste for what VR can do is Tower Eiffel (share.oculus.com/app/tower-eiffel) by Didier Thery (figure 1.1). You can look at a picture of the Eiffel Tower or watch a movie, you can read about how tall it is and about how it was
         constructed, but none of that will convey to you what it feels like to look up and see the metal arches of the tower above
         you.
      

      
      
      
      Figure 1.1. Tower Eiffel by Didier Thery
      

      
      [image: ]

      
      
      Visiting the Eiffel Tower is possible in real life, but visiting outer space is a bit out of reach for most people. That brings
         us to another one of our favorite demos, Titans of Space (share.oculus.com/app/titans-of-space) by DrashVR LLC (figure 1.2). In Titans of Space, you can get a feel for the beauty and vastness of space.
      

      
      
      

      
      
      Figure 1.2. Titans of Space by DrashVR LLC
      

      
      [image: ]

      
      
      VR can do more than just make you feel what it’s like to be someplace else: it can provide an experience so visceral that
         it’ll make you break out in goose bumps, jump with fright, or duck to avoid an oncoming object. Don’t Let Go! (share.oculus.com/app/dont-let-go) by Skydome Studios, shown in figure 1.3, is a fun example of the chills and thrills of VR.
      

      
      
      
      Figure 1.3. Don’t Let Go! by Skydome Studios
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      When you combine a virtual world with thrills and goals, you’ve got what some consider the ultimate experience: immersive
         gaming. Valve’s Team Fortress 2 (store.steampowered.com/app/440/), shown in figure 1.4, was one of the first existing games to be updated with Oculus Rift support and is well worth a look.
      

      
      
      
      Figure 1.4. Team Fortress 2: one of the first games to be updated with Oculus Rift support
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      Of course, not all Rift experiments are fun and games. The Rift has also facilitated some serious work. One of the more interesting
         experiments we’ve seen using the Rift is by the research group BeAnotherLab (www.themachinetobeanother.org). Their experiment uses the Rift, multiple cameras, and human actors to allow users to view what it’d be like to be someone
         else, as shown in figure 1.5. The BeAnotherLab experiment allows researchers to get a view into human empathy that previously wasn’t affordable to a lab
         on a modest budget.
      

      
      
      

      
      
      Figure 1.5. Two subjects in an experiment by BeAnotherLab look down and see themselves as the other person, thanks to a set of cameras
         and the Rift as seen in the BeAnotherLab promotional video found on its website (www.themachinetobeanother.org/?page_id=764).
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      In even more practical terms, we think the Norwegian army is taking an intriguing approach to using the Rift (figure 1.6) to increase the safety of soldiers during combat (http://mng.bz/0tzo). In this experimental use of the Rift, cameras are mounted on all sides of the tank. The images are then fed to a driver
         wearing the Rift inside the tank. The intent is to allow the driver to drive the tank with the hatch closed during combat
         situations.
      

      
      
      
      Figure 1.6. An experiment using the Rift to allow tank drivers to drive with the hatch closed, as seen in a report on Norwegian TV station
         TUTV
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      Ready to meet the Rift? Let’s go!

      
      
      
      
1.3. Get to know the Rift hardware
      

      
      So far, two models of the Rift have been made commercially available: the first and second developer kits, known as DK1 and
         DK2. The DK1 has been discontinued and replaced with the DK2. We’ll cover the hardware for both versions.
      

      
      
      1.3.1. The DK2
      

      
      The DK2 kit includes:

      
      

      
         
         	A headset.
            
         

         
         	An infrared USB camera for positional tracking.
            
         

         
         	Two pairs of lenses, referred to as A and B lenses (plus a cloth to clean them). The A lenses come preinstalled in the headset.
            
         

         
         	
A paired HDMI/USB cable.
            
         

         
         	A positional tracker sync cable.
            
         

         
         	A DVI-to-HDMI adapter.
            
         

         
         	A 5V DC power adapter for U.S.-style power, with international adapters for other countries.
            
         

         
      

      
      In addition, the kits include the Oculus Rift Development Kit Instruction Manual. This manual covers basic usage of the headset along with important health and safety notes. Please read and observe all
         precautions before using the Rift. For the most up-to-date health and safety information, check the Oculus VR website (developer.oculus.com/documentation/).
      

      
      The following sections provide more information on the bits and pieces that make up the DK2.

      
      
      
The headset
      

      
      The headset, shown in figure 1.7, is formed of black molded plastic. It has small adjustment wheels on the left and right sides that allow you to move the
         display closer to or farther from your face. There’s foam padding on the surfaces intended to rest against the skin and straps
         that secure the Rift to your head. In addition to the normal “around the sides” strap that you might find on any pair of ski
         goggles, another strap goes over the top of your head. This third strap provides additional support for the headset, which,
         though light, can be front-heavy enough to cause fatigue during extended use. Perhaps more important, the third strap reduces
         the need to secure the side straps as tightly, alleviating another potential source of discomfort and fatigue.
      

      
      
      
      Figure 1.7. The DK2 headset: front, side, and back views
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      The headset’s display power button is located on the top edge of the headset next to the power indicator light. The indicator
         light glows blue when the headset is powered on and receiving a video signal, and it glows orange when the headset is on but
         not receiving a video signal. (If you’re not getting a signal, see the troubleshooting section in appendix A.)
      

      
      The headset incorporates the following:

      
      

      
         
         	A single 1920 × 1080 display
            
         

         
         	An inertial measurement unit (IMU) that reports linear and angular acceleration as well as magnetic field strength and direction
            
         

         
         	Several infrared lights that are tracked by the included tracking camera to provide user position data
            
         

         
         	A built-in latency tester
            
         

         
      

      
      The display is split between both eyes (each eye can see only half of the display), yielding 960 × 1080 per eye, as shown
         in figure 1.8.
      

      
      
      
      Figure 1.8. The DK2 display is split between both eyes.
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      The display panel itself isn’t particularly remarkable, except in the sense that such a lightweight and high-density display
         would’ve been remarkable 10 years ago and an astonishing 10 years before that. The mobile computing industry has driven the
         commodification of small, high-resolution panels at an amazing pace, and the recent rounds of competition between the primary
         tablet and display manufacturers on the basis of pixels per inch will only drive this trend in a favorable direction.
      

      
      The head-tracking hardware is somewhat more specialized. It’s designed to report both acceleration and rotational velocity
         at a rate of 1,000 times per second. Even though impressive, this doesn’t represent any sort of quantum leap over the commodity
         hardware found in most modern game controllers and mobile devices.
      

      
      
      
      
The lenses
      

      
      The DK2 model includes two pairs of lenses, termed the A and B lenses. The A lenses are for those with 20/20 vision and are
         installed in the headset by default. The B lenses (shown in figure 1.9) are for those who are very nearsighted.
      

      
      
      
      Figure 1.9. The DK2 B lenses
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      The lens pairs are identical in terms of how they transmit light. How they differ is that they place the lens at slightly
         different distances from the actual display. Combined with the headset distance-adjustment knobs, this allows the user to
         vary the distance between the screen and the lenses, as well as between the lenses and the eyes (commonly referred to as “eye
         relief”), in order to accommodate a wide variety of facial characteristics as well as users who require prescription glasses.
      

      
      Note that the DK2 doesn’t allow you to change the distance between the lenses, which is fixed at 63.5 mm apart, but this isn’t
         as much of an issue as you might expect. The lenses are designed to present the same image to the user regardless of exactly
         where the eyes are located. If you move an image-capturing device (your eye, for instance) off the center axis of the lens,
         the image captured doesn’t itself move laterally. As long as they’re within an area of about 1.5 × 1.5 cm across and 0.5 cm
         deep, your eyes will perceive the same image from the screen, barring a small amount of distortion at the edges, with the
         same pixel appearing “directly ahead.” This allows the Rift to support a broad swath of users with varying interpupillary
         distances. This remarkable property is called collimated light and will be discussed in detail in chapter 4.
      

      
      
      
      
The positional camera
      

      
      To track the user’s head position, the DK2 uses a camera (figure 1.10) to detect infrared lights located in the headset (hidden behind the front of the headset). You’ll notice that the lens of
         the camera is mirrored, because it tracks only infrared light.
      

      
      
      
      Figure 1.10. The DK2 positional camera
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      The camera is connected to your computer via USB and to the headset using the included camera sync cable. The placement of
         the camera is critical to how well positional tracking will work. The camera should be placed about 5 feet from the headset,
         and you should make sure that the camera has an unobstructed view of the headset at all times. The camera can be placed on
         your desk or on top of your monitor, or because it also includes a standard tripod attachment, you can attach it to a tripod,
         which gives you more options for placement.
      

      
      It’s important that nothing blocks the camera’s view of the headset, so you shouldn’t place any stickers or other objects
         on the headset that could block the lights from detection by the positional camera.
      

      
      Now let’s look at the original development kit for those who are still using DK1 hardware.

      
      
      
      
      1.3.2. The DK1
      

      
      The DK1 kit includes the following:

      
      

      
         
         	A headset with an attached control box
            
         

         
         	Three pairs of lenses, referred to as A, B, and C lenses (plus a cloth to clean the lenses)
            
         

         
         	A USB cable with male A to mini B connectors
            
         

         
         	A 5V DC power adapter for U.S.-style power, with international adapters for various other countries
            
         

         
         	DVI and/or HDMI cables[2]
               2 
                  

The number and type of cables shipped with the DK1 varied over time.

               

            

            
         

         
      

      
      Like the DK2, the kit includes an Oculus Rift Development Kit Instruction Manual that covers basic usage of the headset, along with health and safety notes. Again, read and observe all precautions before
         using the Rift. For the most up-to-date health and safety information, please check the Oculus VR website (developer.oculus.com/documentation/).
      

      
      Now let’s take a look at the parts of the DK1.

      
      
      
The headset
      

      
      The DK1 headset, shown in figure 1.11, is formed of black molded plastic, has small adjustment wheels on the left and right sides that allow you to move the display
         closer to or farther from your face, has foam padding on the surfaces intended to rest against the skin, and has straps that
         secure the Rift to your head. You’ll also note that the DK1 adjustment buckles on the straps include a handy gripper for the
         wire running between the Rift and the control box.
      

      
      
      
      Figure 1.11. The DK1 headset: front, side, and back views
      

      
      [image: ]

      
      
      The DK1 headset incorporates a single 1280 × 800 display at the heart of the device, as well as motion-tracking hardware that
         reports acceleration, rotation rate, and magnetic field strength and direction. The display is split between the two eyes
         (each eye can see only half of the display), yielding 640 × 800 per eye, as shown in figure 1.12. This resolution does cause what some call the “screen door” effect—that is, it looks like you’re looking through a screen
         door. The grid of individual pixels can become visible to the naked eye, especially when viewing static content. This effect
         improved dramatically in the DK2 should continue to be less of a problem in later versions of the Rift as screen resolution
         improves, reducing inter-pixel spacing.
      

      
      
      
      Figure 1.12. The DK1 display is split between both eyes.
      

      
      [image: ]

      
      
      The headset contains the head-tracking hardware that reports both acceleration and rotational velocity at a rate of 1,000
         times per second.
      

      
      
      
      
      
      
The control box
      

      
      In addition to the cable extending to the headset, the control box has a DC power connector, a USB mini-B female port, and
         DVI and HDMI female ports (see figure 1.13). It has five buttons: one for power, and two each for controlling brightness and contrast on the display. It also has a
         small blue LED in the center of the Oculus VR logo that glows blue when the Rift display is active.
      

      
      
      
      Figure 1.13. The DK1 control box: front and back views
      

      
      [image: ]

      
      
      
      
      
The lenses
      

      
      The DK1 model includes three pairs of lenses, pictured in figure 1.14. The pairs are all identical in terms of how they transmit light. They differ in placing the lenses at slightly different
         distances from the LCD display. (You can see this in figure 1.14 by comparing their heights; the C lenses are visibly shallower than the A lenses.) Combined with the headset distance-adjustment
         knobs, this allows the user to vary the distance between the screen and the lenses, as well as between the lenses and the
         eyes, in order to accommodate a wide variety of facial characteristics as well as users who require prescription glasses.
      

      
      
      
      Figure 1.14. The DK1 lenses
      

      
      [image: ]

      
      
      The DK1 lenses are fixed at 64 mm apart and cannot be adjusted. As with the DK2, not being able to adjust the distance between
         the lenses does not present a major constraint, because the lenses transmit collimated light. For more on collimated light,
         see chapter 4.
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