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Prologue: The Shape of the Problem


Nobody meant for this to happen. Everything was meant to get better, not worse.


In January 2007, Steve Jobs, Apple’s then chief executive, held aloft a little device in his hand. ‘This is a revolution of the first order, to really bring the real internet to your phone,’ he announced.1 Until then, the internet had largely been confined to PCs; only a few million people had an internet-capable phone, and even they had limited capacity for viewing or interacting with online content.


Social networks were in their infancy. Facebook had twelve million users, having just opened up to the world beyond US university students the previous summer, about the same time as it had patented the software for a ‘News Feed’ that would pick out the most interesting status updates from your friends. Twitter was less than a year old and had tens of thousands of users.2 YouTube had been bought two months earlier by Google for $1.65 billion – a price seen as astonishing, despite the site’s estimated 70 million monthly users.


Mark Zuckerberg, founder of Facebook, originally defined its purpose as ‘To give people the power to share and make the world more open and connected.’ He tweaked that slightly a few years later, to ‘give people the power to build community and bring the world closer together.’3 The broad sweep was clear: to get people to communicate with each other more easily and directly.


In just over a decade, the world has gone from a time when barely anyone owned a smartphone to one where more than 4 billion of the world’s 7.6 billion do, and almost all of them connect to social networks.4 Walk today down a street past a construction site, past a coffee shop, past a parent pushing a pram, and you’ll see the same thing: people gazing down at their smartphones, flicking through screenfuls of posts, photos, videos and comments. Smartphones have replaced cigarettes as the perfect filler for those empty moments, waiting for trains, meals or a friend. Pull it out of your pocket, watch it light up, suck it in and relax.


Just as smokers can measure their cigarette consumption in packs, we can measure our social media consumption in screens: in 2017, a Facebook executive said the average person scrolls through 300 feet of social media feeds per day on their phone. That’s about 750 screens’ worth, consumed over an average of two hours per day.


Social media as a crutch may be akin to smoking – something to do with our hands that also steadies our minds. But the cumulative effect is much more akin to global warming: pervasive, subtle, relentless and, most of all, caused by our own actions and inclinations.


That we use social media to fill our downtime is not a problem in itself; few would be reading War and Peace instead. But this use is closely monitored, the experience is individually tailored, and herein lies the harm.


Since social networks became widespread, Facebook has been implicated in a genocide, Twitter became the battleground for a misogynistic campaign leading to serious real-world threats and attacks, and YouTube has been accused of enabling the radicalisation first of Muslim jihadis and then of right-wing white men who would go on to kill. Women have received death and rape threats for campaigns about a banknote; football stars have been targeted for anonymous racist abuse from twelve-year-olds; and two men, who were brought together by an algorithm that spotted they were interested in the same topic, started communicating in a Facebook Group, and decided to act.5, 6 The topic was causing a civil war, and the action was to kill a police officer.


These aren’t aberrations. Social networks have these results when used as intended, as designed. After all, you’re supposed to connect with like-minded people.


The same pattern of events keeps happening when social networks are involved: small differences are amplified into bigger disagreements, and the people on either side of those positions are drawn towards extremes of belief or action. These networks are optimised to consume our attention, and powered by software that feeds on, and exploits, our inherent tendencies towards outrage and polarisation.


As long as social networks stick to their current design, events like these will keep happening, and get worse as the number of people using those networks increases. And in the next five years, another billion people will be able to access a smartphone.7


 


We’re living in an age of ‘social warming’ – a side effect, an unintended consequence of technological advance making our lives more convenient.


We call it ‘warming’ because it’s gradual. Gradualism means we don’t quite notice the point at which things shift for the worse.


Social change isn’t marked by abrupt shifts, but by almost imperceptible changes in behaviour and habits that are only obvious in retrospect. To take a trivial example, films and photos from the 1940s show almost all men wearing formal hats outside (which they raise to passing women), and everyone seems to be smoking. Nowadays, men don’t wear formal hats, and hardly anyone smokes. But there was never a single moment when men suddenly stopped wearing hats. Doing so just became less common as more people rode in cars, where a hat was an inconvenience, and as younger public figures such as John F. Kennedy, who never wore one, and the Beatles, who would never have dreamed of it, came to prominence. (Nor has the male need for a head covering in cold weather gone away. The formal hat industry mutated into the baseball cap and beanie industry.) Social warming arises from the desire to have a computer, the smartphone, that’s allied with our hunger for information and desire to connect with more and more people. Its effects have only become noticeable as the adoption and power of social networks and smartphones has grown large enough to begin shifting our behaviour significantly.


Social warming happens when interactions between people who used to be geographically separated and infrequently exposed to each other’s views are more frequently brought together, and kept in orbit around topics that will engage them and create addictive experiences.


Only when you look back does the change become obvious. The effects occur, though, all the time. The political sphere, democracy, media, people in the street: all are being affected.


 


Social warming comes about through a three-way interaction. First is the parallel rise of smartphone availability and social network accessibility. Second, each platform is able to learn and amplify what captures our attention, getting us to log in more frequently and for longer. Third, the amplification is unregulated and unrestricted. Partly this is by design – people using the system is good for business – and partly it’s by management fiat, through a proscription against ‘censorship’.


This repeated process of ubiquity, amplification and indifference, and its continuation, defines social warming. Without the platform, it couldn’t happen. Without the amplification, we wouldn’t notice it. Without the indifference to the effects, we wouldn’t be exposed to them. And if it didn’t keep happening, we wouldn’t be so concerned.


Yet there are signs that the wider public is aware of what’s happening; that we glimpse it out of the corner of an eye. We know it’s there, yet can’t quite catch sight of it.


In May 2020, the UK NGO Doteveryone, which aims to get the whole of the UK connected, published its final Digital Attitudes Report, looking at people’s attitudes to technology. Among the findings was this odd fact: people thought the internet was better for them as individuals than for society as a whole. The gap was large: 80 percent felt the internet had made life a little or a lot better for them, but only 58 percent felt that the internet had had a positive effect on society. The gulf in attitudes was unchanged from the first version of the study, carried out two years previously. What did that tell us? ‘People say, “I like the convenience of being able to do online shopping, but I worry that my high street is suffering as a result,”’ Catherine Miller, then Doteveryone’s interim chief executive, told me. ‘I think there’s a sense that you get immediate personal gratification from these services through technology, but you see the societal impact. There’s not a direct line between me doing my shopping in my pyjamas at two in the morning and my high street looking sad and shabby. But I think there’s a sense that the accumulated impacts on society are more obvious than the negative impact on individuals.’


Miller points to how conflicted we feel over this, even when it comes to social media: ‘This is our infrastructure. I could try and delete Facebook, but then I wouldn’t know where my children’s football match is taking place this weekend. My partner boycotts WhatsApp, which is a source of intense irritation to me because it means that I get all the messages about where the football match is taking place, that I then have to copy and text to him so he knows which pitch to turn up at.’ Her partner’s boycott is a principled one, she says: ‘He doesn’t like the business, he doesn’t like Facebook, he doesn’t like Zuckerberg, he doesn’t want to be part of it. But,’ she adds, ‘I think that’s a fairly niche view these days . . . If your focus is on the social media aspect of things, I think it really is important to recognise the lack of meaningful choice.’


Ben Grosser, an artist and professor at the University of Illinois, points out that the companies rely on keeping us hooked – because otherwise they would cease to exist: ‘These companies have no value without people donating their time and their media to the system,’ he told me. ‘So, ultimately what matters to Facebook, what matters to Twitter, at least what matters to their shareholders is that there’s an endless stream of users, ideally an always increasing number of users, who are staying on the platform as much as possible, putting content into it. That content insertion then produces the data they can use for advertising.’


You want to escape. But you can’t. Even if you don’t directly contribute to social warming, everyone around you does.


 


If you had told Gottlieb Daimler or Rudolf Diesel in the 1890s that their designs for fuel-driven engines would in a little over a century’s time be held responsible for rising sea levels, catastrophic hurricanes and the forced migration of millions of people, they’d have struggled to believe you. Their intent was honest and simple: they wanted to build efficient machines that would be used by people to improve their lives. The steam engines of the time were horrendously wasteful, burning coal and belching out smoke, with a fuel efficiency of less than 10 percent; petrol and diesel were more than twice as efficient. How could using less fuel be a bad thing? How could democratising transport and making it more widely available be wrong? ‘The automobile engine will come, and then I will consider my life’s work complete,’ Diesel once said.8


The inventors of the internal combustion engine’s modern equivalents – the social networks – have similar Pollyanna-ish aims. Facebook aimed to ‘connect everyone’. YouTube promised to let you ‘broadcast yourself’. Twitter would ‘give everyone the power to create and share ideas’. But embedded in the systems behind each slogan was the mechanism to fascinate, outrage and eventually antagonise.


That third effect matters. Social warming shows up as polarisation, whether political or cultural. It’s a sort of social ‘heat’, creating the potential for friction in any interaction with someone you don’t know, whether in person or online (but particularly the latter), and with those you do too. Many people have had the experience of discovering that a relative is perfectly happy to be racist on Facebook, and to spew misinformation that you’d never expect them to utter face-to-face. Polarisation isn’t good for society, because it creates barriers to the collective action that can benefit everyone. A classic example was the reaction in American states in 2020 to health measures that would reduce the potential for coronavirus infection. Because the public health discussion became polarised across party lines, some areas and groups ignored health advice about lockdowns and mask-wearing. People died who might otherwise have lived.


Yet it’s hard to intuit a connection between retweeting a snide remark or angry headline and a country where half the population are unwilling to wear something as a public health measure, just as it’s hard to make the connection between driving a car to the shops a mile away and the melting of Greenland’s ice sheet.


Societies function best when they have common aims that bring people together: despite their destructive effects, natural disasters and wars provide a common goal for which differences are put aside. But social networks are built around division. They amplify differences by allowing every tiny variation in belief or interest to take on a life of its own. Even more, the dynamics of self-selecting online groups will drive them further and further away from common ground with other groups whose views differ even slightly from their own. Rather than providing a medium for societies to unite, social networks actually work in the opposite direction by giving everyone a way to discover their differences. That is social warming: the background effect that gradually, subtly, insistently makes people concentrate on their differences rather than what they have in common.


But wasn’t it always like this? Isn’t online interaction always more heated than real life, and nothing comes of it? Usually. Except when people threaten to kill MPs, or someone radicalised by a stream of videos picked for them by the software that powers a site goes on a shooting spree against their chosen enemies – a race, a religion, anything. At that point, something has evidently changed, and the online world, where ‘things don’t matter’ and ‘it’s all just words on a screen’, is bleeding into the offline one, where you really can drop things on your foot.


Our phones and social media identities have become our virtual homes. When a virtual mob begins targeting you, the effect isn’t like being on a football pitch. It’s not a wall of unintelligible slurs. Every insult on social media is isolated. It’s as if each member of the mob were whispering in your ear. The suggestion that you ‘just delete your account’ or ‘just ignore it’ is the same as suggesting that you move home, or stay indoors.


 


We cannot ignore these effects, because they will not sort themselves out. Facebook and Google can be used to swing elections. Facebook is proud of its ability to persuade millions of voters to register and even to turn out to vote; yet one of its executives, Katie Harbath, was also prepared to accept that the election of Rodrigo Duterte in the Philippines in early 2016, following a brutal social media blitz of misinformation and personal attacks on opponents, made that country ‘patient zero’ in electoral interference through social media. (She then went on to cite the Brexit referendum in the UK and the 2016 US presidential election as other examples.)


The side effects of social networks grow geometrically faster than the networks themselves. But the legislative systems they’ve effectively encircled can’t respond at the same speed. Legislators work over periods of years, while social networks can roll out new updates in weeks or months. By the time a committee of members of parliament in the UK came to consider the problem of ‘fake news’ in January 2017, the 2016 US presidential election and Brexit referendum that had made the topic urgent had long since passed, and a tweak to Facebook’s and Google’s software had pushed the problem out of sight for most people. The committee was then dissolved by an election; the final report appeared in July 2018. No laws were passed.


Social network companies are reluctant however to take ownership of the consequences of their choices. They’re happy to take credit for the positive effects, such as when people can ‘check in’ on Facebook to confirm they’re alive after a natural disaster, or activists can use Twitter to record wrongful arrests, or you can find the instructional video for fixing your lawnmower on YouTube.


Yet when they help Nazis and provocateurs to organise into closed groups, enable harassment, or send vulnerable people down rabbit holes of conspiracy theories, their response is apologetic and puzzled: ‘How did that happen?’ they ask. The downsides – what economists call the ‘negative externalities’ – become a problem for society to deal with and pay for, even though the software-driven amplification of outrage and interaction caused those effects in the first place.


Nor is there any clear way to bring external pressure to bear on the networks to make them directly answerable for those effects. Facebook and Google have corporate structures in which their chief executives and founders hold a majority of the voting shares, insulating them from shareholder ire. Literally the only person who can remove Mark Zuckerberg from his position at the top of his company is Mark Zuckerberg. The only shareholders Larry Page and Sergey Brin answer to at Google, and hence YouTube, are themselves: they own about 80 percent of the voting stock. (Twitter has a more straightforward ownership structure, where public shares have voting rights equal to founders’.)


 


Looking ahead to where those new mobile internet connections and smartphones will be found in the next five years, almost all will be in less developed countries in regions such as sub-Saharan Africa and Latin America, where weaker democratic and media systems will find it harder to withstand the onslaught of untruth and distortion. What then happens to democracy? What happens to truth? What happens when a population can’t even agree about what happened a day or a month ago, or who won an election, and those disagreements are reinforced every time they look at the device in their hands? Or what about when it’s cheaper and easier to get misinformation than to get facts, as is the case in a number of countries where mobile carriers offer deals that make access to Facebook or WhatsApp free, but access to a search engine or news site paid-for? This is an emergency: it needs to be tackled by recognising the toxic effects and removing the elements that enable them – the incitement to outrage, the algorithmic nudging, the pretence that throwing everyone into one giant room and encouraging them to shout at one another, or even flatter one another, will make them happier in the long term.


Antonio García Martínez, who worked on Facebook’s most successful efforts to make money from advertising, noted in his book Chaos Monkeys that even a little bit of difference is worthwhile if your network’s big enough. To the criticism that any individual Facebook advert didn’t bring in much money, he responded that ‘A billion times any number is still a big fucking number.’ We should be a lot more worried than we currently are about these big fucking numbers. Only then do we stand a chance of figuring out what to do.
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Early Days: The Promise and the Power


I will build a car for the great multitude . . . no man making a good salary will be unable to own one, and enjoy with his family the blessings of hours of pleasure in God’s wide open spaces. – Henry Ford, 19031


 


From the moment computers became available to the general public, people began creating social spaces online. Usually called a ‘bulletin board’ or BBS (bulletin board system), because the format mimicked the communal boards in an office – you post your notice, people come and read and perhaps write on it, and others respond – BBSes quickly demonstrated the particular ways in which online interaction could differ significantly from the physical form. Notably, that you could be a lot ruder or more untruthful than you might be in real life without suffering any particular sanction.


One of the oldest bulletin boards is The WELL, which started in 1985 in Sausalito, California. The name is an acronym for Whole Earth ’Lectronic Link, retrofitted because one of the creators had created the Whole Earth Catalog, a printed magazine. It attracted the vanguard of internet utopians; rather than being set up as a money-making enterprise, The WELL was intended as an experiment in what would happen if you let people communicate unmediated in a big group online.2 One of the co-founders, Stewart Brand, also wanted to encourage users to meet face-to-face, but that wasn’t compulsory. A key choice was an insistence on using real names, banning anonymity. ‘You own your own words’, the site’s motto read. Brand later said he had been trying to foresee, and so forestall, what might go wrong in such a space: ‘One thing would be people blaming us for what people said on The WELL,’ he recalled in an interview with Wired in 1997. ‘And the way I figured you get around that was to put the responsibility on the individual.’


Access to The WELL wasn’t free, but Brand and co-founder Larry Brilliant tried to set it as low as they could for the time: that turned out to be $8 per month for membership and $2 per hour for access. Such prices seem extortionate today; then, they were bargain-basement.


A few things about The WELL’s discussion system would become axiomatic for almost all future systems. Postings in the discussions (called ‘conferences’) didn’t expire; anyone could reply to publicly visible posts, though some conferences could be made private so only invited people could see them; and deleting posts was difficult. (Deleted posts left a placeholder indicating who had created and deleted it.) The posting software had a steep learning curve that automatically divided users along lines of expertise and, once they’d mastered that, typing speed – for even in the later years of the twentieth century, typing was not a common skill. Partly for that reason, and partly because of the location, quite a number of the early users were journalists or computer technicians, whose jobs already involved banging keys and who were likely to have a computer.


Among the journalists who became enthralled with the community on The WELL was Howard Rheingold, who found himself sucked in when his first post (about tarantula sex) was eagerly received: ‘you know your behaviour is somehow obsessive and taboo in the Protestant sense, that you should be working . . . but you also know that it’s sociable, and you’re doing it together,’ he told Wired.


But to create paradise is always to ask for trouble. That came in 1986 with a new WELL user who chose the screen name Mark Ethan Smith, but was actually female, and would insult and roar virtually at people who disagreed with claims – many of them demonstrably wrong – that she made about feminist history.


She didn’t, however, get thrown off the site. Instead, Matthew McClure, whom Brand had hired as The WELL’s director, decided that ‘Smith’ was playing with the users’ cultural expectations; that she understood how they would react better than they did, and ‘just played it like an instrument’.


Smith also generated a lot of attention and argument from other users, which meant login time, which meant revenue. That mattered to The WELL, which was losing money. Even so, Smith eventually proved too much of a troublemaker; the extra revenue she brought in didn’t counterbalance the ire she generated, and her account was terminated in late 1986. Smith has described this as ‘censorship in cyberspace’ in a long personal history posted online, claiming the title of being the first person to be kicked off The WELL, describing the ban as ‘a vicious and unconscionable act of censorship’ and an ‘abrogation of my freedom of speech’.3 Smith argues that what others had seen as verbal aggression was instead a personal response to their perceived aggression – particularly their use of female pronouns. Smith had effectively renounced gender after a number of work-related problems, and so responded in kind by referring to men as ‘she’, which often irked them.


Smith and The Well provided an early example of the inherent conflict that came to shape many social networks in the following years; having people who rile others is terrific for enhancing engagement, particularly if you make your money from how much time people spend on the site. (For The WELL, from charging for access; for later networks, from advertising.) Having users who outrage the rest sufficiently to make them keep coming back, yet not enough to make them swear off using it, is a surprisingly effective business model. Even the complaint of the evicted user is familiar: they are being censored; their freedom of speech is being interfered with. The implicit belief is that if someone else creates a platform to let people speak, then that automatically gives every user the right to use it in any way that they, not the owner, want.


 


One of the most important moments for the development of social networks was not a technical advance, but a legal case in 1995. Four years earlier a different provider, CompuServe, which operated a huge number of forums, had been sued for potentially libellous content on one of its forums. (A daily newsletter about journalism published there called a rival a ‘new start-up scam’.) By insisting it did not moderate the forums’ content, CompuServe successfully argued that it was a ‘distributor’ like a bookshop or telephone company, not a newspaper publisher, and so was protected under the law. The 1991 decision set a precedent for the internet.


Shortly thereafter Prodigy, an American ISP (internet service provider), was sued by an investment banking firm over anonymous claims of fraud made on one of its forums. Prodigy offered the same defence as CompuServe. But it lost because, crucially, both humans and software moderated its forum content; that meant it was not like a shop, but more like a newspaper.4 The liability from losing the case ran to millions of dollars. The implication was clear: don’t moderate forums, or else you’ll be liable. Yet being unable to remove content for fear of liability would mean forums could turn into a mass of illegal content – spam, libel, stolen software – which would put off ordinary users, and create huge downsides that could undermine the burgeoning internet business.


ISPs lobbied US senators who were then considering the 1996 Communications Decency Act, a huge new bill being pushed by the new Clinton administration. It had been prompted by one of the periodic spasms of puritanism in the American national psyche about the possibility of pornography finding a new outlet (in this case, the internet). The CDA’s initial draft made it an offence to ‘knowingly’ send indecent or obscene material to minors. If that became law then ISPs would have to filter content – but the Prodigy decision would also make them liable for any libels or other infringements by their customers. Nobody would run an internet business in the lawyer-heavy US given that double bind.


Discussion on the internet, at least in the US, was saved by a bipartisan duo of senators, the Democrats’ Ron Wyden and the Republicans’ Chris Cox. They drafted a clause – Section 230 – to add to the CDA. It achieved the seemingly impossible, absolving companies of immediate liability for what was posted on their forums while simultaneously allowing them to moderate content as they liked. ‘It’s this two-sentence thing, which is basically a Get Out Of Jail card,’ explains John Naughton, a Cambridge University professor and author of A Brief History of the Future: The Origins of the Internet. ‘It says that if you’re just hosting things, you are not responsible for what people do on it. That’s the key moment: that’s why these huge companies have grown, on the basis that they’re not responsible for what happens on their platforms. They’re not legally liable for it. That’s the key bit.’


A year later, the US Supreme Court overturned the part of the CDA relating to indecent content on the basis that it violated freedom of speech, effectively gutting the ‘Decency’ part of the act. But Section 230 survived, and would underpin the ability of providers to let people post what they wanted without having to check it first for legality.


Without Section 230, there would be no Facebook, no Twitter, no YouTube. There would probably be a lot of lawsuits, and the web would largely consist of scientific papers, which it was initially designed to connect, and lots of bland corporate sites. (And, surely, pornography, at least outside the US.)


Instead, Section 230 meant that while the writer might have to own their words, the site that hosted them didn’t have to. Sites could remove content as they liked, but weren’t liable even so for what they left. The ‘Good Samaritan’ clause, §230(c), conferred legal immunity for ‘any action taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected’.5 (The thesaurus-level focus around lewd tells you a lot about the clause’s origins in the CDA.)


Two things are important about that clause. First, providers don’t have to moderate; if they want to host ‘lewd, lascivious, filthy’ or ‘excessively violent’ content, they can (though obscene and illegal material, including child abuse material, would never be allowed). Second, the final clause about ‘constitutionally protected’ material short-circuits any complaint that platforms that moderate are infringing the US Constitution’s First Amendment, which bans the government from preventing speech and gives citizens wide-ranging rights to speak. Instead, it asserts that internet platforms are the property of the companies that run them, to do with as they please. Section 230(c) meant that the complaints of censorship by Mark Ethan Smith’s successors would be just as hollow in the future as the original one had been. ‘It’s a piece of legislation which has determined everything that’s happened since,’ says Naughton. ‘You can see why Wyden and Cox thought this: they figured that if they don’t have this two-sentence clause, then this thing is going to be screwed. It’s not going to grow because every goddam lawyer in the country will be onto it, and nobody will be able to do anything. You can see it was a wise decision at the time. But it has gone to places that nobody could have forecast. And now we’re living with the consequences of it.’


 


During the internet’s early years, ‘social’ discussion online took place first on mailing lists, and then on web pages in forums where you could write ‘posts’ with your contributions. Forums used simple software that organised the discussion on any topic with the oldest entry first, and everything afterwards following a chronological layout, with reactions and responses strictly ordered by the time of posting. The index page to all of the forum posts, however, was organised in reverse chronological order, so that the topics and discussions with the most recent updates appeared at the top.


Blogs ripped up that idea. A blog – short for ‘weblog’, a log (journal) on the web – was intended to be a regular update by one or more people about whatever they liked. But nobody would want to slog through a forum-style mass of old content to find the new stuff. So, blogs were organised to show the most recent posts first, and only the determined would scroll on to older material. The past became a different, optional country; all that mattered was the present. Blogs were also different from most of the web before: they were often intensely personal, written in the voice of someone speaking conversationally, not formally.


The very first blog appeared in 1994, and in 1999 a company called Pyra Labs released a template that would become known as Blogger. People without arcane technical skills could quickly set up a blog, and then compose blogposts by logging into a website, writing something, and hitting a button marked ‘Publish’. The truly democratic age of the web had begun: anyone could have a voice.


In 2003, Google bought Pyra Labs and offered Blogger blogs for free, monetising them with ads injected onto the page based on the content of each post. The same year, Wordpress, a comprehensive package of free code for running a blog, was released.


The combination of free software and free blogs triggered a Cambrian explosion of self-expression. The number of blogs grew rapidly, from just over twenty in 1999 to more than fifty million by the middle of 2006, according to Technorati, a company set up to follow activity in this exciting new space.6 Exponential growth ruled: for three years, the number of blogs doubled every six months. The sky seemed to be the limit.


Unlike forums, blogs weren’t democratic. They gave the author complete dominion to push their own voice and opinions. Blogs revolved around the ego, unlike forums, where the voice of the crowd ruled supreme. (Reddit is essentially a topic-based forum: you join in order to participate in a discussion around a subject, rather than to converse with specific people. In that sense, Reddit isn’t a social network, and so isn’t treated as such here – even though many of the deliberations that happen there spill over into Twitter and Facebook. Reddit is gigantic, but with a primary focus on topics, not the individual.)


 


With the arrival of blogs, the internet appeared once again to have created a paradise for discussion. And once again, a snake emerged. Unlike The WELL, the sin this time was not wrath, but envy. Even though lots of people had started blogging at roughly the same time, a comparatively small number of bloggers seemed to get most of the attention and readership. What sort of unfair system was at work? What was being rigged so that only a few were famous?


By the time a long article in the New Yorker in November 2000 brought the word ‘blog’ to the attention of metropolitan readers, the differential in visibility had already grown large enough that snarky posts complaining about the ‘A-list’ were common.7 ‘It’s not that you missed the Golden Age. It’s just that the age is golden only for other people,’ wrote Joe Clark, a Toronto-based journalist musing on the New Yorker article’s identification of both a hierarchy and an upper clique of bloggers.8 ‘And there is pretty much no way to breach the velvet rope: if you’re not an A-list blogger, you will stay off that list forever . . . It bugs me that the A-list kids are not really any smarter, or any better at Web design, or have anything particularly better to say than so many of the plebes. Their fame is inexplicable, but famous they are – and able to keep their heads above water.’


As the number of blogs exploded, that A-list effect remained in place: the number of readers going to the most-read blogs was far bigger than for those on the next tier, which in turn was far more popular than the next, and so on until you hit the long tail of millions of blogs where often people had tried a few posts, received no engagement and given up, leaving unattended pages that formed a sort of cosmic background hiss of blogging.


What were the A-list bloggers doing that was so different?


There was indeed a new force at work. Once networks can effectively spread without limit, and effectively without cost – and the growth of blogs from around zero to fifty million in six years was a classic case – then a different force takes over. We’re used to hearing in everyday life about ‘bell curves’, also known as the ‘normal distribution’: the height of the people in a population, babies’ weights at birth, reaction times. Forget about them. ‘There are no normal distributions in this technology anywhere,’ says Naughton. ‘What you find is that almost everything is governed by the power law.’


The power law, also known as Zipf’s Law, is brutal. Though not much taught in school, it’s surprisingly common in life. It’s often known as the 80–20 rule: 80 percent of people have 20 percent of the wealth, and vice versa. In a set created by the power law, the value of the item in the Nth position is 1/N. If it were income, then the person in the first position might get $1 million, the second $500,000, the third $333,333 and so on. By the time you reach the hundredth person, they’re getting $10,000. There are plenty of real-world examples of power laws: the size distribution of villages and cities (plenty of the former, few of the latter), the cost of individual insurance claims, the frequency of word use, the size of sand grains, incomes in the US, and popularity on the dating app Tinder, where 80 percent of women compete for the most desired 20 percent of men.9


In 2003, Clay Shirky, a professor at New York University who was deeply involved in the early expansion of blogging, wrote a post on his personal blog called ‘Power Laws, Weblogs, and Inequality’. He pointed out that the complaints among bloggers about an ‘A-list’ had been heard before whenever a new social system started up, including The WELL. ‘A new social system starts, and seems delightfully free of the elitism and cliquishness of the existing systems,’ he noted. ‘Then, as the new system grows . . . Some core group seems more connected than the rest of us, and so on.’


The explanations, or complaints, that those at the top of the popularity game had somehow cheated or sold out were wrong, Shirky explained. ‘What matters is this: diversity plus freedom of choice creates inequality, and the greater the diversity, the more extreme the inequality.’


Shirky showed that the pattern of links to 433 of the larger blogs at that time followed a power law, as did the number of subscribers to a number of mailing lists, and links between blogs. ‘Power law distributions tend to arise in social systems where many people express their preferences among many options . . . [and] as the number of options rise[s], the curve becomes more extreme.’ This might seem counterintuitive – wouldn’t having more choices mean people would range far and wide? – but the evidence was that it didn’t: ‘increasing the size of the system increases the gap between the No. 1 spot and the median [middle item] spot.’ That is, inequality (in the absolute sense) gets worse.


This had two knock-on effects. First, in a power law distribution, most items are below average, because the items at the top distort the numbers so wildly. (In a bell curve distribution, half of the items are above average, half below it.) In Shirky’s example of links between the 433 blogs, two-thirds had fewer than the average number of incoming links. The number of links for the mid-placed, or median, blog – the 217th – was half the overall average. (For a normal distribution, the median is also the average.)


Second, a power law distribution is very difficult to disrupt, because there is a figurative mountain to climb in order to reach an influential position. New bloggers would have to try to gain attention somehow – perhaps by linking to one of the bigger blogs to get attention? Which would reinforce that bigger blog’s position, entrenching the thing they were trying to dislodge. The A-list would be more secure.


As Shirky pointed out, ‘changing this distribution would mean forcing hundreds of thousands of bloggers to link to certain blogs and to de-link others, which would require both global oversight and the application of force. Reversing the “star” system would mean destroying the village in order to save it.’ He didn’t have any good news for those looking to blog: ‘It’s not impossible to launch a good new blog and become widely read, but it’s harder than it was last year, and it will be harder still next year.’


Within a couple of years, the explosion in personal blogging that had begun with Blogger and Wordpress fizzled, even though the format was increasingly adopted by all sorts of corporate organisations and governments as a method of getting their message out to the public. In theory, the internet was a level playing field – you could link to me, I could link to you, we could link to a third and a fourth and a fiftieth or 200th or 2,000th blog – but in reality it was tilted. A few people got lots of connections; lots of people got a few.


That didn’t turn people off using the internet. It just left an unfulfilled gap: something that would make it easier for people to express themselves, while not becoming a popularity contest that they could only lose.


What filled the gap was ‘social software’ – what we now call social networks.


 


The phrase ‘social software’ seems to have first been used in 1987, in a paper written by Eric Drexler of the Foresight Institute that looked at what a hypertext publishing system might enable. (What we know now as the web was then still four years away.) ‘Social software could facilitate group commitment and action . . . The possibilities for hypertext-based social software seem broad.’10


Sites that were set up explicitly to connect people first began appearing in the late 1990s, principally for dating. But more general ones began to emerge. Though many people were still on slow dial-up connections, a growing number on the American West Coast had faster, always-on broadband connections. That changed their relationship with the internet, which became as quotidian as electricity or running water, rather than a specific place that required specific visiting arrangements – a screeching modem, a ticking clock on the cost of connection. The only smartphones, however, were incredibly clunky devices that struggled to sip data from painfully slow mobile networks that were even slower than the dial-up internet.


Social software described applications that allowed groups of people to ‘communicate and collaborate’. The group element was what mattered; previous systems had mostly been one-to-one, or one-to-many.


There was plenty of mathematical theory about the behaviour of social networks, as Shirky had highlighted. But there was also social theory about why we might like them, and how we might behave given the chance to join them. René Girard, a French social studies theorist, had previously built a theoretical framework suggesting that humans are mimetic animals: through a process that begins in infancy with us observing adults, we seek in life the things that are wanted by other people whom we admire. In its simplest version, you admire a celebrity, and they publicly desire (and use) a particular brand of makeup, and so you want that makeup. But that leads to competition: others use it too, and for the same reasons. So you have to show that you’re more worthy of using it than they are, and perhaps even more worthy of using it than the celebrity. The competition that ensues can be destructive, or pointless. Girard’s ideas were used as an explanation of financial bubbles in which people want otherwise useless things, because they see others doing so. (Think of tulips, or bitcoin.) This is ‘mimetic’ – copying – behaviour.


If we saw other people joining a social network, Girard’s theory would predict, then we too would want to join; and because we could use the network to observe others and find things of theirs to desire, we would find the experience even more gratifying.


 


One of the first social networks to gain widespread use in the US was Friendster, which launched in 2003 and soon had three million users, almost all in the US. Friendster and the social networks that followed let you blog without the mess of blogging, and particularly without the effort of finding and keeping an audience, since you had a ready-made circle of friends or followers. ‘You can use Friendster to meet new people to date, through your friends and their friends,’ its front page suggested, beside a graphic showing a number of people’s faces connected in a social graph. You could ‘Make new friends’ or ‘Help your friends meet new people.’


Observing the rapid growth of Friendster in October 2003, David Kirkpatrick wrote at Fortune.com that ‘There may be a new kind of Internet emerging – one more about connecting people to people than people to websites . . . In the explosive growth of social networking we are surely seeing the future, using the Net to connect people with bonds of trust and friendship – and maybe sex.’11


Friendster was quickly superseded by another rival, MySpace, which had also started in 2003. Others quickly followed: Ringo, Bebo, Path, Orkut, Foursquare, Pownce, Jaiku, Qaiku, Tribe, and many, many more as venture capital poured into the hot new sector of social networking, seeking the next Google – but for people rather than websites. In February 2004, a nineteen-year-old student in his second year at Harvard called Mark Zuckerberg launched a site called TheFacebook, intended to let the university’s students and alumni keep in touch through a virtual directory that let them list personal details and message each other. Its rampant popularity on the campus led him to the abrupt realisation that the idea could be expanded further. ‘I thought, “You know, someone needs to build a service like this for the world,”’ he later recalled.12


One of Facebook’s earliest investors was a fan of Girard’s work, and thought the project was a validation of those ideas: ‘Facebook first spread by word of mouth, and it’s about word of mouth, so it’s doubly mimetic,’ he said.13 ‘Social media proved to be more important than it looked, because it’s about our natures.’ The investor was Peter Thiel, and his initial $100,000 investment became more than a billion dollars, a ten-thousandfold growth, when the company floated on the stock market.


Soon renamed Facebook and targeted at American college attendees, the site’s growing popularity and the evident wider demand for ‘social network’ sites saw access opened up to everyone in 2006. The same year, a trio in Silicon Valley – Evan Williams, the original founder of Blogger, together with Biz Stone and Jack Dorsey – gave up on their idea of a podcasting start-up and pivoted instead to creating a social network that would use something like the status messages from AOL Instant Messenger, but that could function over the phone network. Messages would be limited to the SMS length of 140 characters, but that was enough for twenty words or so. ‘just setting up my twttr,’ wrote Dorsey in the first public message on 21 March 2006.14 In October, Google swooped in to snap up a new video site called YouTube, which had been set up in 2005 as a dating site where would-be catches could upload videos of themselves. Like the Twitter trio, YouTube’s founders had quickly pivoted away from their original idea, and let people upload anything. Google paid $1.65 billion, and killed off its own faltering video site.


In May 2009, Facebook’s traffic passed that of MySpace, according to the measurement company ComScore.15 By the end of that year, Facebook claimed more than 300 million users; MySpace had 100 million.16


Once Facebook passed MySpace in size and became the uncontested leader, the graveyard began to fill up with would-be rivals. Facebook’s growing user base became a potent illustration of a phenomenon called the network effect: just as a telephone becomes more and more useful as more people overall have a telephone, Facebook benefited from the fact that as more people used it, more people who weren’t using it wanted to join and find people to get in touch with, and the more likely they were to find them.


Only a few rivals were left standing, notably Twitter. In October 2008, Zuckerberg offered to buy it for $500 million – $400 million in Facebook’s still-private stock and $100 million in cash. Twitter at the time was still known as a ‘microblogging’ service, because nobody could think of any way to describe short personal updates on the web besides ‘blogging’. It had six million registered users, a number that had grown sevenfold since the previous year. Evan Williams, the new chief executive who had replaced Dorsey earlier that month, rejected Zuckerberg’s offer on the basis that Facebook’s valuation, based on investment rounds, was inflated. Twitter would go public in November 2013, valued at $24 billion.


 


Even as the number of choices for social networks narrowed, public excitement grew about what this new hyper-connected world of social networking could mean. There was no shortage of forecasts. ‘They could lead to ways of finding and interacting with one another we never imagined,’ wrote Lisa Hoover, a journalist at PCWorld, in April 2009.17 ‘They are taking us somewhere exciting . . . [they] expand the pool of people we have the opportunity to meet to near limitless possibilities.’


Sarah Gavin, director of global communications for Bebo (which was briefly the most-used social network in the UK, before selling itself to AOL in September 2008), told the BBC in September 2006: ‘It’s really powerful. I think it’s the first time that individuals have got the power . . . It’s a hugely powerful medium and people are just starting to grasp how effective that can be.’18


Martin Stiksel, a co-founder of the music-based social site Last.fm, agreed: ‘If there is a possibility to pool all this knowledge, like there is in a social network, to the benefit of everybody, that’s a really, really powerful thing.’


In November 2009, Biz Stone, who had succeeded Williams through the revolving door of Twitter CEO, went even further. Social networks would make the world a better place simply by enabling more information to flow, he told a panel at the Reuters Institute in Oxford: ‘On a large scale, the open exchange of information can even lead to positive global impact. If people are more informed they are more engaged, and if they are more engaged they are more empathic. They are global citizens, not just a citizen of a nation.’19


Zuckerberg seemed to tacitly agree with that notion, writing in a 2009 post on the Facebook blog that ‘Our main goal at Facebook is to help make the world more open and transparent.’20


The only note of dissent came from Reid Hoffman, the founder and CEO of LinkedIn, who wondered at the same panel where Stone spoke whether we’d really seek out information to make the world better, or just more of the junk that we liked to consume in supermarket newspapers or celebrity magazines. ‘You might think, “Who wants to consume all this useless information?” But with some information, it is like with ice cream,’ Hoffman said. ‘It is not nutritious, but people still eat it.’


Hoffman’s warning, though, was a cloud no bigger than a man’s fist amid the blue skies that social networks promised. Everyone could be everyone else’s friend! Everyone could write tweets, and respond to others’ tweets! The open, transparent world beckoned. But nobody, including Thiel, paid much attention to another element of Girard’s theory about mimetic behaviour: that our constantly frustrated desires first to have the things we saw other people have, and then in effect to be those people, would repeatedly drive us to form angry mobs that would destroy the enemy – once the mob had agreed on precisely who or what the enemy was. He called it ‘scapegoating’.


There was certainly evidence that people would behave in that way as the networks grew. Facebook was for its first few years thought of solely as a place to chat to your friends; Twitter as a place to, as its denigrators put it, ‘tell the world what you just had for breakfast’. Social networks seemed to fit the description given to Planet Earth in Douglas Adams’s book The Hitchhiker’s Guide To The Galaxy: mostly harmless.


Signs of trouble emerged gradually. ‘Trolls’ were already a familiar breed to people who had spent time on early internet forums and on Usenet, the non-commercial topic-based system that in the 1990s foreshadowed Facebook’s Groups by letting people read or post commentary on almost anything. Unlike Smith on The WELL, who was sincere but infuriating, trolls set out to annoy. They target those they see as overly sensitive or foolish and find ways to annoy or (ideally) enrage them, either by saying outrageous things or pretending to be stupid, and take delight in the result. Savvy users learned to recognise them; ‘don’t feed the trolls,’ they would counsel those they saw being sucked in.


The widespread adoption of social networks offered unending supplies of fresh meat to trolls, and they fell on it eagerly. The surviving parents or relatives of people who had killed themselves were favourite targets: from the mid-2000s, newspapers began to fill with stories about ‘cruel internet trolls’ who had in some way defaced MySpace or Facebook ‘memorials’, particularly to dead children. Sometimes they were singular, often they were organised in groups who sought to expose and embarrass people. Creating fake documents or blogs for effect, hacking personal web pages, publishing targets’ phone numbers and encouraging others to call them; the determined internet troll had a large toolbox to work from. The journalist Mattathias Schwartz suggested in a 2008 article that the urge to troll comes from something misanthropic – a hate of others – inherent to all humans, but only rarely acted on.21


Milder than trolling, but closely related, was the lack of inhibition that many discovered on going online. Presented with a screen and a blank space, many felt no need to hold back their opinions about what or whom they were responding to. Predictably, the quality of discourse would quickly deteriorate. Being anonymous led people to behave more antisocially; the effect was like swearing at other drivers from the safety of your car, protected from the outside world, but online, it was even more tempting. The process had been clearly documented in a much-cited July 2004 paper by John Suler, professor of psychology at Rider University in New Jersey.22 He identified six factors at work: people felt disconnected from what they were writing; the other participants were literally or figuratively invisible; any discussion was asynchronous, with no way to force responses; you had to decide for yourself how to interpret others’ comments (as serious, ironic, foolish and so on); what you wrote wouldn’t impact your physical life; and, finally, real-life status and authority didn’t transfer onto a screen, so everyone was effectively equal, squashed into the same number of pixels on the screen. (Suler also dismissed the suggestion that how users behaved online revealed their ‘true’ identity. For someone who was shy in person yet outgoing online, neither was the ‘true’ representation, he said; they were just facets of the same persona.)


Sometimes people even seemed surprised by the difference between their own online and offline behaviour. ‘People get sucked in,’ one poster told MSNBC, in an article exploring the effects of online anonymity. ‘You can be whoever you want, you can put out there whatever you want, and there are no consequences. I even got sucked in and was mean to people.’23


Only one thing was needed to push people’s behaviour towards a less inhibited online persona: greater access to social networks, as the disinhibition effect of being able to say almost anything to anyone, and to garner an audience of unpredictable size, became at first refreshing and then intoxicating.


 


In the West, social networks first flourished on the desktop PC. This was, in retrospect, a strange environment for software ostensibly intended to be personal and light-touch. The big bright screen and multiple distracting windows weren’t ideal for producing a product that would draw people in.


That began to change in 2007, with the arrival of Apple’s iPhone and, a year later, the first Android smartphone from Google. They showed that you could take your leisure everywhere with you too. The plain mobile phone had already suffused the population, but now smartphones brought email (personal at first, and then work too), web browsing, video and soon a galaxy of apps.


Within a couple of years, millions more people began to understand the fascination of always being connected. As a technology journalist at the time, I was fascinated by the changes over the years in the technological landscape of my daily commute, which involved an hour-long train journey into London and then a few stops on the London Underground. In the mid-2000s, there would be a few earnest people tapping away at their laptops on the train, and many bored faces on the London Underground. As smartphones became cheaper and more functional, there was a gradual flowering of little screens in more and more hands. People looked at their smartphones a lot more than they had their iPods and other music players: the screen had a lot more going on, including games and connections to the social networks that were becoming increasingly popular. Smartphones were clearly becoming the biggest rival for attention time with newspapers, which in London meant both morning and late-afternoon publications. Only when underground, with no signal, did people consider picking up a paper, though it wasn’t long before they were playing games on their phones’ little screens, and papers became an afterthought.


The split in connectedness was no longer between work, home and commuting; instead there was ‘with smartphone’ and ‘without smartphone’. Before long, the only situation where people expected to be ‘without’ was if they were asleep, out of battery or mugged.


That created the potential for new businesses, new ways of working, new ideas about what was possible. The last two big consumer software products aimed at desktop computer users were the file-hosting service Dropbox, launched in September 2008, and the music service Spotify, released as an invitation-only product in October 2008. After that, the breakthrough products were mobile apps. Instagram launched in October 2010 (and was inaccessible from the desktop until November 2012) and the cab-hailing service Uber a few months later. Services that didn’t adapt to mobile usage floundered.


The arrival of widespread use of smartphones after 2010 also changed the calculus of social networks. When they were limited to PCs, there would be long hours during which people were away from a screen – commuting, eating, walking outside. The smartphone offered an entirely new territory of time and attention. Social networks set about the task of conquering it with alacrity, designing mobile apps that would notify you of the most minor detail – someone commented on an update of yours; someone else replied to a tweet – in order to grab your attention and hence time.


Plenty of people were certain that getting a smartphone into everyone’s hands would be an unalloyed benefit. ‘In our lifetimes we’re going from almost no one being able to communicate to almost everyone be able to communicate,’ said Eric Schmidt, then Google’s CEO, in a wide-ranging interview in 2009 with Charlie Rose. ‘We’re also going from almost no one having any kind of information and access to libraries to virtually everyone having access to every piece of information in the world. That is an enormous accomplishment to humanity.’24 (Schmidt’s comments imply faintly that this access to information will of itself make people smarter, rather as if you could gain knowledge by simply sitting in a library. Experience tells us otherwise.) Amber Case, a ‘cyborg anthropologist’, told a 2010 TED Talk audience that ‘We [now] have this thing called ambient intimacy. It’s not that we’re always connected to everybody, but at any time we can connect to anyone we want . . . this is the first time in the entire history of humanity that we’ve connected in this way. And it’s not that machines are taking over. It’s that they’re helping us to be more human, helping us to connect with each other.’25


The internet was now everywhere in our personal and professional lives, and that brought the good and bad of the internet into those liminal moments we hadn’t previously noticed. Now your smartphone could fill those empty minutes. If you looked at your device, perhaps you could find something interesting – fascinating, even – taking place somewhere else. Perhaps it would be better than what was happening right in front of you. And since what you would be shown was a hand-picked window onto the world, that was almost certainly true.


But not everyone was comfortable with the way that people’s behaviour was being funnelled through a few big networks. They ‘force an architecture [upon the user] that allows for meaningful participation only if you play by rules that are designed for maximising profit, not optimum social and personal interaction,’ observed the sociologist Zeynep Tufekci in February 2010.26 Telling people not to use them, though, made as much sense as telling them not to use electricity, modern medicine, the phone: they had become woven into our lives. Rather like teenagers choosing to hang out in the corporate-controlled environment of a mall rather than at someone’s house or the library or the park – because there’s more room, no fussing adults, better weather – so internet users gravitated to a corporate social network rather than setting up their own blogs. ‘Our social commons have moved online, and into corporate-controlled spaces,’ she warned.


 


Even so, predictions about the positive power of the combination of smartphones and social media seemed to be vindicated when in early 2011 uprisings throughout the Middle East overthrew authoritarian regimes and dictators who had been in power for decades. ‘We use Facebook to schedule the protests, Twitter to coordinate, and YouTube to tell the world,’ tweeted the Egyptian activist Fawaz Rashed succinctly in March 2011.27 Social media could route around state-controlled or censored mass media, such as when a video was posted on YouTube of the Tunisian government jet apparently being used by the president’s wife for European shopping trips.28 Ideas about democracy, and discontent at corruption, could spread far and wide. Egypt tried to prevent it by cutting off internet services and phone data, but the protests continued. The change happened fastest in the countries with the best phone networks and highest internet penetration.29 ‘The barricades today do not bristle with bayonets and rifles, but with phones,’ observed Peter Beaumont, a Guardian reporter who was in the midst of the 2011 protests in Egypt,30 where about 30 percent of the population was online, and more than eight million people were accessing the internet via their phone,31 and nearly five million were on Facebook.32 In the face of a certain amount of scepticism from people who, unlike him, had not been on the ground, Beaumont was certain that social media had played a role in the revolutions in country after country. Different platforms had played key roles in different places: sometimes Facebook, sometimes Twitter, sometimes YouTube.


All the rosy predictions seemed to have come true. ‘Without social media, [Hosni] Mubarak’s overthrow [in Egypt] would not have occurred,’ wrote a group of self-styled ‘cyberenthusiasts’ in a 2013 analysis for the Rand Corporation.33


‘Social media has created bridges . . . between activists, between even ordinary men, to speak out,’ one Egyptian activist told the authors. What about the fact that social media use was a minority pursuit in those countries? The important fact, the Rand authors said, was that the organisers were using it: they could organise and reach more widely than they ever could have before. (They could also reach the highly connected, and highly dissatisfied, youth demographic.)


Biz Stone’s 2009 musings about the open exchange having a positive global impact seemed to have been completely vindicated. ‘I believe one of the most important outcomes has been the destruction of the old media regime and a move towards a new system, based on international standards of professionalism and objectivity,’ wrote Jordan’s former minister of state for communications in April 2011, looking forward to what he believed would follow. ‘We will see the birth of a new credible and independent media.’34


Paul Mason, then a journalist for the BBC’s Newsnight programme, tried to put the protests in context, observing that those behind them were graduates facing a future without employment, but who had access to social media: ‘they can express themselves in a variety of situations ranging from parliamentary democracy to tyranny. Therefore truth moves faster than lies, and propaganda becomes flammable.’ This ‘oppositional youth’, as he dubbed it, lived in ‘a virtual undergrowth online and through digital comms networks.’35


Alec Ross, the senior adviser for innovation for Hillary Clinton, at the time the US secretary of state, said: ‘If you are not open to social media spaces then you are not attuned to the dynamics on the street and you sacrifice both understanding and power.’36 He added: ‘We hope to maximise the benefits and minimise the negative impact of living in a hyper-networked world.’


Yet Facebook’s executives seemed wary. ‘We don’t want to take too much credit,’ said COO Sheryl Sandberg, speaking at the Paley Center in September 2011.37 ‘We did not march in the streets.’ Facebook, she said, was an agent of change, ‘giving individuals their identities, at scale, and the power of voice.’ But what did Sandberg think lay in the future? She replied that the previous five years had been about proving that the idea of social networks built around real identity could work (though only Facebook had really done that; none of the other networks enforced it). ‘The future is about realising what can happen when people share as themselves. This is about engagement, and giving people authentic voice, and what happens as a result. On that metric, we think we are at the very beginning.’
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