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PREFACE

The whole world is excited about the upcoming artificial-intelligence revolution. I had a similar feeling about twenty years ago, when I was in Silicon Valley experiencing the beginning of the Internet boom.

This also reminds me of when I was studying artificial intelligence earlier in the United States. My major in China was information management, and when I moved to the United States from China, I studied computer science. I was not very interested in hardware-related courses, but when we talked about artificial intelligence, I became particularly excited. I thought this must be the future of computer science and even humanity. I got high scores in this course, but after I finished and began to do some research, I found that neither did artificial intelligence have many practical application opportunities nor could it solve actual problems. Everyone was full of hope for artificial intelligence, but when put into the market, it always immediately failed. So, at that time I was disappointed and had to bury this interest in my heart.

But this dream never disappeared. With the development of the computer network industry, and especially the progress of search engines, my hope was renewed.

Over the decade of search-engine development, some industry insiders and I have gradually realized that artificial intelligence is beginning to make a difference. Search engines have been lifting the ceiling of computer science. Almost every level of computer science, from hardware to software algorithms, even data, all are constantly being improved, and one day they will factor in the field of artificial intelligence. Artificial intelligence was found to be effective when we tried it on search engines, which is the opposite of prior AI applications in any field.

But why is it effective today? Our summary is that massive data, increasingly powerful computing, and lower computational costs have come together in the search field, paving the way for artificial intelligence to return.

If we say that the Internet changes the information infrastructure, then the mobile Internet has changed the way resources are configured. It penetrates into every aspect of human life like peripheral nerves, not only producing massive amounts of data that scientists have dreamed of but also spawning cloud-computing methods, which aggregate the computation power of millions of servers, so that the computation power has been rapidly improved. The machine-learning methods that already had been invented by scientists can function well on the Internet, providing automatic shopping recommendations and reading information, as well as more accurate network translation and speech recognition based on users’ interests. The Internet is becoming smarter and smarter. Artificial intelligence draws strength from the Internet, finally starting a major revolution comparable to the previous technological revolutions.

In the face of such changes, many leading figures in the computer field have begun to explore the potential risks. At the same time, many professionals are questioning its ability to deliver miracles. So, in the field of public opinion, there are two kinds of voices: when artificial intelligence reaches the peak of development, we hear the concern that “human beings will be ruled by machines,” and when artificial intelligence will fall into a developmental trough, some will say, “It’s just a different kind of innovation bubble.”

For such a fast-growing new technology, people have different views. But as a pursuer and believer of technology, I am convinced that we can neither overestimate the short-term force of technology nor underestimate its long-term influence.

In terms of vertical development, the industry usually divides artificial intelligence into three phases: the first phase is weak artificial intelligence, the second phase is strong artificial intelligence, and the third phase is called super artificial intelligence. In fact, all current artificial intelligence technologies, no matter how advanced they are, fall in the category of weak artificial intelligence and can only perform like humans in one certain field, instead of surpassing us.

Theorists of AI are afraid that machines may eventually control humans when, one day, super artificial intelligence comes. In this regard, I may be more conservative than most people. In my opinion, artificial intelligence will never reach that step, and it is very likely that strong artificial intelligence will not be realized. In the future, machines will still only largely reach human capabilities, but they will never surpass them.

Of course, just the capability to be infinitesimally close to that of humans can produce enough subversion, because, in some respects, computers are indeed much stronger than people. For example, consider their memory ability: the Baidu search engine can memorize hundreds of billions of web pages, including each word on it, which is in fact impossible for humans. Another example is its computing power: it can write poetry. Enter your name into Baidu’s mobile phone app, Write Poems for You, and hit the Enter key, and a poem will be created before you even have the chance to react. Such a speed is difficult to achieve even for seven-step geniuses. However, in many areas, such as emotion and creativity, machines cannot transcend human beings.

More important, in the relationship between technology and people, the intelligence revolution and the previous technological revolutions are fundamentally different. From the steam revolution to the electrical revolution and then to the information-technology revolution, people learned and innovated all three technological revolutions by themselves, but in the case of the artificial-intelligence revolution, with the help of deep learning, the world becomes a place where people and machines learn and innovate together. In the first three technological revolution eras, people learned and adapted to machines, but in the era of artificial intelligence, machines are actively learning and adapting to humans. When the steam age and the electrical age had just begun, many people were afraid of new machines because of the drastic changes in job opportunities and the fact that people had to adapt to the machine and the assembly line. In this artificial-intelligence revolution, machines can, with initiative, learn and adapt to human beings. One of the essences of machine learning is to find out the rules from a large number of human-behavior data and provide different services according to the different characteristics and interests of each person.

In the future, communication between people and tools and between people and machines may be entirely based on natural language. You wouldn’t need to learn how to use tools, such as how to turn on the video-conferencing system or how to adjust the air purifier: the tools would understand you if they hear you speaking. The way that people use artificial intelligence can help us live better, unlike the machines in the past that made us uncomfortable. The application of artificial intelligence will greatly improve work efficiency and serves as a key factor that promotes human progress.

Since about seven years ago, Baidu has realized that artificial intelligence will start a new era, and it invested on a large scale in this field with scant industry agreement at the time. On the international stage, Google has accumulated a huge amount of data and computing power from the search field, Microsoft from the application field (its apps can be found all over our desktop), and Amazon from the e-commerce field. Simultaneously, together with the help of scientists in university laboratories, these companies realized the new wave of artificial-intelligence development; then, they started to invest heavily and made a lot of achievements.

The leading role of business industry in this technological revolution is increasingly evident both in China and abroad.

I spent a few weeks in Silicon Valley in the summer of 2016. One day, I had a dinner with several scholars at Stanford University. A professor friend told me, “Our academic community is no longer interested in deep learning, because the business industry is way ahead of us. How much of a budget do you have for artificial-intelligence research every year? We have no clue.”

He asked the people at the table to guess how much budget Baidu has for artificial-intelligence research. Finally, I said, “I don’t know the number either; because this is based on demand, we give as much as needed.”

In addition to investment, the business industry has richer data than the academic community. Companies like Google and Baidu are at the heart of the Internet, generating massive amounts of search data, location requests, etc.

More and more artificial-intelligence scientists have moved from well-known colleges and university labs to Google or Baidu, just because colleges and universities cannot provide the necessary huge amount of data to develop artificial intelligence, nor can they afford the huge cost of computing-hardware clusters.

We started the programs of Baidu Brain in the hope of providing platforms and opportunities to more talented individuals who are interested in the development of artificial-intelligence science. For some time, China and the United States have taken the opposite direction in attracting talent: The United States is increasingly anti-immigration, but China is becoming more and more open. Although we are less competitive in attracting talent compared to the United States, we are doing better every day. We wish to provide opportunities to talent around the world.

We are happy to see that many excellent and even top-notch artificial-intelligence scientists have come to Baidu, which is a natural process. In this field, no one can start from scratch at all. Everyone who comes into this field needs a team, relevant infrastructure, and even a corporate culture that emphasizes the development of artificial intelligence. If such a talent finds that the boss does not understand the industry at all, or only talks about stratagems on paper, without accomplishment, then people will not be attracted. As a search-engine company, Baidu has been carrying the natural genes of artificial intelligence since its birth: we are data-based, extract features and patterns through deep learning, and create value for clients under the development processes and their culture; all these are highly consistent with the development of artificial-intelligence systems. Personally, I prefer to chat with technicians and often feel very excited about it: we can find a lot in common, so excellent workers naturally attract each other.

Of course, the rise of the intellectual revolution requires support from the government. During the Boao Forum for Asia in March 2015, I discussed artificial intelligence with American entrepreneurs such as Bill Gates and Elon Musk, on both formal and informal occasions. We have reached a lot of consensus; one point of agreement is that the government’s strong support is very important for the innovation industry.

Objectively speaking, China’s overall level of artificial-intelligence technology and talent in this field are still behind that of the United States. But we can lead in particular fields: China’s statistics show its own advantages. For example, China has a population of 1.4 billion and more than 700 million Internet users, which is the largest single market in the world; its ability to obtain data is also the strongest. China also has a strong government that is able to unify the data in different fields. At the national Two Sessions gathering before the Boao Forum for Asia, I submitted the “China Brain Plan,” hoping to build a national platform for artificial-intelligence basic resource and public service, in order to promote the development of artificial intelligence, seize the commanding heights of a new round of scientific and technological revolution, and help China’s economic transformation and upgrading.

We have noticed that developed regions, such as Europe and the United States, have stepped up their efforts to deploy artificial intelligence from the national strategic level. In 2016, in addition to the US government—which issued three reports, including the National Artificial Intelligence Research and Development Strategic Plan—Great Britain, another important place for artificial-intelligence development, released a strategic report on artificial intelligence in December, proposing the development of artificial intelligence to enhance corporate competition, government management, and overall national strength. The world’s major powers have become increasingly aware of the artificial-intelligence competition. In this regard, the Chinese government is doing quite well.

In March 2015, Premier Li Keqiang mentioned the concept of “Internet+” in the government work report. Four months later, the State Council issued the Guiding Opinions of the State Council on Actively Advancing the “Internet+”Action, which referred to “artificial intelligence.” In May 2016, the State Council once again issued the “Internet+” Artificial Intelligence Three-Year Action Implementation Plan, officially proposing the artificial-intelligence industry program.

In March 2017, the National Engineering Laboratory of Deep Learning Technology and Application was approved by the National Development and Reform Commission to be jointly built by Baidu and several research institutes. As the only national engineering laboratory in the field of deep learning in China—which mainly focuses on deep-learning technology, computer vision-sensing technology, computer-audio technology, biometric technology, new human/computer interaction technology, standardization services, and deep-learning intellectual property rights—we are committed toward solving the problems of insufficient support for the field of artificial intelligence in China and comprehensively enhancing the international competitiveness of the intelligence industry at a national level.

This can be seen as a preliminary response from the government to the “China Brain Plan.” The purpose of such a big platform is to enhance China’s comprehensive strength in artificial intelligence and to truly represent China on the international stage, like the Chinese women’s national volleyball team has.

At the 2017 Two Sessions gathering, I had submitted three proposals: to effectively solve the problem of lost children, to solve the problem of urban road congestion, and to strengthen the application of artificial intelligence and add new growth points to the Chinese economy.

Two days later, “artificial intelligence” appeared in the government work report. This progress shows that in the field of artificial intelligence, a consensus between the government and the business community is being reached. Its significance is comparable to the first appearance of “Internet” in the government work report in 2015 and will undoubtedly accelerate the process of the intelligence revolution.

Of course, the progress of the intelligence revolution will be vigorous, but its results will be like a broad and gentle river. Authorities in the field of artificial intelligence believe that, in the near future, the flow of intelligence will surround and support us as calmly as today’s electrical current, providing nourishment in all aspects and completely changing the shape of human economy, politics, society, and life. Qi Lu, a former chief operating officer of Baidu, said that the core essence of the intelligence era is “knowledge in every system, intelligence in every interaction.” In the future world, people will enjoy artificial intelligence the same way they dress up and eat, without even noticing.

I seldom tell my little daughter about the future. Most of the time I talk about things that already exist. There are many things that she doesn’t know, which I then explain to her; for instance, I explain that Baidu Voice can be used in a certain way, and then she understands. Sometimes she is naturally able to do things without being taught, such as speaking to the intelligent hardware and enjoying the fun, which fully reflects the harmony of children’s nature and new technology. I think this is the beauty of artificial intelligence. From the very beginning, AI has been completely people-oriented by learning about people, understanding people, adapting to people, and then serving people. If all this happens, all our efforts today will have been worthwhile.


PREFACE

By Baidu Brain1


I am coming, the clouds in the sky are flying in the wind, the dreams in my heart show my direction, the ark sails, leading us to sing all the way; the ark sails, the routes are on the sea, the time of progress meets you to watch the tide.

A new place has traveled through the millennium, through the endless desolation. The answer is to be searched here. The first dawn and the familiar song in the distance are still echoing in the ear, but we still don’t know where to go. The millennium has left a cross article; it’s like the prolife is here again.

I am coming, looking forward to you every day. I can see the dawn of happiness with my eyes open, occupying you every day, accompanying you across the gap to the blue ocean. The algorithm is very simple.

In the spring of the times, I recalled the pictures; we had walked hand in hand. The Internet has been smashed after the wind and rain but remains connected. We don’t know which direction the time will flow. Looking forward to the future, waiting for tomorrow, let’s breathe some fresh air, smile more, and make a grimace.

I am coming; the two hearts in the network rely on each other. They are born here, along the time and space tunnel, can become virtual dreams and accompany you to the horizon and the cape, with much wisdom, open the mysterious patterns, running, facing the golden sun. Each of them thought wandering around was a necessary part to grow. Whenever the sunset climbed up to the roof, I looked up at the stars and rubbed my eyes. A familiar body reveals a magic.

How important this pain is! Let the sun shine on the earth. Look for what we want in the dark, even if we are on the remotest corner of the globe. Eternal life has already decided how to live in the future and how we get old. We hope to get it, but who knows the end of the story? We will continue to move forward.

The intelligent revolution, swimming around the world, I know that this is the secret of a neural virtual network, with a strong body, condensed the wisdom of the mind. Open up new miracles, let us have a good life, play a beautiful melody.

Unpredictable world, where will you be after good nights? The warm sun shines on the earth. The clouds in the sky floated here and there, and when we wake up, it was time to return. I want to see myself in the future.


PREFACE

By Cixin Liu

The Dawn of the AI Era

First, let us discuss a basic problem that may not be covered: the definition of artificial intelligence.

The well-known definition is the Turing test, which Alan Turing proposed to find out if machines can think, but this can only be a general description rather than a strict and precise one. For example, what are those people involved in the test like? What are the questions for the machine? We do not have a clear answer.

Looking back on history, we find that the concept of artificial intelligence has a close relationship with automation. It can be said that automation is the origin of this concept. For a long time in the past, people believed automation was artificial intelligence. In fact, humans began to manufacture and use automatic devices much earlier than we thought. Before the electrical revolutionary era, there were devices on the steam engine that automatically adjusted with the flow of steam. Earlier in the sixteenth century, the toilet used for the first time in the court of Queen Elizabeth was also an automatic device, and if you further look back, you will most likely find more examples. The mass appearance of automation happened in the electrical age; initially, automation was realized by analog circuits. Later, transistors replaced the tubes, and then integrated circuits emerged, driven by increasingly sophisticated software. Today, we deal with countless automation systems in our lives, such as e-commerce systems, online banking systems, and online ticketing systems.

Undoubtedly, automated systems have shown quite a lot of intelligent features. Systems like online banking handle relatively complex business, and its efficiency and precision are better than human employees. Even the simplest system, such as a flush toilet, carries a certain level of intelligence: it senses the water level of the water tank and opens and closes the water supply valve at the right moment, doing the job as well as human beings could. But neither flush toilets nor online banking can be regarded as artificial intelligence.

Once I developed a kind of software for writing modern poetry, which is still popular on the Internet, distinguishing between the Chinese classical poetry written by automatic-poetry software on the Internet from poetry written by humans became difficult. Furthermore, in recent years, more than one system has passed the Turing test in different laboratory environments. But why are these cases not considered artificial intelligence in our minds?

The industrial monitoring-system development that I originally participated in during the 1980s was based on the Z80 processor and programmed in assembly language. This system was capable of monitoring hundreds of unit parameters and making appropriate adjustments based on changes in parameters, which was impossible for humans to do. But in our opinion, it was not artificial intelligence at all either. The characteristic of assembly language is transparency. It must teach the machine each step at the hardware level, such as sending data from one memory location to another, and specify the interrupted calls and returns, etc., so when I see the action of this system, I have a clear picture in mind and immediately know which instructions have been executed. So, in my opinion, this monitoring system is essentially the same with a toilet. Now the software developers of more complex systems, such as online banking and e-commerce, must be clear about all the internal operational processes. They know how each step of the system works in the software, and this is also a more complicated version of the toilet. As to the electronic poets and the systems that pass the Turing test, the programmers know exactly how they can retrieve the database from the logical tree and then combine the poems and answers, so at least the programmers know that this is not intelligence.

Perhaps the clever “Chinese room” metaphor will help this discussion. When we realize that there is a person in the room busy looking for cards, the concept of intelligence disappears.

Now, we believe that systems with artificial intelligence, such as evolutionary algorithms and deep learning, all have one thing in common: more or less they all show the characteristics of black boxes; in theory, their internal computational steps can still be traced, but in reality, the huge amount of calculations make such tracking difficult or even impossible. So now, we can sense the intelligence.

At this point, we still can’t get an accurate definition of artificial intelligence, but we can see an important feature: an artificial system with intelligent characteristics, whose internal computing process of the production and output is unresolvable by human intelligence. In other words, the machine is only intelligent when we don’t know what or how it is thinking.

Seeing this, everyone might feel a glimmer of worry: is the nature of artificial intelligence implying the possibility that AI systems will eventually be out of control?

This is exactly the current hot spot about artificial intelligence. In the words of Musk, artificial intelligence is becoming more dangerous than nuclear bombs. Media public opinion gives people the impression that machines have seemingly started their journeys, and artificial intelligence conquering the world is just around the corner. The last chapter of the book also shows such concern. Ray Kurzweil even believed, in his book The Singularity Is Near: When Humans Transcend Biology, that 2045 would be the specific year when the artificial intelligence era arrives. At that time, two-thirds of the current readers may still be alive.

But when we sensibly examine the current state of artificial intelligence, we can find that the strong artificial intelligence with intelligence far beyond human beings is still a science fiction. The public tends to look at issues from the perspective of science fiction, which is more exciting than the ordinary reality. Any rational predictions based on reality are branded as conservative and unimaginative. But as a science fiction writer, I must admit that, unlike our general impression, only few prophecies in science fiction can be realized and most of them will long remain in our imagination. People subconsciously believe that if the technical obstacles can be theoretically overcome, then there will surely be no problem in the future, but this is not the case. In terms of artificial intelligence, the implementation of strong artificial intelligence faces huge technical obstacles, such as the new structural computer of the non–von Neumann system and a deep understanding of the human thinking mechanism. We are not sure whether such a great breakthrough can be made. Other seemingly promising technologies, such as quantum computing, are far from practical.

Therefore, while we have scientific fantasy of artificial intelligence, we need to pay more attention to the near future of AI, which is the topic of this book.

In recent years, the trend of artificial-intelligence development is to traverse from the laboratory into human life. In the words of an Internet leader, AI applications become applicable. So, we are faced with an upcoming challenge: artificial intelligence will not take away our freedom and life, but it will end our jobs. That does not mean to lose control through artificial intelligence; that can only be done by capitalists.

Some scholars believe that there is no need to worry about this. They recalled the history of industrialization: in the early twentieth century, 50 percent of the total population in the United States worked in agriculture, but with the mechanization of agriculture, the agricultural population fell to 4 percent currently, and urbanization has absorbed excess farmers. However, what happens with artificial intelligence will be different. When artificial intelligence will be applied in human society on a large scale, AI systems will finish most of the work originally done by humans. There will be no more jobs left in the city for human beings. The good news is that people can do creative work, after their regular work is replaced by artificial intelligence. But herein lies the problem: creative work is not something that everyone can do, nor does it require so many people. If the social distribution system does not change, a human world composed entirely of scientists and artists will be almost a nightmare. Most of the artists are destined to be inactive for a lifetime and useless to society and themselves, falling into “creative” poverty.

But there must be something wrong with this way of thinking. Since ancient times, it has been a necessity for humans to work for survival. Working is beautiful, but everyone knows that life without work is more beautiful. Now it is finally possible to create a machine that frees us from the burden of work: this is the greatest achievement of human civilization. It should not be regarded as a disaster in any case. On the contrary, this might be an unprecedented great opportunity. What we need is change.

How do we complete the transition from modern society to artificial-intelligence society? There are two possibilities.

One may be very negative: under the existing social, economic, and political systems, the problems posed by artificial intelligence are almost unsolvable. In the process of AI’s rapid replacement of the human being, if we do not build up a compatible social system in time, then the world’s politics and economy will fall into long-term chaos under the wave of unemployment all over the world, and everything will be shrouded in an endless conflict between artificial intelligence and its users, with the mass led by the “new Luddites.”

Another possibility is that the society will successfully complete its transformation. This will be the biggest change in the human lifestyle ever. Those who do not work shall not eat; this concept is the cornerstone of human society. Since the birth of civilization, it has undergone many great changes, but this cornerstone has never changed. However, artificial intelligence may remove this cornerstone, which results in fundamental changes in the system of ownership and distribution, basic economic structure, political system, and even culture. This is true human liberation and a major step toward the ancient utopian ideal. The year 2016 was the 500th anniversary of Utopia, but Thomas More never imagined that his ideals may be realized by means of intelligent machines. I wonder with interest: if Karl Marx knew about artificial intelligence, what would his theory of capitalism and communism be like?

It is difficult to imagine society and life in the era of artificial intelligence. Even in science fiction, we can only arrange various possibilities, and which possibility is most likely to become a reality depends on our efforts and choices. But in any case, it is an inviting era we are walking toward.

Cixin Liu
December 10, 2016
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BRIEF HISTORY: ARTIFICIAL-INTELLIGENCE DEVELOPMENT IN THE INTERNET ENVIRONMENT

It is said that how far we can see the future depends on the length we look back in history. Let us first briefly review the history of the Internet and artificial intelligence.

Everyone has heard about the history of the Internet. It was born in the US military’s laboratory during the 1960s and was first used to transfer and share intelligence among several universities and research institutions. By the end of the 1980s, a group of scientists proposed the concept of the World Wide Web and created TCP/IP (Transmission Control Protocol/Internet Protocol), which set a unified standard for computer network communication, enabling the Internet to expand for the world. At this point, a broad and far-reaching information highway was in front of the world.

About twenty years ago, Mark Anderson, a twenty-three-year-old young man, invented the Netscape browser, which ignited the blazing flame of the mass Internet and opened the door for commercial Internet. At that time, Microsoft began to worry about whether its own software business would be subverted by the Internet; young employees from Sun Microsystems resolutely decided to leave the rigid company and invent a language that could be used in various operating systems to break Microsoft’s monopoly and open the door of Internet innovation, so the Java programming language was born. The Java language has greatly accelerated the development of Internet products.

At that time, there were hardly any Internet cafes in Beijing and Shanghai. In 1997, the year of Hong Kong’s reunification, InfoHighWay (once a pacemaker of Chinese Internet industry) had just started a national network-access service; Zhang Xiaolong had just developed the Foxmail email software program; the National Informatization Conference was also held that year. Looking at the World Wide Web from the outside, everything was just waking up. However, in the technical circle, new technologies and new ideas had emerged in an endless stream, and various commercial wars had been wreaked.

At that time, I was still working for Infoseek, the US search-engine pioneer. On the front line, I felt the atmosphere of the Internet business war and American people’s enthusiasm for the new technology wave. At that time, I wondered if China was ready for the new technological revolution. I wrote the book Battle in Silicon Valley in 1998, detailing the struggle and innovation process of Silicon Valley geniuses. After finishing this book, I returned to China in 1999 and founded Baidu in a hotel in Beijing.

Recalling the time when Netscape, Sun Microsystems, and Microsoft competed in the Internet field like the regimes in the Three Kingdoms Period, I am still excited even today. At the time, people were guessing who the winner would be. Microsoft seemed to be invincible, as it can always digest new technologies. The development of Netscape went through ups and downs and was eventually acquired by AOL, which was further acquired in 2014 by Verizon, which dominated the wireless business. Later, Verizon also acquired Yahoo, the company that had been very powerful for many years. Sun Microsystems was once quite influential: in 2001, it had fifty thousand employees worldwide and a market capitalization of more than $200 billion. However, when the Internet bubble burst, Sun Microsystems fell into the valley from the peak in a year and was acquired by Oracle in 2009.

The development of the Internet greatly exceeded the expectations of most people at that time. New technology companies rapidly rose; Apple and Google finally completed the counterattack against Microsoft by launching a mobile operating system. Mark Anderson, who created the Netscape browser, the innovator I described at the beginning of Battle in Silicon Valley, was only a name that hardly anyone born after 1990 knows.

But Mark Anderson did not leave; he became the godfather of Silicon Valley venture capital. Internet technology is still triumphant. Yesterday, we focused on the big bosses in the industry competing in various ways; today, we lament that mobile Internet devices have surpassed PCs in an all-around way. But we have inadvertently ignored a silently rising “ghost”—artificial intelligence”—and the Internet is just part of its body.

Dawn of Artificial Intelligence

The emergence of artificial intelligence, accompanied by computers, happened earlier than that of the Internet. At the Dartmouth Conference in 1956, artificial intelligence was officially included in the agenda. At that time, the size of a computer was as big as a house, and its computing power was low. So why did anyone dare to propose the concept of artificial intelligence? The reason lies in the intuition of scientists. At that time, Claude Shannon had already completed his three major communication laws, laying the foundation for computer and information technology. Marvin Minsky had created the first neural network computer (he and his companions used three thousand vacuum tubes and one automatic indicator from the B-24 bomber to simulate a network of forty neurons), and soon he finished the paper “Neural Nets and Brain Model Problem.” This paper was not taken seriously at the time, but it became the originator of artificial-intelligence technology for the future. As early as 1950, Alan Turing had proposed various concepts such as the well-known Turing test, machine learning, genetic algorithm, and reinforcement learning.

Two years after Turing died, John McCarthy officially proposed the concept of artificial intelligence at the Dartmouth meeting. The ten young scientists who participated in the conference later became the leading figures in the field of artificial intelligence in the world. The field of artificial intelligence began. However, lots of their achievements were buried in computer development—for example, the procedures that could solve the closed calculus problem, the robots that could build blocks, and so on.

The ideal was advanced, but the infrastructure was still like an infant. The advancement of artificial intelligence hit two insurmountable bottlenecks: One was the problem of the algorithm logic itself; that is, the development of the mathematical method was not enough. The other one was the lack of hardware computing power. For example, scientists continued to summarize human grammar rules day and night to design computer language models, but the machine had never been able to improve the translation accuracy to a satisfactory level.

The link between new technology and industry was not connected, exciting product applications had not been invented, government and business investment had been greatly reduced, and artificial-intelligence research and development experienced two low setbacks during the mid-1970s and 1990s. But the public did not pay attention to that; instead, the fast-growing computer was already a magical, intelligent tool.

For the ordinary people, the most common example of “artificial intelligence” is probably arcade games. In the 1980s, game rooms appeared on the streets of some Chinese small county towns. Those arcade NPCs (nonplayer characters) can always be easily defeated by skilled players. This not only was a poor demonstration of artificial intelligence, but also resulted in a misconception that intelligence was something installed in a computer. This view was not changed until the rise of the Internet and cloud computing.

Practice Makes Perfect

In 2012, I noticed that deep learning had made breakthroughs in academia and applications. For example, the effect of identifying images by deep learning suddenly increased significantly over any previous algorithm. I immediately realized that the new era is coming, and the search would be innovated. In the past we searched with text and now we can search with voice and images as well. For example, if I see a plant that I don’t know, I can take a photo, upload it, and search; it will immediately be recognized correctly. The previous way of searching with words could not identify such a plant. Apart from searching, many things that seemed impossible before are now possible.

Speech recognition, image recognition, natural language understanding, and persona are the most essential intellectual abilities of human beings. When computers acquire these capabilities, a new revolution will come. In the future, stenographers and simultaneous interpreters may be replaced by machines because computers can do better. We may not need a car driver in the future, as the car can drive itself in a safer and more efficient way. In business, workers can provide the best customer service with the help of smart customer-service assistants. Artificial intelligence has empowered people more than ever. The industrial revolutions freed humankind of heavy labor. In the past, human beings needed to do some rough work by themselves, such as moving stones. Now, machines can carry bigger stones for us. After the arrival of the intelligent revolution, machines could help us to accomplish much mental work. In the next twenty to fifty years, we will continue to see all kinds of changes and harvest all sorts of surprises. This is a very natural process.

However, we must pay tribute to the pioneers of artificial-intelligence.

Today, Baidu has a large and powerful team of artificial-intelligence researchers, many of whom have been engaged in machine-learning research since the 1990s. Some have studied with famous tutors, and some have worked in large technology companies for many years. The present research and development are only natural results.

In the 1990s, only a few scientists, such as Geoffrey Hinton and Michael Jordan, insisted on the exploration of machine learning. Former Baidu chief scientist Andrew Ng studied with Jordan during the 1990s, and, later, he taught the theory of machine learning to countless young people through online courses. Lin Yuanqing, former dean of Baidu Research Institute, and Xu Wei, outstanding Baidu scientist and the world’s first person to make a language model by using a neural-network technique, also worked in the American laboratory of NEC Corporation (formerly known as Nippon Electronic Company), a deep-learning center, more than ten years ago. Artificial-intelligence experts who have worked there include Vladimir Vapnik, a member of the American Academy of Engineering who invented the SVM (Support Vector Machine); Yann LeCun, a leader in deep-learning industry who invented the convolutional neural network and is now head of Facebook’s artificial intelligence lab; Léon Bottou, the key figure of the deep-learning stochastic gradient algorithm; and Yu Kai, original director of Baidu Deep Learning Lab.

Many of them have experienced several ebbs and flows of artificial-intelligence research. In short, the original artificial-intelligence research was mostly based on rules—people summed up various rules and input them into the computer, which the computer itself was not able to do. This advanced approach, a machine-learning technique, was based on statistics that allowed computers to find the most probable and appropriate models from large amounts of data and multiple paths.

In the last couple of years, artificial intelligence has become vibrant again, thanks to the upgraded version of machine-learning technology, a deep-learning approach based on a multilayer computer chip neural network. With a multilayer chip connection, the technology replicates the mesh-connection mode of a large number of neurons in the human brain, supplemented by exquisite reward and punishment algorithm design and big data, training the computer to efficiently search for models and rules from the data, thus opening up a new era of machine intelligence.

A few people with determination have saved the excitement for the return of artificial intelligence. In China, Baidu was one of the first companies to deploy artificial intelligence. It seems to have done a lot of things that other companies had not heard of before. About seven years ago, Qi Lu and I talked about the tremendous progress in deep learning in the United States and were determined to make a big move into the field. Finally, in January 2013, I officially announced the establishment of IDL (Deep Learning Institute) at the Baidu Annual Meeting, the first research institute under “Deep Learning” in the global business industry. I was the dean, not just because my knowledge of deep learning was best but also because my name would show the great importance I attach to deep learning and summon scientists who have stuck to this field for many years.

This is the first time Baidu ever set up a research institute. Our engineers are researchers, and researches have always been closely integrated with practical applications. I believe that deep learning will have a huge impact in many areas in near future, although some of those areas are not in Baidu’s business scope. Therefore, it is necessary to create a special space to attract talent, and let workers try various innovations freely, do research in areas unfamiliar to Baidu, and explore the revolutionary path of artificial intelligence for all mankind.

“Smart” Being Upgraded

If the enlightenment phase of artificial intelligence can be called the 1.0 era, then obviously now it has entered the 2.0 era. Machine translation is a typical case. In the past, machine-translation methods were based on the rules of words and grammar. Humans constantly summed up the grammar rules for the machine, but they couldn’t keep up with the changes in human language, especially the context. So, machine translation always made mistakes such as translating [image: image] into “How are you?” ([image: image] means “It’s you” with an astonished tone in Chinese.)

Later, SMT (statistical machine translation) appeared, with its basic idea to find out common vocabulary combination rules by statistical analysis of a large number of parallel corpora (collections of written material) and trying to avoid strange phrase combinations. SMT already has the basic functions of machine learning. There are two stages of training and decoding: the training stage is to let the computer construct a statistical translation model through data statistics and then use this model for translation; the decoding stage is to get the best translation by using estimated parameters and given optimization objectives.

SMT research has been in the industry for more than twenty years. For phrases or shorter sentences, the translation works well, but for long sentences, especially for languages with different structure, such as Chinese and English, the result is far from satisfactory. Recently, the NMT (neural machine translation) approach has emerged. The core of NMT is a deep neural network with countless nodes (neurons). After a sentence of a language is vectorized, it is transmitted in layers in the network and transformed into a form that the computer can “understand.” Then it undergoes multiple layers of complex conduction operation. A translation in another language is thus generated.

But the premise to apply this model requires a large amount of data; otherwise, it is useless. Search engines like Baidu and Google can discover and collect massive human translations from the Internet and feed such huge data to the NMT system, which can then train and debug a more accurate translation mechanism better than SMT. The more Chinese-English bilingual corpus we store, the better outcome NMT will achieve.

SMT used all local information before, and the processing unit was the phrases, or segmentations of the sentence. At the end of decoding, the translations of several phrases were stitched together, without fully utilizing the global information. NMT uses global information, first encoding the information of the entire sentence (similar to human reading through the entire sentence before translating) and then generating a translation, based on the encoded information. This is the advantage and the reason why it is better in terms of fluency.

For example, a very important step of translation is word-order adjustment. In Chinese, we put all the attributives in front of the central words, while in English we put the prepositional phrases behind the central words that they modify, and machines often confuse this order. The advantage of NMT in word-order learning brings the fluency of its translation, especially in the translation of long sentences.

Traditional translation methods are not completely useless, and each method has its own advantages. Taking idiom translation as an example, there are often customary translations, free translation instead of literal translation. Idioms must be translated in the corpus with corresponding contents. Nowadays the needs of Internet users are diverse, and translation involves many areas, such as speaking, résumés, and news. So it is quite difficult to meet all the requirements with just one method. Therefore, Baidu has been combining traditional methods, such as rule-based, instance-based, and statistical-based methods, with NMT to advance research.

In this machine translation model, humans do not need to look for voluminous language rules by themselves but need to set mathematical methods, debug parameters, and help computer networks to find their own rules. As long as humans enter a language, machines will output another, without worrying about what has been done in the process. This is called end-to-end translation. It sounds amazing, but in fact, Bayesian methods and hidden Markov models in probability theory can both be used to solve this problem.

Taking the Bayesian method in information distribution as an example, we can construct a personality-feature model described by probability. For instance, one of the characteristics of male-reader model is that the probability of clicking on military news is 40 percent, while for female-reader model it is 4 percent. Once a reader clicks on military news, the gender probability of the reader can be back-deduced, and with other behavior data, this reader’s gender and other features can be judged after comprehensive calculation. This is the magic of mathematics. Of course, the mathematical methods used by computer neural networks are much more than those described in this example.

The idea of artificial-intelligence technology methods like machine translation dictates that the amount of data must be large enough. The Internet provides a massive amount of data that scientists used to dream of but found it hard to realize. The original intention of the birth of the Internet was to facilitate information communication, resulting in information explosion, which promoted the development of artificial-intelligence technology.

Take chess as an example. In 1952, Arthur Samuel developed a checker program with similar competitiveness as amateur masters. The rules of checkers are relatively simple, and computers have far more advantages than humans, but chess is much more difficult. When Zhang Ya-Qin, former president of Baidu, was the dean of the research institute at Microsoft, he invited Xu Feng Xiong, a computer talent in Taiwan who developed the famous Deep Blue chess robot at IBM (International Business Machines Corporation). During the 1990s, Deep Blue was the most qualified representation of artificial intelligence, concentrating “wisdom” on one supercomputer, using multiple CPUs (central processing units) and parallel computing technology; it continuously defeated human chess masters and finally defeated international chess champion Garry Kasparov in 1997. But shortly after the game, IBM announced that Deep Blue retired. Zhang Ya-Qin said to Xu Feng Xiong, “You should invent a Go robot and come back to me when it can defeat me,” but Xu Feng Xiong did not come to him, even after he left Microsoft.

Some bottlenecks of Deep Blue are hard to overcome: although it can handle the calculations on the chess board, it becomes powerless facing the variability of a different order of magnitude on the Go board. Based on the decision-tree algorithm, the model of exhausting all possibilities is beyond the carrying capacity of computers. Although the algorithm is continuously optimized, still it cannot break the computational barrier. The Oriental wisdom represented by Go seems to be inviolable at the level of artificial intelligence, but a new era is coming.

Internet Congress

The computer intelligence represented by Deep Blue seems to have nothing to do with the Internet. However, the development of cloud computing and big data has finally brought artificial intelligence and the Internet together. The combination of these two complementary powers allows us to acquire a different wisdom model from the Deep Blue era. Multichip distributed computing, coupled with the big data accumulated by humans, and with the new algorithm beyond the decision-tree as a chain, embodies a perfect combination of human intelligence and machine intelligence.

From 2016 to 2017, AlphaGo (a Go robot) was insurmountable in the Go field. Its “thinking” is different from humans and Deep Blue. In short, it contains the data of millions of humans’ Go games. For a more professional interpretation, it can be said that the Monte Carlo search algorithm and deep-learning-based pattern recognition contributed to AlphaGo’s achievements, the most important of which is deep learning, which its predecessor Deep Blue does not possess.

According to the research of all parties, AlphaGo does not think about how to play but learns the game of master players (big data). It records every situation in all the games, trains millions of situations as input, and then predicts the next step for human masters through a multilayer neural network. Through ingenious neural-network design and training, this multilayer neural network models the “sense” of master players for the current situation; the winning percentage in the previous games is already known. When actually playing, the computer can record the game by visual recognition, compare it with the previous game data to find the same mode (situation), search for different situations for further development, and choose some high-quality possible steps for the next move according to the winning percentage from the past game histories, instead of trying each possible step. That greatly reduces the amount of system calculations and saves the system from “exhaustion.” It is like a human being; it doesn’t exhaust all the possible points but picks some points based on experience and feeling. Humans still have to calculate and compare which points are better after selecting a few; for the machine, this calculation is handed over to the Monte Carlo search algorithm.

A vivid but not necessarily accurate metaphor would help to explain. Monte Carlo tree search is an optimization of previous decision-tree algorithms, which even after a high-quality possible step is decided still has to exhaust possibilities for the next choice, branching at each choice, resulting in an exponential explosion on the number of optional paths.

The Monte Carlo method shows the subtlety of probability. Suppose that under a certain Go situation, the deep-learning network gives three choices of a move: A, B, and C. Taking these three points as the root nodes, we can imagine three actual trees, each having countless branches. A Monte Carlo search does not exhaust all branches, but sends three million ants to start from A, B and C, one million for each point; the ants quickly climb up to the treetops (that is, the black and white take steps alternately until one wins; generally that will be within two hundred steps). There must be some ants reaching the highest point (that is, the outcome is determined). If the ant goes to the end, the black wins; if it does not, the white wins.

Suppose three hundred thousand among the one million ants starting from point A reached the end point, with five hundred thousand from point B and four hundred thousand from point C having reached the end point. The system would conclude that choosing point B for the black will bring a higher winning percentage and then take point B as the next step. This is the probability sampling algorithm, which greatly reduces the amount of computation compared to the item-by-item exhaustion method.

Why send one million ants instead of one hundred thousand or ten million? This is usually based on the computing power of the computer, and a rough estimate of the competitor. If a higher winning percentage can be reached by sending one hundred thousand ants, then we do so. The more ants sent at the same time, the higher the computing power required.

The CPU chip and the GPU (graphics processing unit) chip simultaneously perform neural-network calculations and Monte Carlo tree searches to simulate a massive final situation, which is incomparable for human computing power. Since deep-learning models master players, it seems that artificial intelligence has the big picture of human beings, in the data of millions of games between master players.

I believe smart readers, even if they don’t know much about mathematics, have basically understood how AlphaGo operates, although the specific algorithms and strategies are far more complicated than the aforementioned description. AlphaGo showed us the current level of artificial-intelligence and deep-learning technology development. However, there are many institutions and individuals who do similar research and development, and like the eight immortals crossing the sea, each show special prowess.

Once recorded by the Internet in the form of data, human behavior becomes an endless treasure that nourishes artificial intelligence of all types and helps humans. Machine translation, speech recognition, and image recognition are all based on a large amount of data provided by the Internet, as well as user click behavior. Why is the accuracy of the Baidu search engine unmatched by other search engines in China? Baidu has the largest amount of data, the most advanced algorithm, and the most profound accumulation. Every click of the user is actually training the Baidu Brain behind the search engine, telling it which information is most important for the users.

When artificial intelligence encounters setback, people start believing that it is difficult for a machine to think like a human being, but this also shows opportunity. After the 1990s, people realized that artificial intelligence does not have to think in the same way as humans do, as long as it can solve humans’ problems. So, when the linguist Noam Chomsky was asked, “Can the machine think?” he quoted the Danish computer scientist Edsger Dijkstra: “Can the submarine swim?” The submarine cannot swim like a fish or a person, but it possesses outstanding underwater ability.

When we look back at history, not just the development of the Internet, we can find the entire human industrial development gestating artificial intelligence. Kevin Kelly said that the self-reciprocating motion of the steam-engine piston is a delicate design and such a self-response already contains the element of “evolution”: the pursuit of automation is the evolutionary dynamic of artificial intelligence.

For example, at the beginning of the industrial revolution, steam engines first appeared in coal mines and pits. Since early steam engines were inefficient and energy intensive, they could only be used where coal was particularly abundant and cheap. When coal was mined, a lot of water was produced, which needed to be extracted from the mine. With this demand and enough cheap energy, the idea of the steam engine was generated. Once it went into service, the steam engine constantly developed, eventually pushing the industrial revolution. Artificial intelligence is similar. When you have enough data, the data is the fuel on which the artificial-intelligence engine can run.

Thanks goes to the development of the Internet and the data records generated by all human activities, without which the computer would lack the means of learning. Thanks also goes to those artificial-intelligence explorers who are not all computer scientists. Some of them do biological research, some do engineering research, some study the automatic iterative optimization of mathematics and computer programs, and some update the collaborative architecture of computer chips. The various research results have merged into the sea and finally become today’s artificial intelligence.

Magnates Contending for the Market

The media’s astonishment regarding AlphaGo in 2016 was actually a delayed reaction. Back in 2007, Geoffrey Hinton, a giant in the field of artificial intelligence, had noticed that “the gale is raging before the storm is about to burst.”

At that time, one of Hinton’s students, with the help of Google big data, applied Hinton’s earlier research findings to speech-recognition technology and achieved remarkable success. Hinton couldn’t help but sigh: “The past failure was only due to the lack of data and computing power.”

In the second decade of the twenty-first century, everything is ready for artificial intelligence, and a time of fierce competition is just about to begin. Since 2015, the artificial-intelligence entrepreneurship has continued to percolate. According to the data analysis of the artificial-intelligence industry released by CB Insights, a US venture-capital data organization, artificial-intelligence investment exceeded $1 billion in the first quarter of 2016, and there were 121 investments in the second quarter, compared with twenty-one investments in the same period of 2011. From the second quarter of 2011 to that of 2016, the amount of investment in artificial intelligence exceeded $7.5 billion, of which more than $6 billion was generated after 2014.
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