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Introduction


There is a washed-out old colour photograph, taken in autumn 1974, of my family sitting in an orange Triumph convertible. I am sitting in the back seat, aged four, wearing a Davy Crockett hat, looking chilly and a little grumpy. My dad and my elder sister are squeezed in the back with me, while my baby brother is sitting on my mum’s lap in the front passenger seat. Stuck on the door of the car is my dad’s campaign poster for the upcoming general election. It was his second as a candidate – his first having been only seven months earlier – and we were out leafleting, door-knocking and canvassing constituents. I cannot imagine I was much help but, over the course of the campaign, my dad was determined to knock on every door in the constituency. When – or rather if – someone opened it, he would make his pitch and hear what they wanted from a candidate. The script, if you could call it that, was his own, and the only help and direction he received from central office was a national campaign guide, containing a list of general policy statements from the party.


That world is coming to an end. This is not meant as a sort of ‘The End is Nigh’ sandwich board slogan. But the democracy of long-established, rigidly hierarchical, centrist parties is collapsing. The idea that we should entrust the job of informing people about news and politics to an exclusive group of news outlets is disappearing. The concept of sporadic political representation through occasional elections is losing its legitimacy. And, the idea that we could ignore politics most of the time – and be ignored in return – is fading into a sepia past.


Almost half a century on, political campaigning is virtually unrecognizable. Official campaigns are powered centrally by mountains of voter data, run through complex algorithmic models, and used to micro-target messages to the most sought-after voters. You are no longer an anonymous resident of 43 Belvedere Avenue. You are known by hundreds of ‘data points’ that capture what you buy, what you earn, what you read, what you watch, who you know and what you care about. Merge this with campaign survey data and a candidate will know whether to lavish you with attention, appeal to you for a donation, or perhaps even discourage you from going out to vote. Unofficial campaigns – those fought by wealthy individuals and organizations, by pressure groups and by us, the great unwashed public – have changed even more. We all now have access to such an arsenal of digital tools that we can take up arms and fight for our own message on the same battlefield.


Already, Donald Trump’s victory in 2016 has been written off by some as a peculiar confluence of circumstances, a freak black-swan event that will not be repeated. But political surprises are becoming the norm. Before the election of Donald Trump there was Narendra Modi’s Indian landslide in 2014, Rodrigo Duterte’s shock win in the Philippines in May 2016 and the Brexit vote a month later. After Trump there was Emmanuel Macron’s ascension in 2017, Jeremy Corbyn’s double-digit swing in the UK election the same year and M5S’s rise to dominance in Italy in 2018. You might say there are good material reasons for people’s anger at the political establishment and frustration with the neo-liberal global financial order. Or that these surprises are an ongoing response to the global economic rupture of 2008, and the twin spectres of climate change and mass migration. But there has been similar anger and frustration before, with much more predictable political outcomes. No, these political surprises – and there will be more – cannot be understood without recognizing the fundamental transformation of our communications environment.


The revolution in digital communications – the collapse of news media and the rise of dominant tech platforms like Google, Facebook and Twitter – is buffeting our elections, capsizing conventional candidates and drowning centrist parties. More than that, it is restructuring our politics, undermining existing institutions and remaking the role of the citizen. It is creating openings for those who previously had none, space in which to sidestep norms, rules and established practices, and opportunities for gaming and distortion. If we are to have any chance of determining the type of political system that will emerge from this maelstrom, then we need to start by trying to understand it.


The political upheavals of 2011 were the first proper sign of the scale of disruption, though democratic governments drew the wrong conclusions from them. Across North Africa and the Middle East, citizens used digital tools like Facebook and Twitter to incubate protest and coordinate collective action against authoritarian and autocratic governments. Watching these revolutions unfold, democratic governments, and those running the digital platforms, congratulated themselves. Their mistake was to assume that their tools were inherently democratizing, when technology was simply enabling new ways of pursuing political ends. Those who saw how politically powerful these platforms could be, and used digital tools to pursue their political aims, benefited disproportionately. It did not matter if these aims were democratic, autocratic or anarchistic.


Authoritarian governments, scared to death by what happened that year, took a very different lesson from the Arab Spring, and sought to tame and domesticate the net. In Russia, Vladimir Putin’s government looked to impose digital sovereignty, requiring that all personal data of Russian citizens be held within Russia, and forcing all blogs with a readership of over three thousand visitors a day (not much bigger than a decent Instagram account) to register as regulated media organizations. In Iran, President Rouhani set about building a national internet, complete with its own government-approved domestic sites, the first stage of which was completed by the end of 2017. The Chinese government already had the Great Firewall and Great Shield to police the net, but extended and deepened its methods of control, experimenting with even more invasive systems like Social Credit.


The year 2016 should have been our wake-up call. Our old democratic systems are just as prone to being gamed. This is not a partisan political point, though some will undoubtedly interpret it as such. What became clear in 2016 was that those who consciously sought to upend the status quo, and who used digital tools to do so, had far greater success than they would have had at any other point over the previous half century. This is why the three types of ‘hackers’ who successfully distorted the 2016 US election – individuals, plutocrats and foreign states – ought to be seen not as anomalies, but as models for what is coming next. Seeing them as models allows us to understand how they did what they did, what helped them do it, and how others can do the same, whether this means deploying memetic warfare tools, amassing vast voter data sets, developing sophisticated behavioural targeting methods, or poisoning the democratic well with false information. These methods, like the digital ecosystem generally, are not unique to any particular political persuasion, though they work better for those at the extremes than those in the centre, for those wanting to transgress political principles and conventions, and for those willing to ignore ethical norms.


None of the hackers could have done what they did had politics not migrated online. We get our political information online, we join and like political campaigns online, we donate to political causes online, we sign online petitions, and some of us even vote online. We have already seen “the first campaign in the UK to put almost all [of its] money into digital communication”, according to the director of the UK’s official Vote Leave campaign after the 2016 Brexit referendum. It is rare now to find a political consultancy that does not sell itself on its data, digital and social media skills. Cambridge Analytica achieved global infamy for the amount of digital personal data it collected and used to target voters, but it was hardly unique.


These models might have remained distinct to the US, except for the fact that politics has not only migrated online, but onto a handful of transnational digital platforms. Techniques and tools pioneered in America can as easily be tried in Britain, Germany, India, Malaysia or Brazil. Though each country’s political context is different, the same communications platforms are dominant in almost all. Amongst these, three stand pre-eminent: Facebook (and its subsidiaries WhatsApp, Instagram and Messenger), Alphabet (notably Google and YouTube) and Twitter. Together these have become the virtual public sphere, though a world away from the one imagined by the German philosopher Jürgen Habermas when he first popularized the term.


Of the three, Facebook became the platform of choice for political campaigners. It is not hard to see why. By 2018 Facebook had well over two billion active users and in some countries had become almost synonymous with the internet. Across South and East Asia, for example – in Thailand, Taiwan, Sri Lanka, Singapore, Malaysia, Myanmar, Laos and Indonesia – more than eight out of ten people on the internet were also on Facebook.


Democratic systems had begun to feel its full force in 2012, when Facebook turned itself into the world’s most powerful propaganda machine. This was not due to any Machiavellian master plan, or because Mark Zuckerberg entertained ambitions to be US president. It was more banal than that. Facebook needed to justify its valuation and fund its ambition to connect the world. To do this it leveraged its most valuable assets – reach, attention and personal information – to produce the tools that would allow commercial advertisers to target their customers with unprecedented accuracy and efficiency. It was not the social media platform’s intention that these same tools should be used by political parties, activists, extremists or those determined to sow political chaos. Like the scientists who developed nuclear fission without predicting the frightening breadth of destructive uses to which it would later be put, the engineers at Facebook just built the most effective advertising service they could.


Anyway, those engineers might argue, it was not Facebook that first developed the surveillance-based, behaviour-driven advertising model that powered content and communication on the net. It was Google. Since 2000, Google had carefully constructed the largest, fastest, most sophisticated, most automated and most ludicrously complicated advertising superstructure ever known. The whole thing was built so as to minimize human involvement and maximize the latent power of algorithms and the market. So fantastically interlinked was it that an ad could target someone wherever they were in the world, almost wherever they were on the web, with the message most likely to make them click, at the lowest possible cost. Looked at from the perspective of an advertiser, this sounds fabulous. Looked at from the perspective of democracy, where a propagandist of any persuasion can reach the most susceptible (or vulnerable) voter at the most opportunistic moment with the message most likely to provoke a reaction, it is not quite so appealing. The system was so open and frictionless that it couldn’t easily distinguish between an ad selling facial cream and an ad selling fascism.


The faster and more virtual our political communication and information systems have become, the more weightless they have become, constantly flitting to keep up with our wayward attention. As we consume information and news more quickly, skimming Twitter, dipping into Instagram, leaping in and out of WhatsApp, so we lose track of what has substance and what does not. At the same time, in the background, our stolid, flawed, necessary mechanisms for reporting the news and separating the weighty from the weightless have shrunk and withered.


As democratic governments started to gauge the extent of political disruption caused by digital platforms in the years after 2016, they floundered in trying to find ways in which to respond. Some hoped that the market would act as a self-correcting mechanism. Others decided it was time for the state to step in and take greater control of the net. The real question is, where will democracies go next? Based on their reactions so far, they look like they will splinter in three directions: towards platform democracy; towards surveillance democracy; and towards a re-formed – ‘rehacked’ – digital democracy. In the first, digital platforms will become even more powerful than they currently are, such that they become gateways not just to commercial services, but to public services like healthcare, education and transport. In this scenario, switching digital platform in the future could have a greater effect on citizens’ lives than changing their elected government. In the second scenario, the state will ascribe far more power to itself, such that it has much greater ability to watch, nudge and direct its citizens. Necessarily, in this model, many of the freedoms that citizens currently enjoy will be much more constrained. Both these directions – towards an etiolated government or towards an over-powerful state – have long been seen as innate frailties of democracy. Way back in 1861, at the start of the US Civil War, Abraham Lincoln asked Congress whether there was “in all republics, this inherent, and fatal weakness”. “Must a government,” Lincoln said, “of necessity, be too strong for the liberties of its own people, or too weak to maintain its own existence?” The digital communications revolution, and the rise of the tech giants, makes this question urgent once again.


There is a third direction, which is towards a rehacked democracy for the digital age. Those that want to head in this direction will need to rethink what democracy – “perhaps the most promiscuous word in the world of public affairs” – really means, and what aspects of it need protecting. Having figured this out, they will need to radically reform their current political systems and redistribute power in a way that many incumbents will not like. This will mean electing political leaders who have foresight, bravery and acumen.


We are at what communications scholar Robert McChesney has called a “critical juncture”. A growing number of people are recognizing that our democratic political systems are no longer working as they should. Equally, we are coming to realize that the digital platforms we thought were supporting and enhancing these systems are actually undermining and reshaping them. Democratic governments and policy makers have come late to this realization, prompted by mounting evidence of political abuse of the platforms. Yet, as they learn about this abuse, so, despite their limited understanding, they rush collectively to respond. “A little learning”, the poet Alexander Pope wrote in 1709, “is a dang’rous thing: / Drink deep, or taste not the Pierian spring.” So it is with government responses at this critical juncture. Some sniff the dangers of digital disruption and hare off in the wrong direction. Others invest further responsibility in the platforms themselves, trusting them to figure out how to fix politics in the digital sphere. Going in either of these directions will hasten the demise of liberal democracy and usher in a new political era: an era that may be more efficient and convenient, but will also be less tolerant, less forgiving and less free. We can take a different path, where we allow democracy to evolve  such that it benefits from digital technology but is not directed by it, and where we renew people’s faith in the efficacy of democratic political systems, but only if we act now.










Part 1


Hackers










1


Individuals: the Freextremist Model


Bollocks to the rules! We’re strong – we hunt! If there’s a beast, we’ll hunt it down! We’ll close in and beat and beat and beat—!


William Golding, Lord of the Flies


 


In the weeks before the elections to the Bundestag in September 2017, a group of German extremists were conspiring online to raise support for the far-right Alternative für Deutschland (AfD) and to suppress votes for its mainstream opponents. More than five thousand of them were members of a private, anonymous internet chat channel called Reconquista Germania. There they discussed how to use technology to coordinate their activities, how to hijack the agenda on social media, to mob established politicians, to attack mainstream media, to synchronize social networking raids, and to nurture the normalization of hateful and prejudicial language and images in political debate.


When they were ready, at the beginning of September 2017, the group announced publicly that it was “opening the meme war against the half-breeds in parliament”.1 “Blitzkrieg Against the Old Parties!” one of the members screamed online. Another called for the storming of the offices of the German news outlet Der Spiegel. On a separate internet channel, called #Infokrieg or Infowar, there were chatrooms devoted to developing extremist political propaganda and discussing strategies to game Twitter. In parallel, on an online imageboard on the website 4chan, German users were building up a library of inflammatory images with slogans ready to spread across social media. In one section of the German subforum called ‘meme jihad’, Buzzfeed reported, members posted links to YouTube videos explaining how to make extremist content go viral.2 Some of these images used Japanese anime, and many included Pepe the Frog, while others deliberately referenced Nazi and anti-Semitic imagery. Elsewhere on the same website, researchers at the Institute for Strategic Dialogue (ISD) found, members shared “psychological operations resources”, for use during the 2017 German election campaign, “such as a ‘step by step how to manipulate narratives’ that links to GCHQ online deception and disruption playbooks”.3


Despite their limited numbers, these extremists were able to have a distorting and damaging impact on the German election. They took down an aspiring politician, raised ‘patriotic videos’ to the top of YouTube’s plays, and repeatedly gamed social media. “In the two-week run-up to the election,” the ISD discovered, “not a single day passed when #AfD was not in the top two trending hashtags in Germany.” The aim was not just to mobilize the far right, but to militarize political discourse online, smother other voices and stifle turnout for the mainstream parties. In early September, before these groups became highly active, the AfD was lying fifth in the polls. At the election itself it came third, winning 13.3% of the vote, exceeding most polls and expectations, and enabling a far-right party to enter the Bundestag for the first time since 1961.


If this was unique, then we could probably ignore it and assume that it will not happen next time, or elsewhere. But the strategies and techniques had been used before September 2017 and have been used since. They have become part of a toolkit used by ideologues, mercenaries and political footsoldiers to try to hack democratic politics and elections. Though the toolkit has been enthusiastically and energetically adopted by the far right, it is not particular to one country, nor to one specific political ideology. Indeed, many of the methods are straightforward and accessible to anyone with the time and inclination. How did we get here? How do we find ourselves in a place where democratic processes and norms have degenerated into open conflict across digital platforms? A place where political campaigners trade psy-ops manuals, discuss open source intelligence techniques and talk about memetic warfare; where people produce bot armies in their bedrooms; and where online campaigners race to ‘own the political narrative’, or to flood the digital public sphere with their hyper-partisan perspective.


To understand where we have got to, we have to trace the thread back before the election cycles of 2016–17, before the development of social media, before even the invention of the World Wide Web. Follow the trail back and you discover that being able to navigate round existing societal norms and values, coordinate collective action at speed, and undermining existing power structures, was baked into the original structures of the internet. Of course, back then there was no sense that doing this was political – in the real-world sense. It was just how you did things on the net. Cyberspace was separate from the real world – the ‘meatspace’. In cyberspace, decisions were made differently; communities were self-governing and made up their own rules; nation states and corporations held little sway. Few of the early settlers in cyberspace anticipated that the virtual population would soon rival or even exceed that in the real world. Few thought that the practices and beliefs that governed their communities would harden into ideologies. And it would have been anathema for them to think that these online communities would ever start fighting one another, or that these battles could spill over into mainstream politics, or – heaven forbid – that democratic systems could be upended as a result. Indeed, those who bought into the ideals of cyberspace – the engineers, the idealists and the digital homesteaders back in the 1980s world of the DeLorean and Space Invaders – were characterized by their digital optimism. The future they conceived was a utopia.


*


In November 1984, in an old military base by the Rodeo Lagoon just north of San Francisco, 150 hackers got together for a three-day conference organized by Stewart Brand and Kevin Kelly. It had been over a decade since Brand published the last edition of the iconic Whole Earth Catalog in 1971, and he had just embarked on a new project to catalogue the burgeoning world of computer software. The original Whole Earth Catalog, pulled together by Brand from offices in Menlo Park between 1968 and 1971, was a hotchpotch of counter-cultural how-tos coupled with a dash of consumerism and tech utopianism, all bound together in an oversized print volume. It managed to mash together everything from fixing a Volkswagen to growing your own marijuana, from finding a deerskin jacket to using the new Hewlett-Packard calculator. It was like an early version of the hyperlinked web but in print. Or, as Apple’s founder Steve Jobs said in 2011, “It was sort of like Google in paperback form.”


For someone who has had such a profound influence on the modern world, Stewart Brand is remarkably little known outside Silicon Valley. Three times, in three decades, Brand managed to draw together seemingly disparate cultural threads and cohere the voice of a new generation: in the late 1960s with his Whole Earth Catalog, in the 1980s through the hackers’ conference and the Whole Earth ’Lectronic Link, and in the 1990s with Wired magazine (again organized with Kevin Kelly). Brand encapsulated, both in who he was and in what he did, the seemingly contradictory “Californian Ideology” – as defined by Richard Barbrook and Andy Cameron back in 1995 – of the marriage of the freewheeling alternative generation with tech innovation and free-market entrepreneurialism.4


When Brand organized the first-ever hackers’ conference in 1984, he was seeing how the ideals he had managed to connect in the Whole Earth Catalog transferred to the world of computers. He was exploring whether the spirit of the 1960s Merry Pranksters that he had captured in print was reflected in the ethics and sensibilities of the growing community of entrepreneurial computer geeks. In particular, he was seeing if these hackers embraced the “Hacker Ethic” that was described in a new book by Steven Levy.5 Levy, who was at the conference himself – nervously watching participants leaf through his freshly printed book – had identified six ethics, from “Access to computers . . . should be unlimited and total” through to “Computers can change your life for the better.” All of them struck a chord. But the one that best captured the ideology of the hackers, that melded the individual geeks into a wider collective, and that would prove the most revolutionary, was the second, that “All information should be free.” As Fred Turner writes in From Counterculture to Cyberculture, “Like the mystical energy that was supposed to circulate through the communes of the back-to-the-land movement, binding its members to one another, information was to circulate openly through the community of hackers, simultaneously freeing them to act as individuals and binding them in a community of like minds.”6 ‘Information’, as Levy described it, refers to code, and ‘free’ to its flow through the computing system, rather than to its cost. Indeed, some of the hackers at the conference emphasized that ‘free’ did not mean they could not charge for their work. Brand tried to make this distinction when he said to the participants that “on the one hand information wants to be expensive, because it’s so valuable . . . On the other hand, information wants to be free, because the cost of getting it out is getting lower and lower all the time.” Yet, as happens with powerful ideas, this distinction soon got lost, leaving the belief that ‘all information should be free’ as the first catechism of internet citizens, or netizens.


While the hacker community was emerging in the 1970s and early 1980s, John Perry Barlow was writing lyrics for the Grateful Dead, and running the Bar Cross Land and Livestock Company in Wyoming. You would not have thought that, in between writing songs and cattle ranching, Barlow would become an early migrant to cyberspace. And had it not been for Steward Brand, he probably would not have done. But, following the hackers’ conference Brand and Larry Brilliant set up the Whole Earth ’Lectronic Link or WELL. The WELL was essentially an early text-based bulletin board, where subscribers could post topics and others could respond. While Brilliant sorted out the technology, Brand gathered together the community. Given his munificent social network this turned out to be an eclectic mix of hackers, journalists, writers, musicians and lyricists. Much like the communes of the 1960s, Brand wanted this community to be open, uninhibited and self-governing. Barlow, who joined the Grateful Dead’s David Gans on the WELL in 1987, was immediately captivated by it. Cyberspace, Barlow thought, was a new, unexplored territory, an ‘electronic frontier’. Here he had the chance to experience “the noble, essentially human, act of plunging off into unassayed wilderness”, of going west to find gold and glory: something his parents and grandparents had done in the physical world, but which had so far been denied to his generation. Now, “another frontier yawns before us,” he wrote excitedly. “This frontier, the Virtual World, offers opportunities and perils like none before. Entering it, we are engaging what will likely prove the most transforming technological event since the capture of fire.”


So taken was Barlow by this idea of cyberspace as an unexplored land where he and fellow adventurers could go forth and settle, that he took strong exception when the old world intruded into the new. In 1990, when a small games book publisher was almost put out of business after the US Secret Service raided its offices and accessed its emails in search of a document (which was not there), Barlow and two others from the WELL formed the Electronic Frontier Foundation – to protect civil liberties in cyberspace. When, six years later, the US government tried to introduce a law that would punish the exchange of ‘obscene or indecent’ communications amongst those under eighteen, Barlow penned his infamous Declaration of the Independence of Cyberspace. “Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind,” Barlow wrote in Jeffersonian tones. “On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.”7 Despite its gravitas, Barlow dashed it off over the course of a night in Davos, in the midst of the World Economic Forum, in between dances with graduate students.8 He published it online from Switzerland and, even in that pre-social-media era, it went viral. Even at this early stage in its evolution, the idea that the net was a new world that would be run by its inhabitants according to different rules than the old was magnetic and irresistible. So powerful was it that it gave birth to the second catechism of the net – that the inhabitants of cyberspace should be sovereign in their own land.


Not long after Barlow presented his declaration there was, just as he had predicted, an internet gold rush. Digital entrepreneurs, bloggers and prospectors rushed to settle this new-found land. Amongst the shopkeepers, self-promoters and innovators were pioneers wanting to set up new communities. Some of these took their lead from the early bulletin boards of the 1980s and 1990s, though each individual community was defined by the personal proclivities of its founder, and by whoever chose to settle there. Some sites evolved from the text-based format of bulletin boards into early weblogs like Memepool (1998); others distinguished themselves by letting people post images and text, like Fark (1999) and Something Awful (1999). One, set up a few years later in the summer of 2003 by Chris ‘moot’ Poole and called 4chan, looked similarly basic and homespun, though it had some distinctive characteristics. Characteristics which would, later, come to make all the difference.


*


It is impossible to explain the subsequent political impact of the 4chan community and the methods they devised without understanding how the site works. The architecture of the site and the way it functions are integral both to the way it was politicized and to its subsequent political impact.


4chan is an imageboard. This means that, to add something to the site, you have to post an image (or a video), beside which you can add comments. Others can then respond to your post with a comment, or another image and comment. There are no other ways to respond. You cannot, for example, like a post as on Facebook, or upvote it as on Reddit, or retweet it as on Twitter. If no-one responds, then your post quickly – very quickly – sinks down the page (and subsequent pages). A 2011 academic study found that most threads stayed on the home page for only five seconds, and on the site for less than five minutes.9 When posts disappear, they are gone. Occasionally, memorable threads are captured on another site – Encyclopedia Dramatica – but there is no official archive (something originally done to save server space). Your post only rises again if someone responds, bumping it back up to the top of the board. Posts are anonymous – not pseudonymous but properly anonymous. There is a space where posters can add a name but few do, preferring to be allocated a random alphanumeric ID for that particular thread, plus the default name given to each user – ‘Anonymous’. If they participate in a new thread they will receive a new ID. When the site started there was one board called /b/, for random posts. This was, and remained for most of 4chan’s first decade, “the beating heart of the website”.10


The evolutionary biologist Richard Dawkins invented the term ‘meme’ in 1976. It was, he wrote, information that spread through human culture like a virus, “as genes spread through the gene pool”. As they spread they evolve and mutate. Indeed, the term itself evolved to refer to images – often accompanied by text – that spread, or went viral, online. The structure of 4chan was fantastically well suited to the production of these sorts of memes. Images posted to the site evolved or died. Memes were judged purely on the basis of their content, not context (since there was none), or author (since this was unknown). Those that were successful replicated. “The joke”, Chris Poole told an interviewer in 2009, “is that a 4chan post is a repost of a repost of a repost . . . it’s survival of the fittest. Ideas that are carried over to the next day are worth repeating.”11 Uninhibited by their real-life persona or by societal norms, users could experiment freely. Since no-one could own a meme, their production and adaptation was inherently collaborative – it was a genuine hivemind. This structure, as long as it was coupled with a large enough community, was bound to create viral content. And the community, which began as twenty of Poole’s friends, had grown to 3.2 million users by 2008, and 9 million by 2011. Many users meant many posts, and frenetic image evolution. In 2010, MIT computer scientist Michael Bernstein and his colleagues discovered, 4chan users were adding 400,000 posts per day. Four in ten of these received no reply at all, and the median lifespan of a thread was under four minutes. It became, in Poole’s words, a “meme factory”. According to Whitney Phillips, who has studied online trolling since 2008, between 2003 – when 4chan was founded – and 2011, every meme created on the internet (or at least amplified) emerged from 4chan’s /b/ board or those around it.12 Global phenomena like lolcats and Rickrolling (a link that leads to Rick Astley singing ‘Never Gonna Give You Up’) emerged from 4chan, as did lucrative commercial businesses like ICanHasCheezburger and 9GAG. In some ways the structure of 4chan fitted perfectly with the model of Silicon Valley innovation – experiment, test, evolve. Or, to steal Facebook’s original guiding ethos, move fast and break things. Similarly, this method resulted in memes that were tailor-made for the social media attention economy – guaranteed to engage people and to trigger a response. Still, had 4chan simply been a meme factory, its political influence would have been limited. It was the site’s culture, coupled with its meme production, that gave it its destructive power.


*


Founding stories are central to the establishment of culture. Google’s Sergey Brin and Larry Page are brilliant nerdy engineers, and Google is known as a company of brilliant, nerdy engineers. Twitter was hacked together by a bunch of chaotic, sleep-deprived twenty-somethings in San Francisco, who could not even decide what its purpose was. A decade after its invention it still had not really figured it out. 4chan was no different. Chris Poole – who looks a little like a cross between Ferris Bueller and his gangly friend Cameron Frye – was fifteen years old in 2003, living at home, and spending much of his time on the internet. Poole was a fan of Japanese anime and posted regularly to a site called Something Awful (the Anime Death Tentacle Rape Whorehouse subforum). Following his curiosity, he came across a popular Japanese imageboard – 2chan – whose speed and creativity surpassed anything in the US at that time. So, Poole says, he took 2chan’s code and used it to build 4chan. He built something that he knew he – and presumably others like him – would like. He was not interested in leading the community, but participating in it. It turns out there were many users like him out there, who were not offended by things like Anime Death Tentacle Rape Whorehouses.


The culture of 4chan is toxic, and deliberately so. The need to shock in order to get noticed, the disinhibition created by anonymity, and the predominance of competitive young males on the site, quickly led to a culture that was self-consciously offensive, taboo-breaking and transgressive. Since anyone could post to the site and every poster was anonymous, the only way to create a distinctive community was through attitude and behaviour. The offensiveness, particularly towards women, Jews, the LGBT community and non-whites, sent a very clear message that, if you were offended by misogyny, anti-Semitism, homophobia or racism, then you were not welcome. This also explains their use of terms like ‘fag’ to describe people (‘newfags’, ‘oldfags’, ‘Britfags’), and frequent references to raping and killing. Users argue that the language was used for effect, and should not be taken seriously. Those that do take it seriously, they argue, do not know ‘Poe’s law’ of the internet. This states “that it is difficult to distinguish extremism from satire of extremism in online discussions unless the author clearly indicates his/her intent”.13 Or, to put it another way, devoid of context the language could just as likely be meant ironically as seriously. It is, 4channers would say, just for the lulz.


‘The lulz’ (an adaptation of ‘lol’) is the term most often used to describe the culture of the 4chan community (and its progenitors). It also explains why this toxic subculture did not remain in some isolated corner of the web but came to spread, and eventually to infect, almost the whole online public sphere. ‘The lulz’ translates better into German or British idiom than American. In German the word Schadenfreude is the best comparator – taking pleasure in someone else’s distress. In English, it is ‘just having a laugh’ at someone’s expense. At 4chan it meant throwing bricks at someone outside the 4chan community, then collectively enjoying the anguished or angry reaction. The more damaging the attack and the more emotive the reaction, the greater the lulz. This is by definition a destructive and nihilistic form of pleasure, but again, the structure of the site helps explain it. When you tot up how few community bonds tied 4chan users together, and how dissociated they were from one another in real life, then you start to understand why collective destruction became an essential glue. Have you ever conspired with a group of others to do something you know is against the rules or breaks social conventions? Most of us have, at least once. If you have, then you will know that, once the deed is done, you are complicit with your co-conspirators and share a common bond, even if you hardly know one another.


In pursuit of the lulz, the 4chan community developed a series of methods and techniques that were both highly effective and scalable. They would coordinate raids on other communities, flooding a YouTube video with comments or pictures, mobbing someone on Twitter, or gaming the votes on an online post – what became known as ‘brigading’. They would get hold of deeply personal information from someone’s Facebook profile or MySpace account and then send it to all their contacts or just publish it on the web – known as ‘doxxing’. In one well-known early raid a 4channer found a high school student on MySpace who had not made her photos private – including some pictures of her naked.14 They then doxxed her – took all her naked photos, posted them all over her MySpace account and sent them to everyone in her address book, her teachers at school and her parents. For the lulz. Techniques, such as how to DDoS, were posted on 4chan boards so that members could join in collective attacks. DDoS, or Distributed Denial of Service, is what happens when huge numbers of requests are made to a server so it temporarily collapses the system. A 4chan user would suggest a target website and, if other users agreed it ought to be attacked, then they would jump into an IRC channel (essentially a group instant messaging window) and plan how to hit it. Users also took great pleasure in gaming online systems. In 2009 the 4chan community gamed the top twenty-one places on the Time 100 Reader Poll, with Chris Poole as the winner. In each case, they found that working collectively they could cause havoc and then step back and laugh. As an Anonymous meme later said, “Because none of us is as cruel as all of us.”


Up until 2007 most of these raids were at a small scale: individuals attacked on a whim, teenage pranks pulled on people or organizations that 4channers took against (to whom they would send unwanted pizzas, taxis or all-black faxes, or make prank calls). Occasionally the community would club together to do a good deed (such as sending flowers or crowdsourcing donations). Two things shifted the community and its methods to a much bigger stage: mainstream media and the Church of Scientology. On 27 July 2007 Fox News published a report in which the anonymous users of 4chan were described as “hackers on steroids” and an “Internet Hate Machine”. As Whitney Phillips shows in her careful analysis of the role of mainstream media in building up the reputation of Anonymous, this and similar later coverage delighted those on 4chan. Infamy was exactly what the users wanted. TV coverage advertised their work, brought newbies to the community and credited channers with magical powers to manipulate the net. The more that mainstream media sensationalized 4chan and claimed it was the source of all evil, the more the community laughed at the inflated and melodramatic claims made about them while embracing their growing reputation.


The raid on the Church of Scientology began like many previous ones. On 15 January 2008, at 7:37 p.m., a 4chan user posted an image of the Scientology logo and titled it simply ‘Scientology raid?’. The catalyst was the church’s attempts to censor an embarrassing video featuring Tom Cruise, leaked by a member of the church and published on the Gawker website. Despite scepticism amongst some 4chan members, the proposed raid quickly gained support. Given the scale of the operation, word was put out beyond the site – to other chan imageboards. The collective adopted the name that 4chan users were given automatically, ‘Anonymous’. The aim was to build a small army of raiders who could launch DDoS attacks on Scientology websites. What was most striking about the raid, and this is symptomatic of many attacks, was the accessibility of the weapons. Most of those participating, the journalist Parmy Olson found, were using an openly available online service that was designed to help stress-test websites. “Only a few Anonymous supporters were skilled hackers,” Olson writes. “Many more were simply young Internet users who felt like doing something other than wasting time on 4chan or 7chan.”15 Within a fortnight, there were participants in over 140 different chans across forty-two countries. ‘Project Chanology’, as it was dubbed, spilt out of the internet and onto the streets, with protests outside Scientology centres in over a hundred cities worldwide. These continued sporadically through 2008 until eventually tailing off. Project Chanology showed how, if you wanted to instigate coordinated digital disruption, it was not hard to do – particularly through synchronized collective action. “If we can destroy Scientology,” the original poster wrote over-excitedly, “we can destroy whatever we like!”


In the year following Project Chanology Fox News’s Bill O’Reilly called the site “far left”. This misunderstood the culture and motives of 4chan and its ilk. The community was not far left, indeed was not political in any traditional sense. Most of those who went to the site went for its dark entertainment value or to participate in malicious pranks. Yet the community did become highly politicized, first between 2008 and 2011, then after 2013. This politicization was partly a consequence of 4chan’s structure. Research scientist Jessica Beyer, who studied four online communities for her book Expect Us, found that other communities – though their members were demographically similar – were not nearly so easily politicized as 4chan. Beyer ascribes this to the anonymity of 4chan, the relative lack of moderation (the site’s ‘janitors’ were generally ignored), and the lack of small or intimate spaces. There is nowhere you can go for a one-to-one conversation, or a small group chat (without jumping off-site to a chat channel). The result was that when someone suggested a raid or something similar, if enough other people liked the idea, then they would join in – adopting particular techniques and roles depending on the activity. “If target and purpose did not resonate with enough people,” Beyer writes, “nothing happened.” Censorship – as with the Tom Cruise video – breached the first hacker ethic, that information should be free, and immediately resonated with the community as a consequence. It was political, but not in the traditional sense of ‘left’ versus ‘right’.


The belief that ‘all information should be free’ also motivated Operation Payback, an operation that began as revenge for attacks on The Pirate Bay, a file-sharing site, in 2010 and morphed into retribution on behalf of WikiLeaks. WikiLeaks, and its founder Julian Assange in particular, captured the spirit of Anonymous hackers, even if Assange had not emerged from 4chan. “Julian Assange deifies everything we hold dear,” an Operation Payback poster wrote. “He despises and fights censorship constantly [and] is probably the most successful troll of all time.”16 Taking revenge on the payment companies that stopped taking donations for WikiLeaks, the chan collective launched DDoS attacks on MasterCard, Visa and PayPal, bringing down the first two websites and slowing the third. After that, the ‘hacktivism’ spiralled and splintered. Various publications declared 2011 to be ‘the year of the hack’. It was the year Anonymous became not just a US but a global phenomenon. The amorphous group was credited with helping Tunisians and Egyptians overthrow their governments in the Arab Spring, with taking down Sony’s PlayStation Network, and with helping to lay the foundations of the Occupy movement. Parts of the mainstream liberal press started to write about it in fond terms, as a sort of digital Robin Hood. The Atlantic was even able to talk about “the mysterious, even mystifying allure of the 21st-century hacker”.17 Anthropologist Gabriella Coleman, who spent years researching Anonymous, came to admire these ‘tricksters’ and their antics: “This admiration stems from the fact that criminality reveals the limits of the state’s monopoly on violence and the rule of law.”18


This was a long way from the nihilistic, apolitical, toxic reputation 4chan had back in 2008. Rather than doing raids for the lulz, the ‘moralfags’ of Anonymous – as the hacktivists were known on 4chan – were doing them for a cause. They were no longer in it for the entertainment, they had become committed. Back on 4chan itself, the established members were not happy. Partly as a consequence of the success of Anonymous, its parent site was growing ever more popular and attracting lots of ‘noobs’ (new users). In August 2012, it had over twenty-two million unique visitors.19 Old-timers “were constantly railing against the flood of ‘newfags’ and ‘summerfags’”, Whitney Phillips writes. ‘The cancer’, as they referred to recent arrivals, was taking over. 4chan’s content – in terms of memes – was more popular still. 9GAG, which aggregated funny (and less offensive) memes from 4chan and around the web, claimed sixty-five million monthly visitors that summer.20


The flight of Anonymous from 4chan to Occupy and other radical causes, combined with the influx of newcomers to the site and the normalization of memes, provoked a reactionary lurch. Those left behind on 4chan reacted against the causefags, the noobs and the cute Advice Animals. They hunkered down and became more protective of their territory, more aggressive towards outsiders, more intransigent. These users, while sympathetic to the first tenet of netizens – all information should be free – were increasingly motivated by the second – here we are sovereign. Unsurprisingly, given the character of 4chan and its pursuit of pleasure at the expense of others, sovereignty was expressed as intolerance of the ‘other’. The ‘other’ could be black people, or gay people, or Jews, or Muslims, or women. Discriminatory language had been inherent to 4chan since its earliest days, but language was hardening into ideology. A reactionary style merged into reactionary politics. This could be seen in the rise of 4chan’s /pol/ board (short for ‘politically incorrect’) over /b/ (for random posts).


As 4chan lurched even further away from the centre, some of its members started other sites, copying the structure and approach of 4chan, yet still more extreme. “I had always been into 4chan, as I am at heart a troll,” the self-proclaimed neo-Nazi Andrew Anglin later wrote. “This [2011–12] is about the time /new/ was going full-Nazi [/new/ preceded /pol/], and so I got into Hitler, and realized that through this type of nationalist system, alienation could be replaced with community in a real sense, while the authoritarianism would allow for technology to develop in a direction that was beneficial rather than destructive to the people.”21 In July 2013, Anglin set up the Daily Stormer, a far-right site named after Der Stürmer, a Nazi propaganda paper from the interwar period. Like 4chan, the site enabled users to post images anonymously, and Anglin set up ‘Memetic Monday’ to encourage members to develop right-wing propaganda memes (learning from 4chan’s ‘Caturday’, which spawned lolcats). Also like 4chan, Anglin organized raids on other communities or individuals, appealing to his site’s members – or ‘Stormers’ as he called them – to launch coordinated attacks. In 2014 he mobilized them to mob the British MP Luciana Berger, after a white supremacist who had attacked her was sentenced to four weeks in prison. The site even provided a user guide for abusers and a cache of anti-Semitic images.22 That week, Berger received over four hundred abusive messages on Twitter. In October 2013 another 4chan user, Fredrick Brennan, launched 8chan, as a ‘Free Speech Friendly 4chan Alternative’.23


Yet despite the reactionary turn, there was no sign – at this point – that users would participate in mainstream politics; and certainly no indication that they would swing their weight, as a community, behind a candidate from one of the two main parties in the 2016 US election. Indeed, though the political attitudes of chan members became more pronounced at this time, this only served to illustrate how disparate those attitudes were. Some users came out as neo-Nazis, others as ethno-nationalists, others as paleo-conservatives, as neo-reactionaries, as techno-libertarians, as national anarchists, or as survivalists. A whole other set of members – who may or may not have overlapped with the first – have been labelled ‘the Manosphere’, which includes men’s rights activists, pick-up artists, anti-feminists, incels (for ‘involuntary celibates’) and ‘men going their own way’.24 Some members of these communities may well have become involved in the 2016 US election campaign of their own accord, but it is unlikely the chan collective would have mobilized at the scale and the extent that it did without being coaxed into the campaign.


*


It was in 2014 that Steve Bannon’s Breitbart website started to woo these communities in order to encourage them to participate in the forthcoming election campaign in earnest. In one sense it is not surprising that Bannon and Breitbart should see these communities, and their techniques, as useful to their cause. They were committed – as their founder Andrew Breitbart had set out – to destroying the political and media establishment. What better way to take down the establishment than by enlisting the most destructive people and techniques on the net? Those at 4chan and its progeny had shown themselves to be enormously effective at producing powerful images that spread on social media, and at coordinating attacks on those they did not like. Both powers could be extremely effective during an election campaign. Yet, in another respect, the recruitment of these communities and their techniques to a democratic campaign is astonishing. These were groups that defined themselves by their prejudice and aggression – some explicitly described themselves as far-right neo-Nazi extremists. They were not interested in constructive dialogue or democratic process; they were motivated by how much havoc, disruption and distress they could cause. The only coherent ideological beliefs that linked these nihilistic communities together – beyond ‘the lulz’ – were that information should be free and that – online – they should be sovereign. Yet it was these beliefs that Bannon’s Breitbart would use to enlist them in the forthcoming US election campaign.


Steve Bannon had first become intrigued by the power of these communities back in 2007. Back then, he told journalist and writer Joshua Green, he had been brought in to help run an online business that sold virtual items to multi-player gamers – like those on World of Warcraft – for real money.25 The gamers hated companies like this and did all they could to force them out. The enterprise itself tanked, but Green writes that “Bannon was captivated by what he had discovered by trying to build the business . . . an underworld he hadn’t known existed that was populated by millions of intense young men” whose collective power could destroy businesses. Prior to 2012, Breitbart would have struggled to enrol these users in its cause. It was only after Anonymous grew beyond the limits of 4chan (and after some of those involved were prosecuted by the FBI) that this subculture became more reactionary, partly in response to the normalization of aspects of trolling, and in defence of their sovereignty (‘sovereignty’ meaning anything from white supremacy to gaming to men’s rights). Even then, it was far from inevitable that they would mobilize in support of any particular party or candidate. As a 4chan board – ‘invasions’ (/i/) – had memorably told users back in 2008, “We are not your personal army, we will not raid your ex or some random person without a lulzy motivation.”


Before 2014 Breitbart virtually ignored 4chan and community sites like Reddit. Yet, in the autumn of that year, it saw an opportunity to draw members of these communities into its political crusade. This opportunity was #Gamergate. Given that #Gamergate subsequently became, in Buzzfeed’s words, a “diffuse, hydra-headed internet phenomenon”, it would require a doctoral thesis to describe it fully.26 Distilled to its bare bones, disparate online users from 4chan and the gaming community convinced themselves that videogame journalism was unethical, and then used this belief to justify brutal and persistent online attacks – including multiple rape and death threats – against female journalists and game developers.27 It might have remained a nasty but relatively self-contained episode had Breitbart – and subsequently Bannon and the Trump campaign – not sought to channel the anger and vitriol of the gamers towards political ends. Breitbart did this by presenting the battle as a front in a much larger cultural war, and framing channers as freedom fighters, defending their territory against unwanted outsiders and the suffocating dictates of the establishment. It leveraged, in other words, the only two political beliefs that held these subcultures together – information freedom and sovereignty. The left, as caricatured by Breitbart, was anti-freedom (expressed as ‘political correctness’) and anti-sovereignty (by being pro-immigration, pro-minorities and pro-gender equality).


It was Breitbart’s freshly recruited firestarter, Milo Yiannopoulos, who in September 2014 leapt into the online #Gamergate wars and sought to become the champion of the gamer movement. To do this Yiannopoulos inverted the narrative. Instead of pointing to harassment, doxxing and mobbing by the activist gamers, he painted them as the victims of “an army of sociopathic feminist programmers and campaigners, abetted by achingly politically correct American tech bloggers”.28 He claimed that death threats sent to women online “aren’t all they’re cracked up to be”, that hateful and violent tweets at women were simply “ungallant”, and that campaigners were whipping up “death threat hysteria”. Yiannopoulos’s deliberately offensive and provocative articles consciously politicized #Gamergate, portraying it as symptomatic of a much bigger cultural phenomenon, where a corrupt establishment mainstream was seeking to kill off a free, self-governing online community. He stoked the anger so much that the online battles escalated, to the point where even Chris Poole, 4chan’s founder, decided he had to ban #Gamergate debate from the site. The anger simply migrated to 8chan, where posts jumped from a hundred per hour to four thousand per hour.29


Yiannopoulos’s support for the #Gamergaters in 2014 was, however, just a prelude to an even more blatant appeal by Breitbart to 4chan, 8chan and Reddit. On 27 October 2015, Breitbart launched a new section, or vertical, called Breitbart Tech. Its launch was equivalent to a manifesto for the members of these communities. “Readers”, Yiannopoulos said in a launch video, “are sick of getting called trolls, harassers, misogynists, abusers, all because they don’t agree with the opinions of journalists . . . we’ll stick up for channers when they want to stay anonymous, Redditors against overbearing moderators. We’ll stick up for gamers against anyone stupid enough to take them on.” This was followed by an invitation from Yiannopoulos to those on 4chan, 8chan and Reddit, and in online gaming, not just to become Breitbart readers, but to become part of a movement: “Join me . . . as we take on the big tech companies, the government, VCs [venture capitalists], social justice warriors, and anybody else who wants to get between you, free speech and the truth.” This was not a bid to get regular readers to tech news; this was an invitation to join the culture wars, on Breitbart’s side. In case Yiannopoulos’s invitation was not well enough signposted, the launch article was illustrated with a cartoon by a cult 4chan cartoonist, Ben Garrison. And, in another bid to mobilize channers against the left, a separate piece presented progressives as the enemies of anonymity. “Centres of anonymous culture, such as reddit [sic], 8chan and 4chan, are the subject of particularly fearful narratives,” Yiannopoulos and his colleague Allum Bokhari wrote. Progressive writers and critics, they claimed, see anonymous commenters as “dangerous evildoers in need of punishment”. Extraordinarily, they compared the “anonymous dissenters of today” with the authors of the Federalist Papers – including Alexander Hamilton, James Madison and John Jay (who originally wrote under pseudonyms).30


On the day Breitbart Tech launched, the lead story on the main site was an exclusive interview with Donald Trump. Having coaxed the channers, the Redditors and the gamers to the site, Breitbart wanted to make clear which presidential candidate was on their side. “With the exception of Mrs Clinton and her email scandal,” the introduction to the interview began, “few presidential candidates of either party have been moved during their campaigns to discuss technology at length. That changes today, as Donald Trump gives an exclusive interview to Breitbart Tech about hacking, cyber-warfare and artificial intelligence.” At the top of the piece Trump was drawn, like Schwarzenegger’s Terminator, as a cyborg, complete with a Make America Great Again cap. From this point on, Breitbart presented itself as a friend and ally of the chans, the Redditors and the gamers. It was, it claimed, working with them to defend free speech fundamentalism and anonymity against any attempts by progressives on the left to take them away.


The framing of this as a fight for freedom against dark forces of control was not accidental. Breitbart was not recruiting volunteers for a traditional election campaign; it was drafting in footsoldiers to a culture war, one that would come to a head in November 2016. To mobilize this dispersed collection of lulzy malcontents it had to give them some coherence, and it did this by creating a common enemy. It also had to convince them that this enemy represented a direct threat to their world. You are in danger, Breitbart warned: if you do not take up arms then you will be overrun by normies, noobs, social justice warriors and politically correct feminazis who will destroy your world and take over your freedoms. It presented the forthcoming election campaign, not as an opportunity to debate and discuss the policies and promises of parties and candidates, but as a war. The enemy in this war was ‘the left’, and, since the left had successfully overtaken the mainstream, this meant a battle to overturn the mainstream. “The reason I fought in the meme war,” a frequent poster to /pol/ and 8chan told Politico’s Ben Schreckinger, “is that as Andrew Breitbart said we are at literal war with the left. There is an ideological Cold War going on right now and the victor will determine the fate of Western Civilization.”31


Presenting the upcoming US election campaign as a war rationalized the adoption of methods and tactics that, though brutally effective, were anathema to the democratic process. It meant encouraging an online army to develop political memes that created hyper-partisan, distorted or false narratives, that distracted and obscured substantive debate, that sought to demoralize constituencies and depress voter turnout, and that trashed candidates and critics. The channers, Redditors and gamers hacked opinion polls, raided opposing communities, doxxed journalists, harassed critics, gamed social media and baited mainstream media. They used digital tools and platforms to do to politics what Silicon Valley had already done to the economy and society, to cause disruption. On behalf of the Breitbart/Trump campaign they turned the US election into an ongoing guerrilla war in which participants assumed bad faith in others, and respect for social norms disappeared. And it was Breitbart, Steve Bannon and Donald Trump who drew these communities to their cause and who made these methods central to their campaign. In so doing they not only vandalized the democratic process but – given their electoral success – provided a model that other campaigns could mimic.


Those involved in the Trump insurgency were aware that some of these methods were better suited to conflict situations than to democratic campaigns. Jeff Giesea is not a soldier or a professional propagandist. He has spent most of his career to date in Silicon Valley, working with tech billionaire Peter Thiel at Thiel Capital Management, investing in and selling internet start-ups. But in 2014 he became convinced that Western civilization was under threat and decided he wanted to do something about it. Based on his knowledge of social media, Giesea was aware of the power of memes, especially as a means of conflict propaganda. In a 2015 article for the journal Defence Strategic Communications, titled ‘It’s Time to Embrace Memetic Warfare’, Giesea wrote that “for many of us in the social media world, it seems obvious that more aggressive communication tactics and broader warfare through trolling and memes is a necessary, inexpensive, and easy way to help destroy the appeal and morale of our common enemies”. The stumbling blocks to using memes were, Giesea argued, conceptual and practical. Conceptually, people needed to understand that memetic warfare could “be viewed as a ‘digital native’ version of psychological warfare” and used to win the battle of narratives and ideas. Practically, it needed investment and software. Although Giesea was talking about using memes against ISIS/Daesh, he would later help apply this approach much closer to home. In 2016, working with men’s rights ‘alt-lite’ activist Mike Cernovich and other Trump supporters, he set up MAGA3X, a pro-Trump mobilization campaign built on memes and flash mobs. Amongst other tools for Trump campaigners, MAGA3X provided a ‘meme generator’ that simplified the 4chan process for those less technically savvy, a ‘demotivational poster maker’ to discourage people from supporting other candidates, and a bank of emblematic images to which you just needed to add a caption.32
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