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foreword




  I met Nishant while I was leading the product and engineering team at Netflix, where I had been since the beginning of the company. The team was about 500 strong, and while we had had early brushes with security challenges, we had not tackled privacy in a significant way until we faced blowback from the Netflix Prize, and then GDPR and CCPA in quick succession. We were building out the team, the philosophy, and the deliverables at the same time, and Nishant was a key part of that team—someone who spoke both engineering and privacy, who understood the pragmatics, the needs of the business, the limits on engineering effort, and the commitments we had made (and needed to make) to our customers and how to fulfill them.




  For the Netflix Prize, 2006–2009, we wanted to publish a large dataset of 100M ratings from 500k users (e.g. user N liked title T with 4 stars) and offer a $1M prize for the team who could best build a prediction engine to predict ratings on a test set held back from the competitors. Obviously we needed to anonymize the dataset, but James Bennett, who ran the prize effort for me, also took a sophisticated approach of randomizing a percentage of the ratings so they could not be matched to other public sources. However, Arvind Narayanan and Vitaly Shmatikov at the University of Texas at Austin wrote a paper showing that statistical re-identification techniques could match ratings to IMDB and expose the identities of several individuals—a possibility we hadn’t sufficiently thought through. This was a wakeup call for me.




  Around this time, there were an escalating series of breaches at various other companies, disclosing personal information including names, addresses, SSNs, credit cards, etc. It was easy to view these as security problems, but in many cases, the breach was less a penetration of defenses, but was by or through an insider, or an accident. As we studied how to avoid being hit ourselves, it became clearer and clearer that while we needed to have strong security measures, it would also be necessary to design our IT systems to limit and segregate personal information so that accidents were unlikely, insiders had less chance (and more incentive) to avoid a leak, and hackers would have to work much harder to put the pieces together.




  Then came the GDPR regulation, as a harbinger of many new privacy regulations that are still rolling out as I write this in 2021. GDPR (and later CCPA) added the new consideration that individuals should have the right to know what data was collected, to be able to see that data, to fix it if incorrect, and to delete it if they wished. This further reinforced the need to design our systems with privacy in mind, to make all these things easier to accomplish.




  For Netflix, this meant segregating our personally identifying information in tokenized data stores, ensuring that all references were indirect, and adding policies, controls, and auditing around access to those stores. Accomplishing this on a system running at scale, without impacting performance, was a significant challenge, and one in which Nishant was a key leader. It made me wish that we had planned more for this when starting out, and that we didn’t have to build it after the fact—and I started to think and communicate about principles of design for privacy with my team.




  This book takes that thinking further and deeper. It is written for professionals in technology companies facing the same challenges that we faced then, but in an ever more stringent and demanding environment when privacy matters more to individuals and thus regulators, when more data is stored and more breaches and disclosures happen all the time, when technology platforms are less monolithic and more bolted together from various partnerships and services, and public opinion about technology companies has turned increasingly negative on their use and abuse of private data.




  Your digital exhaust can be incredibly valuable, and can be used to pay for services and products which are offered for free (or to boost revenue for products sold for a fee). Free (or reduced cost) has always been an attractive model to consumers, but now people are becoming more savvy and demanding about what is done with their data, and companies are being more aggressive about deriving maximum value from that data to pay for ever richer and more interesting products.




  But your private information linked to behavior is increasingly used in services or systems that are unavoidable: from government services, health, banking, travel infrastructure, to third party infrastructure like ratings agencies. These systems, being non-optional, have an even bigger responsibility to use your personal information safely, since you can’t “vote with your feet” and avoid companies that abuse your trust.




  This requires that companies think clearly about what they will do with the data, are clear and up-front about it with their users, and do it in a safe way that restores some of the lost trust.




  Executing on those requirements starts with the people: inculcating a privacy sensitivity, a state of mind, that makes privacy a first-order topic throughout an organization.




  Then it requires thoughtful product and service design, thinking about what is needed, and for how long, and what to do with it afterwards, and the ability to clearly communicate that with users.




  And then it requires technology design and implementation that makes it possible to comply with the promises made and the regulations that need to be followed, without becoming a burden on the organization preventing productivity, agility, and the ability to deliver value. The design needs to anticipate future privacy needs that will come in evolving public expectations and future privacy regulations that will inevitably arise as the public concerns develop.




  This book will give you a better appreciation for what privacy is and why it matters; with frequent examples of breaches and leaks, it provokes you to think about what if that were my organization; how can I take steps to lower the risk?




  Nishant describes methodologies for classifying and talking about data with differing privacy sensitivities, where that data goes and what it is used for, and prompts you to ask the questions: Is it necessary for the purpose? Is it what I would want as a customer? Is it ethical? Is it compliant with our policies and with regulations? Then he considers sharing with other parts of the organization, and (increasingly important) with partners, suppliers, and vendors, and how to ask the right questions of those other organizations before you trust them with your users’ data.




  A big part of the book is about technical design to make it easy to keep private information private. Techniques include encryption, hashing, tokenization, and ways to segregate data to secure the private data. Another aspect is avoiding informal data collection (such as logging or debug streams) that inadvertently capture PII in an insecure way. This requires tooling to support collecting useful data without PII, and educational programs that ensure that engineers are mindful of the need to take care.




  So much of privacy depends upon what data is collected. Thus an important part of design for privacy is ensuring that there is justification for collecting and for keeping data, and making sure that it is not collected if not needed, or removed when no longer necessary. Defining need matters too—there’s the data you find that you need in the future that you wish you had collected when you had the chance, and there is the data that you need yesterday that doesn’t really add much value, and probably wasn’t that important in the first place.




  The new privacy regulations introduce user rights to know, to view, to correct, and to delete their data; this can very quickly become an impossible task unless data collection is designed from the start with an ability to find everything about an individual, and an ability to selectively delete individual records without leaving inconsistencies in the data (such as audit trails for transactions that point to deleted customer records).




  Privacy is joined at the hip with security. Without strong identity/authentication and (appropriately fine grained) authorization, it becomes impossible to keep control of, or audit access to private information, and without good controls around unauthorized access, it becomes easier for an intruder to compromise privacy.




  The book closes with thoughts on scaling—that is, matching the resources and team focused on privacy to the size and maturity of the organization and the task it is facing. It is easy to undersize the effort and fail to achieve the goals; it is also easy to oversize the effort, waste resources, slow things down, and kill the value that the organization seeks to deliver. Finding the right effort level is a challenge!




  I wish I had had this text in 2015 or 2016 at Netflix when we started working on GDPR readiness. It would have been helpful in 2008–2012 in a time of significant architectural evolution of our technology, when we could have implemented some of the ideas much more easily. I would have benefited from the text as far back as 2006 thinking about the Netflix Prize, or even before as we laid the foundations for Netflix in the late 1990s. And now, I find the text valuable as I work on AI in healthcare, where the opportunities for data-driven medicine are so huge but regulatory and public scrutiny are especially prominent, if dated and hard to interpret in the modern era of privacy in technology.




  I frequently encounter teams who have ignored or dismissed privacy as something for later, and this text is both a good antidote to that kind of thinking, and also a good primer on how to make progress getting where they need to be, in a balanced and cost-effective, value-enhancing way.




  Enjoy your read!




  Neil Hunt




  Chief Product Officer, Netflix 1999–2017




  
preface




  There are known knowns. These are things we know that we know. There are known unknowns. That is to say, there are things that we know we don’t know. But there are also unknown unknowns. There are things we don’t know we don’t know.




  —Donald Rumsfeld, Former United States Secretary of Defense




  The above quote by Donald Rumsfeld often came to mind during my early days as a security and privacy engineer. Seemingly trivial problems—locating data, verifying user acceptance, and deleting data—often revealed themselves as unimaginably more complicated than they should have been. The same instincts of data collection and dissemination that served me well in my previous incarnation as an engineer and product manager boomeranged on me in my role as a privacy leader.




  I remember looking for resources online and coming up empty. Most frustrating were the moments when those of us working on privacy were deemed by the business to be blockers. The lack of any data hygiene among engineering teams made it hard for me to offer clear and verifiable answers to attorneys representing us in court.




  The onset of privacy regulation and scrutiny has led to improvements at companies that use customer data. Even so, existing privacy laws are too segmented and often too confusing. Unsurprisingly, the ambiguity hurts businesses that lack the resources that the bigger companies have. The relationship between businesses and privacy regulators ranges from distrust to disgust, and the consumer is poorer for it.




  My favorite example from my Netflix days: The Video Privacy Protection Act (VPPA) was passed by the United States Congress in 1988. It was the outcome of the contentious Supreme Court nomination of Judge Robert Bork. Judge Bork stated that “Americans enjoy only those privacy protections conferred by legislation.” In response, Michael Dolan, a freelance writer for the Washington City Paper talked a video store clerk into giving him Bork’s rental history.




  Congress passed the VPPA to regulate data around our viewing history decades before streaming platforms like Netflix and Amazon Prime existed. These platforms, nonetheless, are impacted by the VPPA’s stipulations. Newer privacy laws suffer from flaws, as well, in that they often do not account for the complexity of building technical privacy solutions.




  Also, engineering teams increasingly operate in silos with bespoke processes. That has made it increasingly difficult to execute privacy controls in a way that is scalable and measurable. Companies and governments have feasted on too much data for far too long, with too little restraint.




  In 2019, I decided to help other engineers and leaders who were trying to solve problems similar to the ones I had wrestled over the years. I started teaching courses on this topic on LinkedIn Learning, and those were well received. My insights and experience were soon sought after by startup founders, mature companies, venture capitalists, and members of the cybersecurity community at large.




  I found that my esoteric skills—a mix of engineering, data protection, regulatory policy—enabled me to run massive and impactful privacy programs. If I could aggregate all my learnings, victories, and missteps as a reference for companies, they could start building privacy into their products from the beginning rather than bolting it on at the end.




  There is a need in the market, and in government, for a framework that combines business and policy context with hands-on technical skills. I decided to write a book to offer just that.




  Over the span of one year when data was spreading worldwide while most of us were locked in place at home, I wrote this book to increase the number of “known knowns” and decrease the number of “known unknowns” and “unknown unknowns.”
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about this book




  This book is intended to serve two purposes. First, it is intended to be a stepping stone for engineers looking to solve privacy problems using tools, automation, and process. I have provided not just hands-on implementation techniques, but also the business context that is critical in fast-moving companies. Second, the book is supposed to help decision-makers in companies, governments, and media provide the right guidance to help businesses thrive as well as protect customer data.




  
Who should read this book




  This book’s primary audience is engineers who work with data, especially in highly distributed architectures. They have to solve complex problems and have lacked the framework to embed privacy engineering into their system designs and implementations. This is the first book in the era of cloud computing and identity graphs to help engineers implement complex privacy goals like data governance, technical privacy reviews, data deletion, consent management, etc.




  This book will help engineers regardless of whether they choose to build these solutions in-house or onboard third-party solutions. Engineers can also use this book to find overlaps between privacy and security risks, a key consideration given our present threats of ransomware, breaches, and email fraud.




  Executives would also benefit from reading this book. While some of the technical details would be out of scope, these readers will be able to partner with engineers more effectively after having read this book to solve privacy problems and make informed decisions.




  I also hope that members of the media, regulators, and attorneys use this to build a baseline of knowledge. This will enable them to offer commentary and analysis rooted in context and expertise.




  
How this book is organized: A roadmap




  This book is organized in four parts and 11 chapters. The bookends, i.e. the first and fourth parts, offer contextual guidance and will help engineers develop a scalable privacy program. The second and third parts offer hands-on skills that focus on data governance and tooling respectively.




  Part 1 focuses on how privacy engineering fits as part of a company’s overall innovation ecosystem:




  

    	

      Chapter 1 explains how privacy is impacted by the flow of data through the tech stack and storage, and how a company can develop programmatic controls accordingly.


    




    	

      Chapter 2 explains how data can create privacy risk because of breaches, misuse, and regulations.


    


  




  Part 2 focuses on data governance so as to enable engineers to manage better the data they collect and its attendant risk:




  

    	

      Chapter 3 focuses on classifying data with cross-functional partners so as to align with privacy risk.


    




    	

      Chapter 4 is a deep-dive on data inventory, which entails categorizing data using a mixture of manual and intelligence-powered classification.


    




    	

      Chapter 5 offers techniques to anonymize datasets and measure privacy impact, using data sharing as a use-case.


    


  




  Part 3 will help engineers develop mission-critical privacy tooling aimed at improving privacy compliance as well as building customer trust:




  

    	

      Chapter 6 will help engineers set up a technical privacy review and consulting process to front-load privacy guidance and reduce the strain on the privacy legal team.


    




    	

      Chapter 7 will walk through a sample architecture for data deletion, a core requirement for data risk minimization as well as for several compliance regimes.


    




    	

      Chapter 8 will help readers design a data export capability so as to help fulfill “Data Subject Access Requests” or “DSARs.”


    




    	

      Chapter 9 offers a sample design for a Consent Management Platform (CMP) so that businesses can meet this new requirement that is being enforced by regulators and corporations.


    


  




  Part 4 will help build on the earlier portions of the book and help engineers scale their privacy program:




  

    	

      Chapter 10 aligns privacy risks to security risks, and offers best practices to mitigate those risks.


    




    	

      Chapter 11 helps engineers plan maturity models for their privacy offering and their staffing models.


    


  




  If you are a hands-on engineer, parts 2 and 3 are more directly in line with your imminent needs. More senior engineers will benefit from a fuller reading of the book given their responsibilities often cover the full span of the organization. For executives, members of the media, and regulators, I’d recommend a deep dive in sections 1 and 4, while a more self-paced reading of the more technical middle sections could suffice.




  
About the code




  This book contains examples of source code both in numbered listings and in line with normal text. In both cases, source code is formatted in a fixed-width font like this to separate it from ordinary text.




  In many cases, the original source code has been reformatted; we’ve added line breaks and reworked indentation to accommodate the available page space in the book. In rare cases, even this was not enough, and listings include line-continuation markers (➥). Additionally, comments in the source code have often been removed from the listings when the code is described in the text.




  The code for the examples in this book is available for download from the Manning website at https://www.manning.com/books/data-privacy.




  
liveBook discussion forum




  Purchase of Data Privacy includes free access to a private web forum run by Manning Publications where you can make comments about the book, ask technical questions, and receive help from the author and from other users. To access the forum, go to https://livebook.manning.com/#!/book/data-privacy/discussion. You can also learn more about Manning’s forums and the rules of conduct at https://livebook.manning.com/#!/discussion.




  Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between readers and the author can take place. It is not a commitment to any specific amount of participation on the part of the author, whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the author some challenging questions lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website as long as the book is in print.
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  Nishant is also active on the cybersecurity circuit with published white papers on privacy and multiple speaking engagements for industry bodies. He advises startups on data protection strategy and teaches courses on LinkedIn Learning on data privacy (https://www.linkedin.com/learning/instructors/nishant-bhajaria) as well as other areas that include career development and inclusivity in tech staffing. He also partnered with researchers at MIT to draft the first-ever privacy principles for COVID-19 contact tracing (https://law.mit.edu/pub/commentaryoncovid19contacttracingprivacyprinciples/release/1) in the early days of the pandemic.




  This eclectic set of contributions map back to his days in college, when he was the rare engineer who wrote editorials for the college paper, was part of the debate team, and worked for political science professors.




  Outside of work, there are several causes close to his heart and they center on wildlife. Helping to rescue dogs from kill-shelters, fighting back against wildlife smuggling, and protecting elephants from poaching and abuse serve as his moral purpose.




  
about the cover illustration




  The figure on the cover of Data Privacy is captioned “Paysanne des Environs de Berne” or, a peasant from the area around Bern, Switzerland. The illustration is taken from a collection of dress costumes from various countries by Jacques Grasset de Saint-Sauveur (1757–1810), titled Costumes civils actuels de tous les peuples connus, originally published in France in 1788. Each illustration is finely drawn and colored by hand and the rich variety of drawings in the collection reminds us vividly of how culturally apart the world’s regions, towns, villages, and neighborhoods were just 200 years ago. Isolated from each other, people spoke different dialects and languages. In the streets or in the countryside, it was easy to identify where they lived and what their trade or station in life was just by their dress.




  Dress codes have changed since then and the diversity by region, so rich at the time, has faded away. It is now hard to tell apart the inhabitants of different continents, let alone different towns or regions. Perhaps we have traded cultural diversity for a more varied personal life—certainly for a more varied and fast-paced technological life.




  At a time when it is hard to tell one computer book from another, Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity of regional life of two centuries ago, brought back to life by pictures from collections such as this one.




  
Part 1. Privacy, data, and your business




  The target audience for this book is engineers, and this book will also be helpful to leaders in management, media and government as well. However, it is critical that all readers are able to place privacy and data protection in context. They need to understand how software engineering has changed in practice, and the corresponding change in business risk. This will help them avoid mistakes that prove to be hard to undo.




  Chapter 1 will serve as an advisor on data flow so that technical leaders can understand how their architecture and data work in conjunction. We will also look at the regulatory risks and dive deep into emerging privacy tech players. This context will help the reader approach their privacy challenges with a clear-eyed and informed lens.




  Chapter 2 will explore how various business stakeholders have varying interests in data processing. We will also examine high-profile privacy incidents, thereby giving the reader a sense of the vulnerabilities they need to watch for. Finally, there is context on how to monitor investments and build a program that can scale in line with the business.




    




  
1 Privacy engineering: Why it’s needed, how to scale it




  This chapter covers




  

    	
What privacy means




    	
How privacy is impacted by the flow of data through your tech stack and storage




    	
Why privacy matters and how it affects your business




    	
Clarity on privacy tooling, especially the “build vs. buy” debate




    	
What this book does not do




    	
How the role of engineers has changed in recent years


  




  Over the last few years, privacy seems to have been front and center in the news. There is talk of new laws aimed at protecting customers from harm and reports of data breaches and fines being levied upon companies.




  People at all levels of business are finding this unsettling, and understandably so. Many company founders are engineers or technologists; they are finding it hard to assess risks related to products that depend on data collection. There are other mid-level engineers in companies who write code and build other automation. They make many smaller decisions, and their technical outcomes, when multiplied by scale, can create shareholder and investor risk. Such tech leaders are right to wonder, “what decisions am I making that may have a privacy impact down the line, just as my strategy is about to bear fruit?”




  Anyone in a position that will directly or indirectly impact user privacy will benefit from being conversant around privacy as a concept and as a threat vector. Such people need clear hands-on skills for implementing privacy controls. These skills will help them embed privacy engineering and tooling into a company’s technical offerings, as well as create privacy controls that break through the silos that typically define tech companies.




  Too often, businesses fall into the trap of pitting innovation against privacy, where they build digital products on a foundation of user data, only to play catch up on privacy several cycles later. By this time, there has often been privacy and reputational harm. Privacy harm is an all-purpose term that captures the impact of data leakage, exfiltration, or improper access through which a user’s privacy is compromised. The loss of privacy protection implies that the user has been harmed; hence the use of this common term. These business leaders then have to find resources and bandwidth to staff a privacy program, prioritize its implementation, and alter the rhythm of business to adapt to privacy scrutiny.




  This book will help you avoid this false choice and allow readers—ranging from technical department leaders to hands-on technologists—to think and speak of privacy from a place of knowledge and vision, with an understanding of the big picture as well as brass tacks. After the tools, techniques, and lessons of this book sink in, leaders will be able to adapt to a privacy-centric world. Beyond that, they will also find synergies in their operations to make their privacy posture a competitive differentiator.




  In this chapter, we’ll begin with the fundamentals: what “privacy” actually means, the privacy implications of data flow within a company, and why privacy matters. The latter part of the chapter will take a brief look at privacy tooling, discuss what this book does not do, and consider how the role of engineers has evolved in recent years—an evolution bringing with it implications for privacy. Let’s start simple; what is privacy?




  
1.1 What is privacy?




  In order to understand privacy, it helps to first refer to security. Most companies and leaders have some sort of security apparatus and at least a superficial understanding of the concept.




  For readers of this book, many of whom may need to do double-duty as privacy and security specialists, this is an important insight. If you end up with a security issue, it probably includes something along one of these lines:




  

    	

      An employee or equivalent insider accesses sensitive business or customer data when they should not have.


    




    	

      A business partner obtains business or customer data at a time or in a volume that affects the privacy of the customers or the competitive advantage of the business.


    




    	

      Data that was collected for a benign, defensible purpose gets used for something more than that. For example, data collected for fraud detection by verifying that the user is real rather than a bot then gets used for marketing, because the access control systems were compromised.


    


  




  Each of these examples started with a security compromise that led to the user’s privacy being compromised, besides any other damage done to the business and its competitive advantage. Any time you have a security issue, there is a strong possibility that there will be a privacy harm as well. This is critical for leaders to understand, lest they take a siloed approach and think of these concepts as disconnected and unrelated. In subsequent chapters, the privacy techniques you’ll learn will aim at improving both privacy and security, thereby helping companies protect their competitive intellectual property, as well as their user data.




  IT security involves implementing a set of cybersecurity strategies aimed at preventing unauthorized access to organizational assets. These assets include computers, networks, and data. The integrity and confidentiality of sensitive information is maintained by validating the identity of users wishing to access the data and blocking those who do not have access rights. You can read more about this from security sources such as Cisco Systems. Cisco defines IT Security as “a set of cybersecurity strategies that prevents unauthorized access to organizational assets such as computers, networks, and data. It maintains the integrity and confidentiality of sensitive information, blocking the access of sophisticated hackers.”1




  Note that the definition covers access to computers (or more broadly, anywhere data can live), networks (where data moves in transit from computer to computer), and the data itself. The goal here is to avoid the data being leaked, modified, or exfiltrated by external bad actors, popularly known as hackers. This definition also introduces the concept of sensitive information, which means different things when it comes to data that belongs to a human being versus data that belongs to a corporation.




  As a leader in the privacy space, I have always built privacy programs by adapting and repurposing security tools. This means that I would place an external bad actor (such as a hacker) on the same mental plane as an insider who may knowingly or unknowingly use data inappropriately. As a result, the goal is protecting the data by managing the collection, access, storage, and use of this data. In that sense, rather than recreating tools and processes for privacy, you can start by adapting the structures aimed at data security, and adjusting them to provide privacy capabilities.




  As an example, if you detect unauthorized access from an outsider, you might shut down that account temporarily to investigate whether the account holder is posing a risk or whether the account has been breached. You may also suspend other accounts associated with the same email address, IP address, etc. With an internal user, you may be able to suspend access for just that account and that database, in the event that you find this was not a malevolent act but an incorrect use of access rights. What you have done is deployed security tools with an explicit goal of enhancing privacy and tracking the privacy impact of data access. This creates a sense of continuity and allows for the efficient use of existing tools and relationships rather than creating unneeded tools and processes that could be disruptive.




  Let’s consider the first of my favored definitions of privacy. According to The Privacy Engineer’s Manifesto, “Data privacy may be defined as the authorized, fair, and legitimate processing of personal information.”2 Privacy is closely related to security. Without security, there is no privacy, since any access that breaches security protections will be, by definition, unauthorized, unfair, and illegitimate. Where privacy goes a step beyond security is that security primarily guards against external bad actors, while privacy requires processes and systems to protect data from such misuse internally as well. In that sense, privacy starts once optimum security is in place. As a candidate who I recently interviewed told me, security is a necessary but insufficient condition for privacy.




  Implementing such a program requires a level of creativity, since your strategy will impact how your teams operate on an ongoing basis. Rather than try to stymie external threats, privacy controls will seek to influence how your teams connect with users and use their data. This involves, for example, what data you are able to collect, how you affix risk to various types of data, and how you address these questions at scale while petabytes of data course through your systems.




  On to a second definition of privacy that I like, since it gives the user a sense of agency even when you use their data in their absence. According to the International Association of Privacy Professionals (IAPP), “Information privacy is the right to have some control over how your personal information is collected and used.”3 We will touch upon this in detail in subsequent chapters, but as privacy has moved front and center in the public imagination, it has empowered users to hold businesses accountable.




  However, many feel that there is a need for more accountability. It is likely that public pressure will raise the bar on the privacy protections that are required and the repercussions of failing to meet those requirements. The lessons this book will offer in building your program will help you meet this moment in a scalable fashion that will help your business in the long run.




  For the purpose of this book’s hands-on audience, here is a definition of privacy we will move forward with, integrating the concepts we have discussed: “Data privacy refers to the tooling and processes necessary to protect user data from being processed/ accessed in a way that is different from the user’s expectation.” This definition is important and a personal favorite since it puts the obligation for privacy where, in my opinion, it belongs: on the companies that collect user data and benefit from it.




  And while this entire book will focus on the privacy tooling mentioned in the preceding definition, here is a small sample of the topics we will encounter along the way:




  

    	

      Data classification—Defining privacy risks associated with different types of data.


    




    	

      Data inventory—Tagging the data across the storage systems to reflect their classifications.


    




    	

      Data deletion—Deleting data after a predetermined use is complete.


    




    	

      Data obfuscation—Using various anonymization techniques to reduce the likelihood that the data could identify a user. As you will see in chapter 5, the key value privacy engineers can provide is to obfuscate data to preserve privacy while preserving the utility of data for legitimate uses, like using de-identified medical records for aggregated research.


    


  




  Now that you have a basic understanding of privacy, we’ll look at the challenges engineers and technical leaders will face when it comes to data and modern engineering. The next section of this chapter will discuss how technical systems and processes optimized for innovation create data sprawl. After all, we can’t effectively plan to manage our data in a privacy-centric manner unless we first understand how that data is ingested and moved throughout companies.




  
1.2 How data flows into and within your company




  Understanding how data flows through an organization is critical, since engineers in many companies are incentivized to focus on their tools and products, and are also allowed their own custom tech stacks, code repositories, and DevOps processes. As a result, they often do not understand the full flow of data and how it spreads in a company’s storage systems.




  Figure 1.1 illustrates how data enters a company via “producers,” which is to say that APIs and other services ingest data in a company. From the perspective of the rest of the company and downstream services, the data could enter the company from customers, third parties, data providers, governments, etc. Typically, this occurs via an API gateway that serves as a single point of initial collection. However, behind the API gateway there are a slew of microservices—a concept we will discuss in detail in subsequent chapters—that process and infer data, and I am, therefore, calling this layer of data collection “producers.”




  

    [image: ]




    Figure 1.1 Data flow in a company’s storage systems: ingestion, stores, and downloads


  




  From the initial “producers” layer, data flows to several layers:




  

    	

      Operational databases like Cassandra, where data can be stored and accessed rapidly by other applications


    




    	

      Real-time stores like Kafka, Pinot, and other distributed event-streaming platforms used by companies for high-performance data pipelines, streaming analytics, data integration, and other mission-critical applications


    




    	

      Analytics stores like Hadoop, Vertica, and others, from which data analysts and data scientists run queries for business intelligence purposes


    




    	

      Cloud stores like Amazon Web Services (AWS), Google Cloud Platform (GCP), and others, where data can be stored and archived


    


  




  However, as the diagram shows, data also makes it into other systems that may be hard to manage and audit, such as employee laptops, productivity software like Google Docs and Microsoft Word, emails, and chat channels. Simply put, in a modern business, it is critical to realize that the instincts and best practices that have accelerated innovation—decentralized development, distributed and redundant data storage—make it harder to build at scale the privacy tools I referenced in the last section, be it data deletion, access control, risk mitigation, and the like.




  The spread of data also inevitably inflates the volume of data across the organization. Figure 1.2 shows that a high volume of data ingestion and distribution leads to a large number of data stores, tables, and files, and to maybe even upwards of an exabyte of data.
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    Figure 1.2 A company’s storage systems that house distributed data


  




  When technical leaders try to build privacy tooling and technical processes, they need to also ensure that their tooling applies to the massive volumes of data described previously. To do so, they will need a catalog or inventory of data so that they can deploy their tooling in a targeted fashion (chapter 4 will cover that topic). Technical leaders need to take this into consideration as they build privacy tools, seek buy-in for these tools, and budget to scale their efforts. Merely projecting privacy as an altruistic nice-to-have is a missed opportunity to deliver tangible benefits for your business. Simply put, privacy engineering is a lot cheaper if you build it in instead of trying to bolt it on, given the spread of data in your systems.




  In the next section, we’ll dive deeper into why privacy matters for your business. The arguments and examples we will examine will help connect the work of engineers to the legal angle of privacy and then to overall business growth. This will help you make the case for better privacy within your own context.




  
1.3 Why privacy matters




  I expect readers of this book will range from the doers to the dreamers. The doers include the technical program managers, engineers, data architects, cloud and DevOps specialists, and the leaders who wear many hats but have a singular goal: to maintain business operations continuity and predictability. The dreamers include the technically oriented startup founders, the technologist disrupters, and the venture capitalists who will fuel tomorrow’s ideas.




  Dreamers optimize for delivery and rapidity, while doers optimize for execution and consistency. All these goals could be thwarted if or when privacy issues stop companies in their tracks. However, as stated previously, too many leaders, fueled by achievements in other areas, believe themselves invulnerable and impervious to privacy risks. They also believe that governmental enforcement muscles have atrophied, owing to politicians’ reluctance to stymie the entrepreneurs who create untold amounts of wealth and work for the United States and other countries worldwide. That confidence may be unfounded.




  
1.3.1 The fines are real




  The passage of legislation like the EU’s General Data Protection Regulation (GDPR)—which we will look at in subsequent chapters—has allowed regulators to fine companies found to be wanting in privacy.




  Figure 1.3 shows one way in which privacy issues impact businesses. The financial penalties enforced by government authorities on companies are real and consequential. Large businesses with proven profit models may be able to endure the financial burden of such fines, but smaller companies may find them debilitating. Startups may find that resources dedicated to funding new initiatives and hiring key personnel may get diverted to these fines. Venture capitalists may find their investment and prestige attached to a stillborn venture that will struggle to take off amid a financial cloud.
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    Figure 1.3 Highest penalties in privacy enforcement actions4


  




  No business is outside of the risk of having their privacy compromised or beneath the attention of regulators. Penalties could fall upon the head of any business, and that is why these fines are important to consider. In some cases, the fines are revised downward—the British Airways fine shrank to $20 million,5 but it is unwise to depend on luck or clemency, especially if you are a company that lacks deep clout or roots.




  One of my industry mentors recently told me that Equifax should have been fined more aggressively after its famous 2017 breach.6 The credit agency has the power to collect my intimate financial details without my consent and to drive decisions around my creditworthiness. Equifax then leaked so much of that data through processes that were so sloppy and inappropriate that even a junior privacy or security engineer could have identified them as risky. It is especially galling that consumers like you and I have to pay about $120 per year to lock down credit reports, not to mention the costs to businesses who have to absorb such costs as well.




  Why should engineers have to worry about fines? Isn’t their job to build stuff and fail fast, while the folks in legal and compliance manage the business risk? Besides the obvious answer—that no company has endless resources to pay fines—it is vital that engineers understand that their work now involves more than building features, driving engagement, and monetizing data. They need to understand the permissibility of their actions as well as the downstream impacts of present-day decisions.




  The next subsection will discuss an example where well-meaning customer-driven decisions made early in the innovation process caused privacy headaches downstream.




  
1.3.2 Early-stage efficiency wins can cause late-stage privacy headaches




  During the early stage of innovation, and even when companies try to drive product adoption, engineers make a number of decisions to appeal to venture capitalists (VCs) as well as business-to-business (B2B) and business-to-consumer (B2C) customers. That makes sense, because funding and early adoption are necessary, if insufficient, conditions to the sort of transformative change that engineering leaders seek. Let’s look at a scenario in which a lack of long-term strategy led to some serious issues for a company.




  Gamesbuster: A case study




  There was a company—let’s call it Gamesbuster—that built video game apps for smart TVs. The goal was to engage the user as soon as the smart TV turned on. In order to achieve that goal, it was critical that the app be ready as soon as the TV turned on, because the user might otherwise move on to other apps.




  To guarantee that the app would launch with low degrees of latency upon the smart TV turning on, the engineers at Gamesbuster conceived of automation logic called “Boot to Suspend” mode. This was a persistent background mode initiated on device boot that would communicate regularly with Gamesbuster servers to receive updates and keep the application in a “ready for use” state.




  In order for Boot to Suspend mode to perform its function, it was necessary for Gamesbuster servers to receive information from the devices, including IP addresses, which was automatically sent via standard internet communication protocols. It was critical to collect these IP addresses, the engineers reasoned, since location information inferred from the IP addresses would enable them to personalize the app for users.




  This feature was the brainchild of two engineers who wanted to make sure that the games they featured were not abandoned by their target audience while their much-desired features loaded: young folks who were not exactly known for their patience. These engineers did not comprehend the nature of the data that would change hands when the devices communicated with the Gamesbuster servers. This was a page out of the “fail fast and make things” handbook.




  As Boot to Suspend caught on, it went from being a strict engineering idea to a possible business growth opportunity. Sales teams saw an opportunity to ensure that partners who carried Gamesbuster apps were aware of this option and supported it. Based on their contract negotiations, partners that preloaded the Gamesbuster app on their devices were strongly encouraged to implement Boot to Suspend. In time, the number of devices supporting Boot to Suspend, the number of users, and, in turn, the amount of data streaming into Gamesbuster servers grew explosively. This meant significant revenue upside for Gamesbuster’s engineering founders, as well as its innovative technical workforce. Investors noticed this success and poured more money into Gamesbuster’s coffers.




  Investors were not the only ones noticing, however. Regulators who were charged with protecting privacy rights of users were concerned that Gamesbuster was collecting location information from customers. The data may have been collected by the engineers without malicious intent, but it was collected by them while their app was running in the background (which is essentially what Boot to Suspend was); the data, therefore, was collected before the user signed in and accepted the privacy policies and other disclosures that typically allow companies to collect user data.




  The regulators demanded that Gamesbuster stop collecting IP addresses without consent, and if it absolutely needed to collect them, their engineers needed to store them in separate databases with very limited access and to automate deletion once the app launched and the data had been used for its intended personalization purposes.




  In order to ensure that they could detect exactly what data they were collecting, the engineers who pioneered Boot to Suspend created filters that would detect fields named “IP address.” However, a few months later, when the regulators audited the data warehouses in Gamesbuster’s systems, they found millions of IP addresses that were retained for months. This was in clear violation of the commitments Gamesbuster had made to the regulators.




  How did this happen? There were two key reasons:




  

    	

      The filters the engineers built would have detected values like IP addresses as long as they were in a structured data format, where each entity was defined as a key/value pair. As it turned out, an increasing number of partner devices that preloaded the Gamesbuster app transferred data to the servers in the form of JSON blobs. For the purposes of this example, a JSON blob is a single field with JSON-format text stored in it. Ergo, the database had no real knowledge of any of the keys in the blob or their values. This meant that the Gamesbuster filters could not detect the IP addresses; rather than storing them in special limited-access tables, the Gamesbuster systems allowed these IP addresses to mingle with other data and to be stored alongside other data that was permitted to be used freely.


    




    	

      When such IP addresses were successfully intercepted and were logged in the one permissible table, they were stored for 30 days’ use. However, the engineers granted access to this table to the security team for critical security purposes, such as preventing and researching DDOS attacks and other security-related incidents. However, it turned out that various automated scripts queried this table as a source, and IP data was then copied and stored in other tables for longer than 30 days. In other words, neither tight access controls nor retention periods were enforced as was promised to the regulators.


    


  




  The auditor investigation threatened the company’s business model, since a company under investigation for misuse of location data would struggle to find partners willing to host the app. This would lead to a slowdown in customer growth and engagement, which in turn would lead to a slowdown in ad revenue. As a result, the company had to take several remedial actions:




  

    	

      First, they had to delete IP addresses en masse, which meant that in some cases they had to be overcautious and even delete IP addresses that had been collected legitimately. It was impossible to be certain which IP addresses were collected in Boot to Suspend mode, and the lack of a data inventory hampered what could have been a more targeted deletion effort. In later chapters I’ll discuss how a front-loaded governance program could help.


    




    	

      Second, this effort led to a disruption of new feature development, since the company could not rely on existing data and revenue streams until the investigation concluded. As a result, several product roadmaps were impacted, and ambitious engineers whose promotions depended on building new features left for newer companies with less regulatory scrutiny.


    




    	

      Third, the company had to create a restrictive compliance regime that hurt the speed with which products could be deployed and built. The “move fast and make things” model was replaced by the “fill forms and check things” model.


    


  




  The lessons for engineers are clear: building new data-driven features without a privacy lens carries significant risks. It behooves engineers and technical leaders to build privacy tooling and processes as they develop core products and features. Later in this book, we will dive deep into a detailed engineering-focused privacy review process that will help protect data privacy while empowering engineers to be ingenuous and productive as they innovate.




  Just as the fines can be financially crippling for companies, so can the investigations themselves. It is critical that engineers and technical leaders (founders and their funders) understand the potency of regulatory attack on their roadmaps. We’ll consider this in the following subsection.




  
1.3.3 Privacy investigations could be more than a speed bump




  Regulations around privacy and security are relatively new, and knowledge among regulators about privacy technology can be fairly embryonic, given the novel concepts involved. Additionally, millions around the world are connecting to the internet for the first time, and companies are inferring information about users by combining data from different databases and identities that were out of their reach a decade ago. Just as the potential of techniques like artificial intelligence and machine learning grows by the day, so does the potential for abuse and investigations. It is hard to predict the impact such investigations and audits will have on qualitative innovation, but I want to offer an example of a far-reaching governmental investigation that stifled the plans of one of America’s most successful companies and altered the trajectory of technology.




  Antitrust laws ensure one company doesn’t control the market, deplete consumer choice, and inflate prices. In the late 1990s, the US Department of Justice accused Microsoft Corporation of trying to create a monopoly that led to the collapse of rival Netscape by providing its browser software for free. Charges were brought against the company, which was sued by the Department of Justice in 1998. Until this investigation, Microsoft seemed unstoppable.




  That investigation disrupted Microsoft’s business model and its day-to-day operations. In a recent interview, founder and business icon Bill Gates stated that Windows could have been the world’s dominant mobile operating system had it not been for the antitrust case the US Department of Justice brought against Microsoft.7




  “There’s no doubt the antitrust lawsuit was bad for Microsoft, and we would have been more focused on creating the phone operating system, and so instead of using Android today, you would be using Windows Mobile if it hadn’t been for the antitrust case,” Gates said at the New York Times’ DealBook conference in New York. Microsoft remains dominant with Windows on desktop PCs and in other categories like commercial productivity software, but it no longer works on Windows for phones. Alphabet’s Google currently has the most popular mobile operating system, with Apple’s iPhone in second place.




  “Oh, we were so close,” Gates said about the company’s miss in mobile operating systems. “I was just too distracted. I screwed that up because of the distraction.” He said the company was three months too late with a release Motorola would have used on a phone. “Now nobody here has ever heard of Windows Mobile.”8




  As I write this book, the most far-reaching privacy laws are less than five years old, but Gates’s comments have a clear implication: major cases against today’s technology companies could have negative market implications. Lest you think Microsoft was an anomaly, consider this: antitrust laws grew from theoretical to directly impactful over many years. Privacy could follow a similar trajectory in today’s political climate.




  Let’s look as some other more recent fines and sanctions. In 2017, before its troubles with Cambridge Analytica, Facebook faced multiple fines within a 24-hour window:




  

    	

      WhatsApp was fined €3M by the Italian antitrust regulator for “inducing” WhatsApp users to share data with Facebook (that is, they had to share data or lose access to the app).


    




    	

      The next day, the European Commission fined Facebook €110M in an antitrust action for providing inaccurate information about its ability to automatically correlate Facebook and WhatsApp user accounts. Facebook said in 2014 it couldn’t, but then in 2016 it suddenly could by leveraging common phone numbers.


    




    	

      That same day, France, Belgium, and the Netherlands each announced that Facebook had violated their respective data privacy laws in connection with Facebook’s 2014 global revision of its user agreements, through inappropriate data collection and use practices. France imposed a fine of €150K (the current maximum); Belgium and the Netherlands may impose fines. Spain and Germany announced investigations into the matter.


    


  




  It is helpful to understand some details about how these investigations blurred the lines between antitrust and privacy.




  €110M European Commission fine for WhatsApp data misrepresentations




  During the antitrust regulator’s review of the $19B acquisition deal, Facebook claimed twice in 2014 that it could not “establish reliable automated matching” between Facebook and WhatsApp accounts. Then, in 2016, WhatsApp announced updates to its TOS and privacy policy, including linking WhatsApp to Facebook accounts via phone numbers. The Commission cried foul and imposed the large fine but agreed not to revisit the merger approval. The fine could have ranged up to 1% of global revenue (approximately $270M based on Facebook’s 2016 numbers).9




  

    	

      Key insight—EU antitrust regulators believe that consumer data use rights and promises are important in analyzing mergers and enforcing competition law. Also, the EU appears ready to impose large fines against US tech companies. Time will tell if the EU data-protection authorities leverage their ability to do so under GDPR (fines up to 4% of global revenue).


    




    	

      What engineers and technical leaders need to know—It is impossible to know for certain how engineers at Facebook had stored phone numbers in their databases, what corrective controls existed (if any) to prevent the linking of accounts based on phone numbers, and how those controls were overcome to then link those accounts.




      What is true, however, is that European authorities considered the commitment that the two databases would be kept separate to be ironclad. That turned out not to be the case. Engineers often find value in linking two sets of data about the same user because the combined dataset provides better visibility for personalization and monetization, or they may have simply been able to secure the combined dataset better based on a unique value like a phone number.




      Either way, an engineering decision to link two sets of data that in turn affected the privacy rights of those users was then viewed through the lens of a commitment made by Facebook during a merger/acquisition transaction. Technical founders and other such leaders must ask themselves, “What are the privacy implications of their data handling practices, and could they affect long-term strategic growth opportunities for their business?” How many such decisions are engineers making every single day with a very limited understanding of privacy that could then snowball into something larger down the line?” Having verifiable data cataloging could help mitigate some of these harms, and you will see how in chapter 4.




      The key technical takeaway for engineers is that well-meaning decisions made with convenience in mind might run afoul of legal commitments and representations, so having solid data governance as well as tighter coupling between engineering and legal is critical.


    


  




  €3M WhatsApp fine from Italian antitrust regulator




  At least one EU member state (Italy) decided to impose its own antitrust fine for the Facebook/WhatsApp account linking. The rationale in the decision focused on an important data protection concept: whether the WhatsApp users consented to their accounts being combined with their Facebook accounts. The regulator concluded that WhatsApp/Facebook placed “excessive emphasis” on the need to agree with the new TOS and privacy policy as part of an in-app upgrade.




  

    	

      Key insight—Certain EU antitrust authorities appear willing to apply data protection and privacy principles when finding an anti-competitive harm has taken place.


    




    	

      What engineers and technical leaders need to know—In this specific case, whether users had consented to a specific use of their data was an area of focus for investigators and regulators. The regulators also seemed to wish that users were not pressured to consent to terms of use and instead provided informed consent.




      Engineers often believe in refactoring code to make it more efficient and scalable. They take a similar approach to disparate sets of data that describe the same users. The lesson for engineers and technical leaders is that while they may feel that a combined dataset could increase their understanding of the user, privacy-focused regulators wish to ensure that user rights are not violated. It is vital that engineers work closely with their legal counterparts to ensure users have consented to such data aggregation.


    


  




  Five EU data protection authorities pursue Facebook for 2014 policy changes and other data activities




  The wheels of justice grind slowly. Although Facebook’s 2014 changes to its privacy policy are long forgotten by most users, five EU data protection authorities (DPAs) took note and launched investigations. In May 2017, three of the DPAs announced their findings, while one other had previously announced a judgment (Hamburg, Germany) and the last (Spain) has an investigation pending.10 Here is a breakdown:




  

    	

      France—The DPA found these violations: (1) no legal basis to combine user information for online behavioral advertising purposes, (2) unlawful tracking via “datr” cookie, and (3) insufficient notice and consent for a Like button on third-party sites. They imposed a €150K fine.


    




    	

      Belgium—The DPA concluded that Facebook violated and continued to violate Belgian data protection law through its use of cookies, social plug-ins, and pixels, such as by collecting excessive personal data, including from non-members. The DPA is seeking a court order to enforce the changes it seeks to impose on Facebook’s practices.


    




    	

      Netherlands—Among the more relevant findings in this case are the DPA’s determinations (1) that it had authority over Facebook (rather than the Irish DPA), (2) that the Like button data collection and use practices are unlawful (a common theme among the DPAs) because they did not provide adequate notice around data collection, and (3) that Facebook’s privacy disclosures are too deeply layered to be sufficient (I’ve seen the Dutch DPA raise this concern before, in a separate 2015 investigation). The DPA is assessing whether Facebook has changed its practices to comply with Dutch data protection law, and if not, it may seek fines.


    




    	

      Germany—The Hamburg DPA previously ordered Facebook to stop combining data from WhatsApp users without their prior consent and to delete the data that had previously been shared.


    


  




  So what do these country-specific outcomes teach us?




  

    	

      Key insight—Even though Facebook vigorously argued that only the Irish DPA should have jurisdiction and only Irish data protection law should apply, all of the DPAs found that their local laws applied (the jurisdictional hook typically involved a local, in-country Facebook entity).


    




    	

      What engineers and technical leaders need to know—There is often a substantial lag between engineering decisions and the privacy law implications. In the case of the Belgium investigation, the authorities contended that Facebook had collected “excessive personal data.” Engineers have often followed an approach of collecting data with an eye toward the future, and retaining data for as long as possible with the belief that it may be of use at a later date. Authorities are now cracking down on data collection and retention unless there is a legitimate business purpose.




      In the case of the Netherlands investigation, the level of transparency and visibility provided to users came under scrutiny. In order to prevent such adverse actions, it is vital that engineers are deliberate and that they communicate with their legal counterparts as well as UX designers so that users can be informed correctly about data collection.




      Finally, in the Germany example, engineers had to delete data that they had previously collected and joined with other data. As you saw in the Gamesbuster example, these deletions can be prohibitively expensive and technically disruptive. Engineers should invest in deletion tooling so as to avoid inefficient and error-prone deletion, something we will dive into in subsequent chapters.


    


  




  The lesson here is clear: decisions technical leaders make during early innovation, growth, and acquisition stages can lead to privacy harms, investigations, and fines downstream. This book is aimed at helping you solidify your technical privacy foundations so that the breezes of regulations do not send your monument crumbling down. Additionally, engineers can no longer just write code, collect data, and build features with scant regard for the regulatory implications of their actions. This book will help engineers build innovative systems with technical privacy controls in a manner that will accelerate their work without having to clean up after the fact.




  So far, we have seen the importance of privacy from a defensive standpoint, whereby things can go sideways for companies because of long-ago technical decisions. Companies can, however, make correct decisions at the front end to put in place solid privacy practices. This could help unlock business opportunities and set the stage for future success.




  
1.3.4 Privacy process can unlock business opportunities: A real-life example




  In 2012, I was employed by a small startup that sought to innovate in the digital identity space. Our products included a global openID that would allow you to authenticate with multiple websites without a username and password, and it allowed for federated sessions across different web properties and backend data collection for easy customer research.




  As with most startups, we were idea-heavy and process-light. Engineers eschewed top-down mandates to document code, review data collection, and ensure consistency between public disclosures and privacy practices. In time, however, in order to raise our Series B funding, it became critical to sell to customers who themselves were tightly regulated and were often located in jurisdictions that were privacy-sensitive, like the European Union.




  At the time, far-reaching privacy laws like the EU’s General Data Protection Regulation (GDPR) did not exist, so demonstrating our maturity as a privacy-conscious company was to prove difficult. The company’s senior vice president of engineering asked me to pursue an ISO 27001 certification: “ISO/IEC 27001 formally specifies an Information Security Management System (ISMS), a governance arrangement comprising a structured suite of activities with which to manage information risks (called ‘information security risks’ in the standard).”11




  The ISMS would prove to our would-be customers that we had technical processes in place to manage data protection; this was critical, since our tools would enable our customers to handle data they collected from their customers. Without a solid technical framework in place, no major corporation would trust a small American startup with massive amounts of customer data. As a young engineer who sought to work on new technical skills as well as differentiate myself from my fellow engineers, I dove deep into the ISO standard.




  The ISO/IEC 27001 standard has two distinct purposes:




  

    	
It lays out the design for an ISMS, describing the important parts at a fairly high level;




    	
It can (optionally) be used as the basis for formal compliance assessment by accredited certification auditors in order to certify an organization compliant.


  




  The following mandatory documentation is explicitly required for certification:




  

    

      	
ISMS scope (as per clause 4.3)




      	
Information security policy (clause 5.2)




      	
Information risk assessment process (clause 6.1.2)




      	
Information risk treatment process (clause 6.1.3)




      	
Information security objectives (clause 6.2)




      	
Evidence of the competence of the people working in information security (clause 7.2)




      	
Other ISMS-related documents deemed necessary by the organization (clause 7.5.1b)




      	
Operational planning and control documents (clause 8.1)




      	
The results of the [information] risk assessments (clause 8.2)




      	
The decisions regarding [information] risk treatment (clause 8.3)




      	
Evidence of the monitoring and measurement of information security (clause 9.1)




      	
The ISMS internal audit program and the results of audits conducted (clause 9.2)




      	
Evidence of top management reviews of the ISMS (clause 9.3)




      	
Evidence of nonconformities identified and corrective actions arising (clause 10.1)12



    


  




  As we started making progress on building these requisite tooling and processes, I noticed the following changes:




  

    	

      The mere fact that we were pursuing the certification created more interest among VCs willing to fund us and support us.


    




    	

      Conservative and risk-averse companies in the United States and Europe started using our tools, since they now had confidence that we could handle their data securely.


    




    	

      Engineers within the company came around to the fact that some of the tools and processes made their work more efficient and improved data quality, and they helped me shape some of my work; this, in turn, helped us create much-needed structure in a company that badly needed it.


    


  




  Over time, this certification made us a more mature company, built a solid customer base, and got us through a difficult recession. Personally, the effort I put in to understand massive backend systems, data pipelines, and technologies like Hadoop and Kafka made me a better engineer. That enabled me to land very senior technical leadership roles at companies like Netflix, Google, and Uber, teach courses on LinkedIn, and then author this book on technical privacy.




  The lesson for engineers is this: privacy is not just about avoiding fines and rework; when done right, it can differentiate your technical offering and boost your company as well as your career.




  You have so far seen how privacy can impact companies in terms of regulatory fines and inefficiencies born of short-sighted technical decisions. You have also seen the salubrious effects of good privacy practices. How your performance in this space affects societal trust, safety, and relationships is critical for engineers to grasp. The following section will make all of this a little more concrete, as we consider how the workflow looks, first within a company not following good privacy practices, and then within a company that does follow good practices.




  
1.4 Privacy: A mental model




  We have discussed why privacy matters, but to bring that home, let’s consider a scenario in which a company is not following good privacy practices. Then we’ll look at how things will change when good practices are followed. This section will give you a brief overview of some of the core tenets of privacy engineering, which I will expand upon as the book progresses.




  Figure 1.4 shows a company that orchestrates privacy the wrong way. The company developed an app that runs on smart TVs, and the moment the customer turns on the TV, data starts flowing from the TV to the company’s servers. Notice how data is ingested into the company. It is then shared, copied, multiplied, and stored across various systems, and it is not classified or inventoried until late in the workflow. By that point, it is possible that engineers and their tools will have used the data that causes privacy issues. The company is left with a real headache in organizing and dealing with this proliferated data. We will discuss this further in chapter 4, but for now let’s consider the implications of collecting this much data, not knowing what portions of it cause privacy risks, and failing to protect it correctly. It is possible that many breaches, fines, and privacy abuses arise out of sloppy designs like this one!




  

    [image: ]




    Figure 1.4 Privacy done wrong—data flows into a company and is not dealt with in a privacy sense until it has already proliferated throughout the company via sharing and copying. Privacy tools may not scale well for such a volume of data, and privacy violations become much more likely.


  




  In this book, my aim is to have you think about good privacy measures as a foundational component within your business. Data should go through privacy measures as soon as it enters the company, leading to much more effective data management, more control over who can access what, and a much lower likelihood of a privacy violation taking place. Figure 1.5 illustrates a company that is doing it right. Chapters 3–9 will equip you to view privacy the same way as this company does. You will learn to architect sound data governance to help identify privacy risks at the point of ingestion, and you will learn to build the right tooling, automation, and processes to enforce privacy protections. This sequence—governance followed by tooling—is important and will help engineers improve privacy while also enriching data quality and productivity.




  

    [image: ]




    Figure 1.5 Privacy done right—data flows into a company and is immediately tagged and cataloged. Data becomes much more manageable, and privacy measures work effectively. Privacy violation is much less likely to occur.


  




  Let’s zoom in a little on the company in figure 1.5 and see the processes in play throughout the privacy process. Figure 1.6 demonstrates how tagging and cataloging is to work in this brave new world. We will discuss these techniques in a lot more detail later in this book, but this diagram shows how the values of individual data fields will change right after they enter our ecosystem. You can see that the fields are ingested with their core values, and then we append a tag that indicates their privacy risk. The box labeled “Data Tagging Service” is a simplistic placeholder for an entire data inventory infrastructure that you will learn about in great detail.




  For now, the key takeaway is that this early-stage tagging will allow you to affix enforceable data handling policies (deletion, retention, etc.) to the data. This creates a privacy engineering architecture where privacy controls are baked in early, onto the data itself. The figure makes a simple point: there is no secret sauce to privacy—just timely identification and automated orchestration.
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    Figure 1.6 Tagging data at the ingestion stage and mapping it to privacy controls—this is privacy engineering in action!


  




  We have considered the privacy workflow at a high level, and I will expand upon these themes over the course of this book. For now, I hope that this has given you a clearer idea of the privacy process, and the implications of both managing it poorly and managing it well.




  Having considered the concrete implications of privacy engineering, let’s continue and consider things in a slightly more abstract sense. The following section is aimed at engineers who feel like they have to choose between shipping a feature and earning trust.




  
1.5 How privacy affects your business at a macro level




  Before you fall into the trap of making tactical adjustments for privacy and calling that a win, let’s look at how major shifts in the business climate or regulatory sentiment could also affect privacy implementation at your company. We will look at two examples that are quite recent. First we will consider the fact that, as in our offline lives, our online lives and the ways in which we do business rely upon trust and safety. Following that, we’ll consider the implications of privacy regulation upon the way your business should operate.




  
1.5.1 Privacy and safety: The COVID edition




  In companies large and small, engineers and other technical leaders will ask questions like these:




  

    	

      With finite resources and challenging roadmaps, why on earth are we dedicating so much time to privacy?


    




    	

      Everyone collects data, and we have seen companies be really bad at privacy and their stock price seems to soar. Why care about privacy?


    


  




  The answers may seem counterintuitive, but they are obvious once given some thought. Businesses operate based on predictability, and they prosper based on trust. When predictability is disrupted and trust is eroded, business viability tends to suffer.




  We can draw an interesting parallel with the coronavirus. The pandemic changed how we lived our lives. Bustling streets, teeming sports centers, overflowing conference halls, glowing wedding venues—all of them went silent. Human connectivity has historically been a symbol of comfort and aspiration. In the times of coronavirus, it became a threat vector, an ingestion point for contagion.




  Physical human mobility, and the commerce that stems from it, builds on a foundation of trust and safety. When those components disappear, our economic engines stop moving, atrophy, and start receding. In much the same way, the lives we live online are built on trust and safety.




  When I first moved to the United States in 2000 as a teenager, I’d call my parents using expensive phone cards. Besides the cost, the process was painful: a toll-free number followed by a long PIN, which was then followed by a potentially unreliable connection. Adding funds to the card and procuring a new one were not trivial either.




  Two decades hence, reaching my parents in Mumbai has gotten easier and cheaper. WhatsApp, Skype, and Google Meet allow data-driven connectivity that is reliable, fast, and cheap. It is ubiquitous and personal. I can see them, send them information mid-chat, and connect that conversation to other media. That connectivity and intimacy occurs on the foundation of safety, as do all my other online activities: ordering groceries, getting food delivered, hailing a rideshare, booking tickets. Online commerce relies on trust and safety.




  If you are an engineer whose tools thrive on the exchange of goods, ideas, money, and information online, you benefit from this trust and, as such, are responsible for its safe upkeep. Just as the habits of a lifetime were paused by fear of a virus, online commerce is similarly vulnerable to a deficit of trust, and privacy is a component of this trust. If your customers feel like their data and their identity are not safe in your custody, their patronage will go elsewhere. That is why engineers need to care about privacy.




  Then there is the matter of your reputation and legal compliance. Newly passed laws offer regulators the tools to peek into your privacy practices like never before. The ensuing scrutiny is likely to shed light on past decisions that were made based on a very different set of data but that in the present circumstances make for suboptimal privacy outcomes.




  Privacy is no longer an altruistic endeavor that companies can optionally partake in; public awareness and concern with privacy is keener than it has ever been, and businesses are under ever-increasing scrutiny with regard to how they handle and protect their customers’ data. Mistakes and bad decisions that companies make are more likely than ever to be brought to light. You should look at your privacy program as an investment that will enable you to protect your customers and that will promote your business as worthy of trust.




  Having said all of that, the following subsection will explain why companies that use customer data need to think about public sentiment, laws, regulations, investigations, and business growth as interconnected, much like trust and business growth are interconnected. Many hands-on leaders are so busy with the day-to-day that they fail to find time to make these connections, and they feel like they are always in catch-up reactive mode, and never have time to set vision.




  
1.5.2 Privacy and regulations: A cyclical process




  It helps to understand how and why privacy is so important for business success. Figure 1.7 shows an obvious first step, in which a government passes privacy laws.
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    Figure 1.7 In a general sense, a government produces privacy law and regulations.


  




  However, figure 1.7 overlooks the fact that unlike tax law, where you have one law for the state where you live or where your company is incorporated and then one federal law, you could have several governments passing several privacy laws. To that end, figure 1.8 shows two influential jurisdictions with two privacy laws. For example, the EU passed the General Data Protection Regulation (GDPR) that has been in effect since May 2018, while California’s law, the California Consumer Privacy Act (CCPA), has been in effect since January 2020.
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    Figure 1.8 Things become complicated when we have multiple governments and authorities introducing different laws and regulations.


  




  Once these laws are in effect, they are available to regulators and auditors. Regulators can launch investigations into companies and into practices of those companies that may even predate the passage of those laws. Simultaneously, companies could be subject to audits to prove compliance with these laws, and may need to demonstrate compliance before they can sign enterprise contracts or gain access to specific markets. Figure 1.9 makes that point.
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    Figure 1.9 The chain of events brought about by multiple governments producing their own laws and regulations


  




  As figure 1.9 shows, you could have several governments passing several different privacy laws, and these laws in turn could spur concurrent audits, investigations, and consent decrees (where a government and company agree to a specific outcome of an investigation). For small companies, where a few key team members handle IT, security, and privacy all at once, this can represent a significant operational burden. It will almost certainly impact productivity and throughput. This book focuses on hands-on skills aimed at preventing such harms as much as possible and mitigating those that occur as expeditiously as possible. Embedding privacy into the data and design of products is critical, and this book will dive deep into these techniques.




  There is yet another layer to consider: Laws and regulations do not occur in a vacuum. When it comes to areas like security and privacy, they are often a response to events. Breaches, data leaks, inappropriate access to data, improper identification or re-identification of users, and other misuses of personally identifying information have occurred with some regularity over the last few years. After repeated incidents of this type, media and privacy activists start paying close attention to companies that are considered bad actors in privacy. Such attention leads to critical press coverage, which then leads to public awareness.




  If you are a small company, this could result in loss of business and damaged relationships. For larger companies, this creates a reputational dark cloud that lingers even after the crisis passes. In either case, the hardening of public opinion and sustained press coverage leads to privacy laws. So, regardless of the size of your business, it is critical that you take steps early to address privacy gaps, lest they become chasms.




  As any savvy PR expert will tell you, the best form of damage control is to control the extent of damage you cause. As a technical leader who wears many hats, you have to ask yourself, “When would you rather optimize for sound privacy and data governance?” Is it in the early days of the enterprise when you are organizing the strategy, will it be in reaction to the first privacy issue, or will it be when you are in crisis mode after your growth spurt has been stymied by shoddy privacy practices?




  Today’s technologists have the benefit of starting a bit ahead of zero. The past few years have offered many privacy data points, ranging from mishaps at companies and governments to tools built by privacy-focused vendors. Given this plethora of resources, today’s leaders have the opportunity to devise privacy strategies that will avoid the setbacks that have hurt companies.




  This book is aimed at helping you get your timing right in building privacy tooling. I often repeat a saying attributable to one of my mentors from my Netflix days: “The best time to do the smart thing is yesterday; the second best time is today.”




  We’ve talked at length about how privacy can affect your business. Let’s now introduce some of the options on offer that will help you to address privacy issues and go about automating privacy processes and tooling.




  
1.6 Privacy tech and tooling: Your options and your choices




  Given all the news and scrutiny around privacy, security, and risk, it is unsurprising that startups are springing up in the privacy tech space, with venture capital firms pumping more and more money into this mission-critical area. I have lost count of the number of VC firms that have sought my advice on the stickiness of products that represent potential investments for them. Just as numerous are the startups and early stage privacy tech companies that routinely contact me for a proof of concept and pilot as they seek high-profile adopters.
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