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PROLOGUE





  As heroes go, Stanislav Petrov is hardly a household name – it does not leap from our lips, nor does it adorn monuments. Yet every one of us alive probably owes our existence to this obscure Russian.




  Why? Well, on 26 September 1983, Petrov was a lieutenant colonel in the Soviet Air Defence Forces. He was serving as the chief officer on duty at Serpukhov-15, a bunker just outside Moscow. This facility was home to OKO, the Soviet missile early warning system – Russia’s eye on its enemy. These were fraught times. The Cold War was at its zenith, and deployment of US nuclear-missile systems across Europe had enraged the Kremlin. Tensions between the United States and the Soviet Union had never been higher. Just weeks before, the Soviets had shot down a South Korean civilian flight, killing all 269 passengers on board – including a US congressman.




  With President Reagan denouncing the Soviet Union as ‘an evil empire’, relations between the two superpowers had deteriorated to a state of alarming brinkmanship – and whispered in the corridors of power on both sides was the very real prospect of nuclear war. It is difficult to overstate the incredible firepower under these rival nations’ command. The first half of the twentieth century had seen physicists uncover the secrets of nuclear fusion, discovering how stars produce their incredible energy. Over subsequent decades both the USA and USSR had spent vast fortunes exploiting this, not for the betterment of humankind but to craft nuclear arsenals capable of obliterating whole cities. With such dreadful firepower, there could be no victors – only survivors.




  Against this backdrop, alarms at Serpukhov-15 began their mournful September wail, signalling that five American missiles were inbound. The unthinkable had become reality: nuclear war was imminent. Stanislav Petrov had long drilled for such an occasion and his instructions were clear: it was his duty to inform his superiors that war had begun. Their response would be inevitable: the Russians too would unleash a volley of nuclear warheads. The Soviet Union would be destroyed, but they would in turn destroy America. In the crossfire every other nation on earth would be targeted by both superpowers, seeking to nullify any potential advantages for any rival that might survive and vie to rule the ashes.




  Petrov was all too aware of this grim future. He also knew that once this news was elevated up the chain of command, the Soviet Union’s military commanders would waste no time scrambling to destroy their nemesis in retaliation. Every moment he delayed risked ceding more of an advantage to the American assault, a fact that couldn’t have escaped his fellow officers. To them, this was no time for reflection – it was time for decisive action. In this crucible of relentless pressure, Petrov made a different choice. Instead, he called the duty officer and calmly reported OKO as faulty. His colleagues were aghast, but as chief officer his word was final. There was nothing to do now but wait to see whether the lieutenant colonel was correct or whether they would be incinerated.




  That we are here is proof that Petrov’s instinct was vindicated. His reasoning had been simple and elegant: were the United States to launch an attack, it would have had to be all-out. They would have had to overwhelm the USSR’s missile defences in the hope of wiping their opponent from the face of the earth. They would have known that Russia would reply in force. If an attack were to come, it would have had to be an almost unfathomable barrage. Yet a paltry five missiles was a far cry from this strategy. Nor had the ground radar picked up any corroborating evidence. Weighing up the probabilities, Petrov had therefore arrived at the conclusion that a malfunction was a much more likely explanation. As it would later transpire, his reasoning was entirely correct – the ominous warheads seen by OKO were nothing more than reflections from low clouds, misinterpreted by the detector.




  Petrov’s insistence on reasoning before reacting had averted total nuclear annihilation. By all rights, he deserved to be feted as a hero the world over. Instead he was reprimanded, ostensibly for failing to document his actions adequately during the crisis. This was an impossible ask, as he recalled years later: ‘I had a phone in one hand and the intercom in the other, and I don’t have a third hand.’ In reality, Russian military command was embarrassed by the failure of their cutting-edge system and eager to spread the blame. Feeling scapegoated, Petrov eventually suffered a nervous breakdown. He left the military the following year, joining a research institute. Beyond the upper echelons of the Soviet military, no one knew about his actions, nor how close to destruction we had come. It wasn’t until 1998 that the world learnt of Petrov. Even then, he remained modest, claiming right up until his death in 2017 that he had only been doing his job. Perhaps so – but think of what might have transpired had a less reflective individual been in command.




  This was far from the only close call of the Cold War. Two decades before the OKO affair, on 27 October 1962 at the height of the Cuban missile crisis, something even more alarming transpired. While Khrushchev and Kennedy engaged in frantic diplomacy to prevent war, another crisis was simmering deep beneath the surface of the North Atlantic Ocean, unknown to either leader. The Soviet submarine B-59 had been detected by the US Navy, and in response dived too deep to communicate with the outside world. Pursued by the aircraft carrier USS Randolph and 11 destroyers, the B-59 crew had been unable to contact Moscow for days. No one aboard had any idea if war had begun or how to proceed.




  In an attempt to force the submarine to surface for identification, the Americans then began dropping depth charges, which was unsurprisingly interpreted by the Russians as an act of aggression. The three senior officers on board – Captain Valentin Savitsky, political officer Ivan Semonovich Maslennikov, and flotilla commander Vasili Arkhipov – gathered to formulate a response. Cut off from Moscow, B-59 had autonomy to respond to threats and, if required, the authority to deploy the single T-5 nuclear torpedo in the ship’s arsenal. This was a nuclear capability of which their American pursuers were entirely unaware as they continued hounding the beleaguered sub.




  Aboard B-59, the atmosphere was oppressive. The air conditioning had failed and the already cramped enclosure was like an inescapable sauna, with temperatures climbing above 50°C. Carbon dioxide had risen to dangerously high levels, and oxygen was low – neither situation conducive to rational decision-making. Drinkable water was in short supply too, and crew members were restricted to a single glass of water a day. With American depth charges constantly rocking B-59, intelligence officer Vadim Orlov later described how each barrage ‘felt like sitting in a metal barrel with someone hitting it with a sledgehammer’. In such hellish conditions, the rattled Captain Savitsky accepted that war had already begun. ‘There may be a war raging up there and we are trapped here turning somersaults. We are going to hit them hard. We shall die ourselves, sink them all, but not stain the navy’s honour,’ he proclaimed, ordering his crew to target the USS Randolph with the 15-kiloton nuclear torpedo.




  Maslennikov agreed. Normal protocols dictated that a decision to launch required the approval of the captain and political officer only. But Arkhipov’s position as flotilla commander gave him equal rank with Savitsky. For B-59 to use its nuclear weapon, all three would have to consent. With Savitsky and Maslennikov resolved to fight, the decision to strike now rested entirely upon Arkhipov’s broad shoulders. Upon his word, the Randolph would have been completely vaporised by the nuclear payload, an act that would have triggered a Third World War. Neither the Kremlin nor the White House knew that this momentous decision was being made. In the words of historian Arthur M. Schlesinger Jr, ‘this was not only the most dangerous moment of the Cold War. It was the most dangerous moment in human history.’




  The commander was, however, no stranger to pressure. Only the year before, he had served on the K-19 submarine, when its nuclear reactor coolant system failed. To stave off a nuclear meltdown, Arkhipov and the crew had improvised a secondary coolant system that narrowly averted disaster. In the process, the crew had received incredibly high doses of radiation. Although many succumbed to radiation poisoning, meltdown had been narrowly avoided. This incident was infamous throughout the Soviet navy, and Arkhipov’s courage was widely known and deeply respected. Now, aboard the sweltering B-59, all eyes fell upon him. Facing his fellow officers, he resolutely vetoed their request to engage. A passionate argument ensued, yet his contention remained that launching the T-5 meant total nuclear war was inevitable. To do so without complete information was the height of madness, he argued; instead, he urged that they surface and re-establish communication with Moscow.




  In the end, Arkhipov won his colleagues over. By that stage the White House had become aware of the North Atlantic chase, and gave orders that B-59 be allowed return to the Soviet Union unmolested. It was not until much later that either Moscow or Washington had any inkling of quite how close to destruction the world had come, and how Arkhipov’s level head had prevented Armageddon. Decades later, the director of the National Security Archive, Thomas Blanton, put it succinctly: ‘A guy called Vasili Arkhipov saved the world.’




  While Petrov and Arkhipov may never receive the recognition they deserve, humanity owes them a huge debt. Their actions share something too, quite aside from the fact that each of them averted doomsday. In situations where emotions ran high, both men employed impressive critical thinking, and quite literally saved the world. In the face of incredible stress, they marshalled logic, probability and clear reasoning. And because of that, we are here today. We may never ourselves have to avert a nuclear disaster, but we ought to learn something from these two unsung Russians: that the ability to think critically is absolutely vital.










  
INTRODUCTION





  
FROM ABSURDITY TO ATROCITY





  China of the 1950s was a country in rapid flux. After a hard-won victory, the Communist Party was determined to transform an agrarian society into a modern communist utopia. To this end, Party Chairman Mao Zedong hatched an audacious plan: the Great Leap Forward. Mao’s vision for this rapid industrialisation required collectivisation of farming and a suite of new policies. It was deemed imperative that vermin be eliminated – the flies that pestered humankind, the mosquitoes that spread malaria, and the rats that propagated plague. This rogues’ gallery was rounded off by a perhaps unexpected inclusion: the humble Eurasian tree sparrow. This harmless bird vectored no disease, but it ate grain the farmers had sown. To the authorities, sparrows had political resonance, a parasitic bourgeoisie exploiting the proletariat. With the birds denounced as ‘public animals of capitalism’, the Great Sparrow Campaign of 1958 aimed to exterminate these winged enemies of the revolution.




  The Peking People’s Daily demanded that ‘all must join battle . . . we must persevere with the doggedness of revolutionaries’. This call to arms was emphatically answered; Beijing alone mustered a 3-million-strong force. Student rifle teams were trained to shoot sparrows, nests were systematically destroyed, eggs broken and chicks killed. Others banged pots, with the resultant cacophony preventing the sparrows from landing. Exhausted, the poor creatures fell dead from the sky in droves. Terrified birds flocked to anywhere they could find sanctuary, such as the Polish embassy in Beijing, which refused the mob entry. Any respite was short-lived as the grounds were surrounded by volunteers beating drums. After two days of constant drumming, the Polish mission had to use shovels to clear the dead sparrows. Within a year, an estimated 1 billion sparrows had been killed, rendering them virtually extinct in China.




  But the architects of this destruction had not considered the importance of the simple sparrow. Autopsies revealed that their major food source wasn’t grain but insects. Nor was this unforeseen – China’s leading ornithologist, Tso-hsin Cheng, had warned that sparrows were vital for pest control. This perceived criticism incurred the wrath of Mao, and Cheng was branded a ‘reactionary authority’, condemned to re-education and hard labour. The party eventually yielded to reality in 1959, but the damage was done. Sparrows were the only natural predator of locusts and, in their absence, insect populations exploded. Across the country, locusts devastated crop yields unimpeded. This havoc forced China into a spectacular volte-face, importing sparrows from the Soviet Union. But crop yields were already irreparably damaged, a situation exacerbated by other disastrous policies of the Great Leap Forward. The ensuing result of this myopia was the Great Chinese Famine between 1959 and 1961, a tragedy that claimed between 15 and 45 million innocent lives.




  This staggering loss of life is a stark illustration of the failure of thought, a testament to what can happen when actions are pursued without reflection for what the consequences might be. Mao and his contemporaries were taken in by the politician’s syllogism, ‘Something must be done; this is something; therefore, this must be done.’ But simply taking action for its own sake is no guarantee that action will be beneficial. As the adage warns, the road to hell is paved with good intentions; poorly considered actions can lead to unintended, dreadful results. The party’s overwhelming desire for modernisation had blinded them to the dangers and rendered them deaf to the concerns of the scientists who had urged caution. The Great Chinese Famine is an example of what can transpire when critical thought becomes afterthought.




  Our ability to reason, reflect and infer is one of our finest skills and perhaps what best characterises us as a species. It is conceivably the secret of our success. Our total dominance of this planet is in some respects surprising. As a species, we are not especially imposing – we are furless, bipedal apes, possessing only meagre physical prowess. We cannot deftly scale trees like our simian cousins. Nor do our physiques compare favourably to the sleek powerful forms of hunting predators. In our natural state, we are confined to the earth, incapable of flight, unable to survive long in open water – and even less time submerged in it. But our greatest endowment is just over a kilogram of fleshy matter with the consistency of gelatine, encased in the protective fortress of our skull. Since humankind took its first tentative steps on the planet, the extraordinary power of our unique brains has been the one feature that has allowed us rise to the apex position, more than compensating for what we lack in tooth and claw.




  An intricate dance of chemical and electric signals inside our heads has given rise to all that makes us human. Language, emotion, society, music, science and art all come from our ability to think and to share those thoughts. This ability to communicate and our limitless capacity for reason have led us to extraordinary feats. Our minds have enabled us to shape the world around us, bending nature to our will. We are – and always have been – driven by curiosity, deep thought and an irrepressible desire to explore. We possess an insatiable hunger to discover more about the majestic world around us, to better understand our place in the vastness of the universe. We have traversed the deepest oceans, unlocked the secrets of the atom and even escaped the confines of our planet. The very name of our evolutionary niche reflects these traits – Homo sapiens; the thinking man – as much a statement of intent as a description.




  But for all the virtues of our minds, faults in our reasoning are pervasive. Despite the impressive hardware with which we are gifted, we frequently make mistakes ranging from trivial to fatal. While these have blighted us throughout history, it is now more vital than ever that we understand where we can err. We have never been more at the mercy of charlatans and fools, from fraudulent health advice to the emergent phenomena of fake news and viral propaganda. These are not new problems, but the scope of the challenge has changed utterly. We live in an era where instantaneous access to the wealth of human knowledge is at our very fingertips. Yet the paradox is that this same freedom allows misunderstanding, misinformation and falsehoods to perpetuate further and faster than ever before.




  But we needn’t despair – the same human mind that can make mistakes is also uniquely capable of learning from those mistakes. If we can identify where we err, then we can circumvent the consequences of faulty thinking. If we are to make sound decisions in the face of an overwhelming cacophony of half-truths and outright lies – the equivalent of all those banging pots in the Great Sparrow Campaign – it is imperative that we learn to distinguish how to separate the signal from the noise and be aware of where faulty reasoning might creep up on us. Daunting as this might seem, we have an extraordinary advantage: the ability to think critically. There are many related definitions of this – the Oxford English Dictionary defines critical thinking as ‘the objective analysis and evaluation of an issue in order to form a judgement’.




  The analytical aspect of this is vitally important. If we can learn how to trace the path of each assertion to its logical terminus, we can derive much more reliable conclusions than instinct or intuition alone would allow. Perhaps more difficult is to subject our own beliefs to the same scrutiny we’d apply to the convictions of others. We must let evidence guide us, and be prepared to jettison incorrect ideas and beliefs, no matter how comforting they might be. The question isn’t whether we like the resultant conclusion or whether it fits our preferred view of the world; only whether it flows from the evidence and logic or not.




  Such reflection is vital, as our view of the world is inherently skewed. Swedish statistician and physician Hans Rosling surveyed thousands of people worldwide, asking them objective questions about everything from healthcare to poverty. His repeated finding was that, no matter our level of intelligence or education, we are resoundingly underinformed about the world. We harbour impressions totally incompatible with the data, and these impressions are frequently far more pessimistic than the evidence implies. In Rosling’s view, this is due to our tendency to rely on media accounts to form impressions, remarking that ‘forming your world-view by relying on the media would be like forming your view about me by looking only at a picture of my foot’. Media of course entails much more than the traditional triumvirate of television, newspapers and radio. The majority of us now get our news and information online, overwhelmingly through social media. Stripped of the gatekeepers and regulations constraining traditional media, this is an environment in which falsehoods can quickly take root.




  Nor are we especially skilled at detecting falsehoods. In 2016, researchers at Stanford tested the ability of middle-school, high-school and university undergraduates to gauge the credibility of different articles. The results were, to quote the researchers, ‘bleak’ and a ‘threat to democracy’. Across the board, students were easily misled into accepting dubious sources as legitimate, unable to even identify what they needed to look for to assess the legitimacy of the source. The simple fact that a website ‘looked’ polished or a social media account had a lot of followers was enough to dupe even these digital natives. Stanford undergraduates, for example, were directed to articles on same-sex parenting from the American Academy of Pediatrics (a reputable professional body) and the American College of Pediatricians, a recognised homophobic hate-group. Depressingly, the students saw the two organisations as equally reputable, failing to look beyond the website or do rudimentary fact-checking.




  An estimated 59 per cent of articles shared on social media are propagated by people who haven’t even read them. Reading an article takes effort, whereas sharing something based on an appealing headline alone garners social kudos without any intellectual exertion. This social component is deeply important; more so than traditional media, online sharing caters to our worst excesses. A 2014 study in Science found that learning about immoral acts online triggered far stronger feelings of outrage than when the same acts were reported on television or in a newspaper. Part of the reason is that content producers and platforms are reliant on sharing to generate revenue. Even traditional non-tabloid media – whose revenue streams once depended on trusted reporting – have been forced to embrace the internet as physical sales plummet. And the best predictor of online sharing? Strong emotions. A 2017 PNAS study found that moral-emotive language significantly increased the diffusion of political content across social media. But this comes at the cost of turning us into engines of outrage, implicitly selecting for the most arresting content, regardless of its veracity or social value.




  Cathartic as shared outrage may be, it’s not conducive to finding viable solutions. If anything, it drives us deeper into our tribes; strong feeling might generate more engagement, but this tends to stay within ideological group boundaries rather than transcending them. This preaching to the choir gives us a sense of satisfaction, but is ultimately performative. Anger is not a sophisticated emotion; it’s a prism that distorts nuanced situations into misleading binaries, and complex characters into pantomime heroes or villains. A growing body of evidence suggests that the decline in traditional media has seen an alarming fragmentation of information. By curating our own sources, we can construct any tableau we desire. But collectively we fail to objectively interrogate our information, amplifying that which affirms our prejudices and pre-existing beliefs while excluding that which might challenge them. To borrow from Paul Simon, ‘the man hears what he wants to hear and disregards the rest’. The instantaneous nature of modern discourse means we are primed to crave velocity over veracity, reaction over reflection.




  The net result of all this should concern us deeply. A massive 2018 study published in Science delved into the fractured fabric of modern discourse, analysing 126,000 contested news stories between 2006 and 2017. Their findings make for sobering reading. By any metric one employs, hoax and rumour completely eclipse truth, and falsehoods consistently dominate the narrative: ‘Falsehood diffused significantly farther, faster, deeper, and more broadly than the truth in all categories of information, and the effects were more pronounced for false political news than for false news about terrorism, natural disasters, science, urban legends, or financial information.’ Emotional content was again a predictor of how widely shared an item would be, and false narratives were crafted to elicit disgust, fear and direct anger.




  False narratives foster mistrust, leaving us more polarised than ever before. More than that, though, they’re resilient to correction – it takes considerably greater effort to debunk a myth than it takes to craft it in the first instance. This hasn’t escaped the notice of propagandists the world over, who have taken advantage of the internet to spread all manner of suspect messages. Russia under Vladimir Putin has been by far the most enthusiastic adopter of this new front – fingerprints of substantial Russian interference have cropped up around the globe, aimed at exerting a destabilising influence on perceived rival nations by stoking internal tensions and mistrust. One infamous example is the Internet Research Agency outside St Petersburg, where a small army of trolls is employed to prowl social media, sowing discord and influencing opinion worldwide. A joint report by the United States Intelligence Community found that the 2016 US election was rife with Russian meddling, with subsequent analysis suggesting this concerted propaganda effort might have been enough to swing the result. Similar telltale signs of interference cropped up the same year during the UK Brexit referendum and in the 2017 French presidential race.




  The depressing truth is that these techniques, cynical as they are, are incredibly effective. The RAND Corporation describes this as the ‘Russian firehose’ model of propaganda: high-volume, multichannel and unrelenting. While the material lacks any commitment to objective reality or consistency, its rapid and repetitive nature captures our attention. Things seem more convincing when they come from multiple sources, pointing to the same conclusions – even if the claims themselves are inconsistent. The principle isn’t always to persuade but to overwhelm us with conflicting narratives until we end up sleepwalking into a state of confused inertia. The combined effect of all this has disproportionate influence on what we believe. This is a precarious state – Voltaire famously warned that ‘those who can make you believe absurdities can make you commit atrocities’.




  The US Office of Strategic Services (OSS) would have agreed with Voltaire’s assessment almost 200 years later. Their psychological profile of Adolf Hitler, commissioned in the midst of the Second World War, makes for compelling reading:




  

    

      His primary rules were: never allow the public to cool off; never admit a fault or wrong; never concede that there may be some good in your enemy; never leave room for alternatives; never accept blame; concentrate on one enemy at a time and blame him for everything that goes wrong; people will believe a big lie sooner than a little one; and if you repeat it frequently enough people will sooner or later believe it.


    


  




  The OSS report doesn’t just give a portrait of the most infamous and terrible dictator in history, it captures the blueprint for tyranny itself. Dictatorship can only thrive by subverting our critical faculties, homing in on our biases and exploiting the glitches in our cognitive mesh. Hitler was a devious and skilled orator who knew intuitively what psychologists refer to as the illusory truth effect – our tendency to believe information to be correct due to repeated exposure. He was certainly not the first to realise this; Napoleon Bonaparte is widely believed to have remarked that ‘there is only one figure in rhetoric of serious importance, namely, repetition’. Research indicates that the simple repetition of falsehood doesn’t just bamboozle us on topics over which we’re uncertain, it can in some instances even sway us to accept a fiction despite knowing the correct answer.




  That our very reality can be so easily eroded is a disconcerting concept and we are witness to this even now in contemporary politics. All of this is inherently damaging not only to our understanding of the world around us, but to societal cohesion itself. Pervasive falsehoods fracture our trust in society, institutions and each other. And all too often, devious fictions rush in to fill the void left by suspicion and mistrust. As if to compound all this, we as a species face daunting challenges that demand considered action, from the rapid encroachment of climate change to the resurgence of Cold War geopolitics and the impending catastrophe of antibiotic resistance. Never in human history have our actions had such long-lasting consequences.




  For all the sophistication of our minds, we are but sentimental animals. We are irrational apes, deeply wedded to questionable conclusions, prone to thoughtless reaction. We have constructed tools of unimaginable destruction and placed them at the whim of volatile tempers. As the great biologist E. O. Wilson suggested, humanity’s real problem is that we have ‘Palaeolithic emotions; medieval institutions; and god-like technology’.




  All of us, of course, harbour some delusions or questionable beliefs. But we mightn’t be aware of quite how drastically these can alter our perceptions. Ideas do not exist in isolation, nor beliefs in a vacuum. All information we encounter forms part of what W. V. Quine called our ‘web of belief’. Our ideas are deeply entangled, and accepting even one dubious belief can mean a spiral of impacts on other concepts. Taking the example of the debunked claims that vaccines cause autism, philosopher Alan Jay Levinovitz elaborates:




  

    

      In order to add ‘vaccines cause autism’ to your web of belief, you must weaken confidence in [scientific authorities], and increase the force of other higher order beliefs so they can supply adequate alternative justification. To those who follow the debate over vaccines, these higher order justificatory beliefs are all too familiar: natural is better than unnatural; scientists are in the pockets of Big Pharma; mainstream media can’t be trusted; you are the best judge of what’s good for your body.


    


  




  Something similar is seen with conspiracy theorists; belief in one conspiracy theory is strongly correlated with belief in others. Once someone yields to conspiratorial ideation, they begin to see sinister machinations everywhere.




  All this leaves us polarised and divided. Democracy itself is fragile – we share but one world, and if we cannot even agree on basic facts, how can we hope to find pragmatic solutions to the problems confronting us? The solution is to adopt the critical thinking central to the scientific method, where ideas are advanced and rigorously tested. Those that withstand critical examination are provisionally accepted, while those that do not are discarded, no matter how elegant they may be. There is nothing inherently scientific about this approach – in essence, it’s simply a scientific context for a much more general stratagem where we test our ideas rather than accept them blindly. Conversely, this means this critical approach isn’t limited to scientific questions – analytical thinking can be applied to problems across all spheres, from making choices about our wellbeing or deciding what insurance to buy to averting global disaster. Learning to think like scientists unlocks the tools we need to assess the onslaught of assertions we encounter, untangling whether they’re reasonable or suspect. And crucially, it allows us to recognise dubious argument and misleading techniques.


  

  This not only enables us to make better decisions, it is fundamental to our freedom; critical thought is anathema to demagogues. In a 1995 essay, the great Italian novelist and philosopher Umberto Eco enumerated 14 properties common to all fascist ideologies. His observations were drawn from historical authoritarian regimes, but it is disturbing to note the dark renaissance of many of these traits in modern populist political movements. Chief among these is an odious strain of anti-intellectualism and irrationalism, which seeks to denigrate critical thought. To fascist-like movements, Eco noted:




  

    

      Thinking is a form of emasculation. Therefore culture is suspect insofar as it is identified with critical attitudes. Distrust of the intellectual world has always been a symptom of Ur-Fascism, from Goering’s alleged statement (‘When I hear talk of culture I reach for my gun’) to the frequent use of such expressions as ‘degenerate intellectuals’, ‘eggheads’, ‘effete snobs’, ‘universities are a nest of reds’.


    


  




  That such movements aim to stifle critical thought and denigrate those who encourage it is unsurprising. A society that is willing to ask for evidence and to challenge inaccurate claims, and that is aware of duplicitous tactics, is immune to the arsenal of eager tyrants. This kind of analytical thinking isn’t entirely natural to us – it demands that we be reflective rather than reactive, and value veracity over velocity. While not intuitive, it can be learnt.




  One might assume that rationality is a by-product of intelligence, but there is little correlation between intelligence and rationality. Those with high IQs are as likely to suffer from dysrationalia (the inability to think and behave rationally despite possessing the mental faculties to do so) as those of lower intelligence. Unlike IQ, however, rationality can be readily improved. An intriguing 2015 paper assessed the susceptibility of subjects to common decision-making biases. Afterwards, some subjects were shown an explanatory video on their logical mistakes or asked to play an interactive game designed to decrease bias. Confronted with similar problems months later, those with this training were far less likely to repeat their errors – and far more likely to spot questionable claims.




  As a scientist, I have been extraordinarily privileged to have received years of training in analytical thinking. Even now, I still learn new things, and correct old errors. As a science communicator, I’ve had the additional pleasure of talking with a wide variety of people on their understanding of science and medicine, garnering some insight into their concerns, misgivings and confusions. I’ve spent much of my time over the past few years attempting to bring clarity to issues contentious in the public mind, from cancer myths to climate change to vaccination and genetic modification. I’ve witnessed the darker side of tortuous logic and irrationality: conspiracy theories, misguided crusades and even needless deaths. And in all of this, there are lessons we can learn that might make us just a little more astute.




  My aim with this book is to illuminate the major reasons why we err, and to explore how each of us can employ analytical thinking and the scientific method to improve not only our own lives, but our world itself. It’s probably foolishly ambitious to hope to capture all this in a single work, of course, but I hope that this contribution showcases the major issues and ways of thinking that consistently lead us astray. It isn’t my intention to write a textbook – stories have deeper resonance for us than facts alone, and so every topic we’ll explore is illustrated through strange, true stories from across the world and history, from the comical to the catastrophic.




  Accordingly, the book is organised into six major sections, unified by common themes. ‘I: Without Reason’ explores our ability to reason. This is perhaps one of humankind’s greatest assets, and yet an illusion of logic can drive us to terrible consequence. These chapters focus on the vital importance of logic, and how subtle errors can steer us towards disaster. ‘II: The Pure and Simple Truth?’ concerns the perpetual maelstrom of arguments, discussions and debates to which we’re subjected, exploring how rhetoric skews our ability to think clearly, leaving us vulnerable to demagogues and charlatans.




  ‘III: Trapdoors of the Mind’ reveals how we are unreliable narrators of our own lives. Our very thoughts, emotions, memory and senses are more malleable than we might know, and here we examine the hidden biases, psychological quirks and flawed perceptions that push us to faulty conclusions. ‘IV: Lies, Damned Lies and Statistics’ delves into the ubiquity of statistics and numbers in the modern world – and just how the true meaning of the figures we encounter is frequently misunderstood or distorted, our collective innumeracy frequently exploited by the duplicitous.




  How and where we acquire our information itself plays a huge role in shaping our perceptions. Media has a greater impact on our understanding than we comprehend; in ‘V: News of the World’ we’ll see how what we consume shapes our perceptions, from television to social media – and just how easily we are misled by our own sources. Finally, ‘VI: The Candle in the Dark’ focuses on critical thinking and the scientific method – and how we can use these tools to enlighten our world. These chapters elucidate the fine line between science and pseudoscience, the extraordinary power of scepticism, and how a modicum of critical thought improves our decisions and might yet save the world.




  I would hate to give the impression that scientists are flawless – nothing could be further from the truth. We are human, prone to the same errors as anyone else. That we will make mistakes is inevitable, but we can learn from them. Analytical thinking and the scientific method itself are not the preserve of science – they are the property of all of us. Scientists shouldn’t be jealous gods atop Olympus but heirs to Prometheus, eager to share fire. We live in an age where the ability to differentiate signal from noise has never been more urgent nor more difficult – an era where myths and manipulations threaten to strangle truth – and so I truly believe that it has never been more important that we embrace analytical thinking whether we’re artists or accountants, police officers or politicians, doctors or designers. We’ll begin with something fundamental to being human: reason itself.










  
SECTION I:




  Without Reason




  

    

      

        

          ‘He, who will not reason, is a bigot; he, who cannot, is a fool; and he, who dares not, is a slave.’




          – WILLIAM DRUMMOND OF LOGIEALMOND
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AN INDECENT PROPOSITION





  Strange as it sounds, the medieval papacy was a hive of political intrigue worthy of George R. R. Martin. But even by the bizarre standards of early Vatican intrigue, few episodes in the history of the Catholic Church are quite as strange as the dramatic events of January 897. The setting was the courtroom in the magnificent Archbasilica of St John Lateran, where the newly anointed Pope Stephen VI thundered accusations of perjury, corruption and sin at his predecessor, Pope Formosus. Yet, despite the animated tirade, Formosus reacted with stony silence to the litany of abuses levelled against him. This silence was perhaps unsurprising; Formosus had in fact been dead a full eight months before the trial even began.




  Even so, the disinterred Formosus sat propped up, garbed in papal vestments, a perplexed deacon appointed to speak for him. To the shock of absolutely no one, Formosus (whose papal name, somewhat unfortunately, translates as ‘handsome’ – unlikely an apt moniker that long post-mortem) continued his defiant silence. By the rationale of his papal accusers, this silence was damning evidence of guilt. After all, Stephen declared, an innocent man would defend himself. As Formosus did no such thing, he was surely guilty. And so, guilty Formosus was found – Stephen wasted no time in condemning the thoroughly deceased pope, ordering three of the fingers on his right hand to be severed so that he might not perform any blessings, on the off-chance Formosus might add reanimation to his list of achievements.




  Formosus’s mutilated corpse was flung into the raging Tiber, retrieved by monks and briefly worshipped as miraculous by Roman citizens. The macabre spectacle became known as the Cadaver Synod or the Synodus Horrenda, turning public opinion against Stephen.1 Of course, Stephen wasn’t a complete idiot – the true motivation of the trial had been nakedly political. Skewed logic was merely used to justify the whole sordid affair, giving the appearance of reason to an episode devoid of any justice. Not that it helped Stephen in the long run; before summer 897 was over, he himself was imprisoned and strangled to death in his cell. The church later quietly disregarded the damnatio memoriae against Formosus as based more on politics than piety, wisely letting the whole ugly incident fade quietly with the fullness of time. But there is a fascinating lesson underpinning it all – how we can be misled by the illusion of reason.




  Our capacity to reason is the clearest hallmark of being human. We are reflective animals, blessed with metacognition to be aware of that fact. Each one of us wrestles with concepts both abstract and tangible, learning from the past and pre-empting the future. And underpinning it all is our ability to reason, a spark that illuminates even the darkest reaches. But for all the impressive feats of which our brain is capable, it isn’t an infallible machine and we frequently make mistakes both obvious and subtle. Psychologists Richard E. Nesbitt and Lee Ross remarked of this glaring contradiction that ‘one of philosophy’s oldest paradoxes is the apparent contradiction between the great triumphs and the dramatic failures of the human mind. The same organism that routinely solves inferential problems too subtle and complex for the mightiest computers often makes errors in the simplest of judgements about everyday events.’




  Possessing a powerful brain is not enough. We need also to train it sufficiently to handle more obtuse and complex situations. Drawing a loose analogy with computers, even with hardware to the highest specification, a machine cannot perform without the requisite software. Our brain’s architecture and complexity are second to none, but reasoning goes beyond the intuitive and needs to be learnt. Defective reasoning is a gateway to utterly wrong conclusions. ‘Garbage in, garbage out’ is a mantra of computer scientists and hardly a new complaint. Charles Babbage, credited as the father of computing, lamented in the mid-1800s: ‘Pray, Mr Babbage, if you put into the machine wrong figures, will the right answers come out?’ . . . I am not able rightly to apprehend the kind of confusion of ideas that could provoke such a question.’




  Humans, of course, are not computers, but something else entirely. While we are capable of incredibly deep thought, we also rely on instinctive techniques to make rapid decisions. For instance, we might gauge whether something is a threat based on its similarity to known threats. Such rules of thumb are known as heuristics and are hardwired into us. These short cuts are not always optimal, or even correct, but are regularly ‘good enough’ for most situations and don’t use up vast amounts of relatively expensive cognition. Most importantly, they happen so instinctively that we’re rarely even aware of the thought processes leading us to certain conclusions. This impulse has served us well, keeping us alive through millennia of prehistory, where rapid decisions were often a matter of life or death.




  The problem, however, is that most of the important decisions that we face today require more nuanced thought. Heuristics, while useful, are often inherently unsuitable for the challenges and questions we face. Whether the question concerns geopolitics or healthcare, we cannot rely on unconscious instinct to guide our judgements, and a knee-jerk approach in these situations is a sure route to disaster. Most issues we face today as a species are not cleanly black and white with straightforward solutions. Rather, they exist on a spectrum of varying shades of grey, with unavoidable trade-offs. For the most pressing problems we face, there’s rarely an obvious optimal solution to be found and our decisions require reflection and revision in the light of new information.




  Luckily, we have more than reflex and gut feeling at our disposal – we can reason analytically, marshalling information, logic and imagination to arrive at conclusions. On a small scale, we do this all the time – we make decisions, we choose paths, we plan futures. But while we might pride ourselves on our logic and rationality, we are not immune to error. Missteps in our thinking have long plagued us, and flaws in our logic can be downright difficult to untangle. To compound this, there is ample evidence that the illusion of logic is frequently enough to lull us into misconception – even if an argument is fatally undermined by some structural slip. The costs of this are manifold in every human sphere from politics to medicine and can cost us dearly, leading to persecution, suffering and damage both to ourselves and to the world in which we live.




  These are far from mere academic concerns; while our wonderful minds have steered us towards who we are today, we remain afflicted by the vagaries of poor reasoning. Identifying where we fail is vital to correct this. The challenges we face today are not trivial – we wrestle constantly with complex questions, perpetually assessing the risks and benefits of everything from medical treatment to government policy. As a collective, we’re confronted by monumental existential questions too, from the looming spectre of climate change to epidemics and global strife. Our ability to reason is the only chance we have for finding pragmatic constructive solutions to these broadsides, and if we are to address these problems and more besides, we cannot afford indulgence in half-cocked thinking. But what precisely differentiates solid reasoning from a dubious imitation?




  This question has captivated inquisitive minds for centuries – early Greek philosophers dedicated huge amounts of time to exploring the structure of logic. Their discoveries remain the very foundation of mathematical logic. This fundamental area has extreme practical application as well as theoretical elegance, underpinning everything from search engines to space flight, pizza delivery to emergency services. The rigours of logic are not just a niche area for scholars and engineers; it is the very basis of the rhetorical arguments that we encounter every day and the tools we use to reach conclusions on every imaginable issue.




  For our purposes, we’ll define an argument as a sequence of reasoning steps leading to a conclusion. When the structure of our logic is inherently flawed, we’re dealing with a class of reasoning error known as the formal fallacies. A full treatment would require us to delve into abstract mathematics, but for our purposes we need only concern ourselves with some essential ideas. For an argument to be sound, it needs to have (a) a valid structure and (b) premises that are correct. Validity might be thought of as the structure or skeleton of the argument. A classic example concerns Socrates, widely considered the father of Western philosophy:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            All men are mortal.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            Socrates is a man.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, Socrates is mortal.


          

        


      


    


  




  This is an example of deductive reasoning, where conclusions flow directly from the premises.2 Curiously, we have no record of Socrates’ writings, instead deriving our understanding from his contemporaries, Xenophon and Plato. How much these accounts reflect his philosophy or whether they describe a man or idealised figure are matters of some contention, and the air of mystery around the man himself is dubbed the ‘Socratic problem’. All we know for certain is that he was put to death by the state of Athens in 399 BC, poisoned by hemlock. Beyond this, the historical record is murky. But execution notwithstanding, the argument shows that the eventual death of the great philosopher was inevitable. Crucially, for an argument to be valid, the only condition is that the logical structure is correct, with the premises leading to the conclusion. Let’s consider some nonsensical premises:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            Greek philosophers are time-travelling killer robots.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            Socrates is a Greek philosopher.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, Socrates is a time-travelling killer robot.


          

        


      


    


  




  While outlandish, the logic is valid; accepting the premises means the conclusion follows. Clearly, valid logical syntax alone isn’t enough; for a deductive argument to be sound, the logic must be valid and the premises must be true. With these straightforward examples, it’s tempting to assume that gauging soundness is simple. Alas, this isn’t always the case – as with all things, the devil resides in the detail. Formal fallacies are rudimentary errors in the logical structure of an argument, which render that argument invalid. Some can be surprisingly opaque, embedded in cunning demagogic oratory. Let’s return to the scheming Pope Stephen’s argument against his deceased predecessor:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            An innocent man would defend himself.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            Formosus did not defend himself.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, Formosus is guilty.


          

        


      


    


  




  The conclusion here is inferred from a statement when there are no grounds to do so. There are myriad reasons an innocent person might not defend themselves. Perhaps they’re protecting someone or refusing to recognise a corrupt court. Perhaps they’re simply exceptionally dead, as was the case with Formosus. This logical fallacy is denying the antecedent, or the inverse error. Just because X implies Y (‘an innocent man would defend himself’), it is mistaken to assume the absence of X implies the absence of Y (‘Formosus did not defend himself, thus he is guilty’). Despite a superficial logical veneer, it is intrinsically flawed. Greek scholars demonstrated the perils of the inverse error in antiquity, but that hasn’t stopped it being dubiously employed in subsequent centuries by those who should know better, as Pope Stephen exemplified.




  The problem with logical fallacies like this is that they often give rise to sensible-looking conclusions, masking more serious issues. These can require some reflection to detect. For instance, one can invert cause and effect – if we’re told X implies Y, then it might seem reasonable to presume this flows both ways, with Y implying X. Revisiting Socrates again, this extrapolation would be:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            All men are mortal.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            Socrates was mortal.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, Socrates was a man.


          

        


      


    


  




  Superficially at least, this appears fine – the conclusion passes a simple sanity check, and the premises appear reasonable. But while the conclusion is true, the argument is invalid – we have no reason at all to assume simply because X implies Y, that Y implies X. Such a logical blunder is known as affirming the consequent or the converse error. It’s surprisingly common, because it often yields ostensibly correct conclusions from a less-than-watertight logical structure. But the ‘hits’ of this reasoning are simply blind chance. The structure of the argument is always invalid, even if it leads to a seemingly acceptable conclusion; replacing ‘men’ in the above with ‘dogs’ would have equally correct premises, but lead to a false conclusion:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            All dogs are mortal.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            Socrates was mortal.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, Socrates was a dog.


          

        


      


    


  




  Or, taking a more tangible example:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            Paris is in Europe


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            I am in Europe.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, I am in Paris.


          

        


      


    


  




  While this might be true for the 2.21 million residents of Paris, it’s clearly false for the vast majority of the 500 million people in Europe. Affirming the consequent here leads to the conclusion that those in Dublin, London, Berlin, Brussels or multitudinous other places are inside Paris, presumably causing astronomical delays on the Metro and formidable queues for the Eiffel Tower. That this yields the right answer for Parisians is mere fluke. However, because it can produce misleading hits, it is often employed in arguments, despite flimsy rooting.




  The converse error is easy to spot in the examples so far. But employed subtly, even the relatively astute can fall victim to a disguised version. Advertisers rely heavily on an implicit version when hawking luxury items, from perfumes to sports cars. Adverts typically show successful, attractive people coveting some item, the implication being that desiring that item makes one a successful, attractive person. The logic of such scenarios is that ultimately purchasing the product in question makes a person desirable sexually or socially. Yet, as anyone who has ever seen a rotund middle-aged man in a sports car will attest, this conclusion does not follow.




  Appeals to vanity aside, converse errors lend the illusion of justification to darker arguments. On 11 September 2001, four passenger planes were hijacked in the United States by Islamic extremists in a co-ordinated attack. American Airlines Flight 11 struck the north tower of New York’s Twin Towers between the 93rd and 99th floors at 790 km/h. Minutes later, United Airlines Flight 175 struck the south tower at a speed of 950 km/h between the 77th and 85th floors. The violence of the impact draped the towers in thick black smoke, consuming them in raging flames, compromising the structures far beyond their limits of endurance. By 10.30am, both towers had succumbed to catastrophic failure, crumbling before a dumbstruck world.




  Across the country, the hijackers of American Airlines Flight 77 careered the passenger jet into the Pentagon. In an act of extreme bravery, passengers on United Airlines 93 rushed their hijackers, sacrificing their lives to bring down the plane before it reached its intended target in the political heart of Washington. As the chaos receded over the smouldering ruins, 2,996 people lay dead in the worst terrorist attack ever on American soil. The world reeled at the sheer audacity of the attack at the heart of the world’s most powerful nation, permanently etching the image of the mighty Twin Towers coming undone upon our cultural consciousness.




  But before the smoke had even settled, allegations of conspiracy were already surfacing. In the aftermath of the atrocity, the absence of easy answers left a void that conspiracy theorists eagerly filled. Dark conjecture grew in the telling, and an elaborate and all-encompassing narrative emerged. Many asserted that burning jet fuel simply would not have been hot enough to melt steel beams. Others insisted the towers were felled in a controlled explosion. The identity of the ‘true’ perpetrators varied with the prejudices of the believer – some asserted that the attack was simply allowed to happen for political currency. Others claimed it was a false flag operation by the US government or the work of Mossad, while others insisted the entire event was an orchestrated ruse, proclaiming the planes were disguised missiles or even holographically projected mirages to fool eyewitnesses on the ground and millions at home.




  What began as fringe views held an undeniable allure. In the wake of 9/11, internet conspiracy sites flourished. Just a year after the attacks, marchers in San Francisco decreed angrily that President George W. Bush was behind everything. YouTube uploads asserting all manner of conspiracies were eagerly consumed. One such documentary, Loose Change, ratcheted up millions of views. Its popularity transcended digital confines, prompting Vanity Fair to declare it the world’s first ‘internet blockbuster’. While the kaleidoscope of theories about what really transpired were often contradictory or thoroughly outlandish, they were united by a common belief: the official account could not be trusted. From the ashes of downtown Manhattan, the 9/11 ‘truther’ movement slithered into public consciousness.




  That these ideas found a ready audience is understandable. In a paradoxical way they were darkly reassuring, making sense out of carnage that was otherwise impossible to comprehend. If 9/11 was the flame that ignited such ideas, the 2003 invasion of Iraq was gasoline. Flimsy attempts by the Bush administration to link the attack with Saddam Hussein’s regime rang insultingly hollow, as no evidence linked the Iraqi dictator and al-Qaeda. Claims that Saddam had weapons of mass destruction transpired to be false. Invading Iraq was profoundly unpopular, with Canada, France, Germany and Russia opposing war. On 15 February 2003, anti-war protests were held in over 600 cities around the world, attracting between 10 and 15 million people – the largest protest in history. Disingenuous rationalisations by the Bush administration were grist to the mill for conspiracy advocates.




  From that sea of anger, 9/11 myths underwent dramatic amplification. In 2003 I was 17, on the cusp of university and, like so many others, I joined protests against the war that was to ensue. Starting college that autumn, I remember vividly a fellow student who held an audience rapt, joining the dots between all manner of events. In his telling, the towers came down in a controlled explosion, a pretext to the invasion of Iraq. Osama bin Laden was a US agent, Saddam Hussein an innocent scapegoat under whom the Iraqi people thrived but whose oil America needed. This student emissary was in no way unique – such narratives played out verbatim to receptive audiences the world over. It seemed so appealingly clean, explanatory and reassuring. But for all these attributes, such stories were and remain utter nonsense, readily disassembled by even cursory familiarity with the evidence.




  To take one persistent canard, it is true that jet fuel cannot melt steel beams. It is essentially kerosene, burning at approximately 815°C, whereas steel’s melting point is around 1,510°C. Yet, while 9/11 truthers clutch to this factlet with religious fervour, it simply highlights a profound misunderstanding of basic mechanics: steel rapidly loses its tensile strength with temperature. At 590°C, it diminishes to 50 per cent normal strength. At the temperatures in the Twin Towers, it would have decreased to roughly 10 per cent of normal. In this hellish crucible, the structure was simply too weakened to endure. This, coupled with the massive structural damage, was the catalyst that let floor collapse upon adjacent floor, an effect known as ‘pancaking’, the destruction multiplying with each level consumed. Steel didn’t have to melt to cause the tower’s demise – it merely had to fail, a finding constantly reiterated by engineers and professional bodies.




  The sequential collapse expelled huge volumes of smoke and air, shattering windows along its descent. As flaming kerosene traipsed down the stairs and shafts, pockets of flame were forcibly ejected over the Manhattan skyline, leading to feverish speculation that a ‘controlled explosion’ had taken the towers down. However, controlled demolitions are undertaken from the ground up, not vice versa. In any case, such a scenario would have required tonnes of explosives to be somehow smuggled into the building undetected.




  Viewed with a critical lens, the pillars of faith the 9/11 truther movement rest upon crumble to dust. Comprehensive investigations into the disaster by numerous agencies and outlets – such as the Federal Emergency Management Agency, National Institute of Standards and Technology, and Popular Mechanics, among others – have debunked almost every claim made by conspiracy theorists. The 9/11 Commission found that Mohamed Atta had led the attacks, and all hijackers were members of bin Laden’s al-Qaeda. They also concluded that Saddam Hussein and Iraq had no role in 9/11, an embarrassment for the politicians who had advocated the non-existent link as a pretext for invasion.




  I may have been more susceptible to stories of controlled explosions, but my father was a structural engineer, patient enough to explain progressive collapse to me. Had I not grown up in Saudi Arabia (where 15 of the 19 hijackers were born) and witnessed the fundamentalist horror of Wahhabism first-hand, maybe I would have doubted that such theological hatred was even possible. Without some familiarity with Iraq, maybe I could have envisioned Saddam as a benign patsy, unaware of his brutality.




  I was fortunate to have this context, but what is surprising is quite how resilient the movement remains to the multitudinous reports and evidence that completely undermine the truthers’ position. The truther movement remains strong, immune from the intrusion of abundant evidence undermining its claims. At the time of writing, approximately 15 per cent of the American population are convinced 9/11 was an ‘inside job’, while half of Americans believe successive administrations have covered up the full extent of what happened. Even now, years after the attacks, can such a position be deemed tenable? Liberal application of the converse fallacy explains a great deal of this – in the dark underbelly of conspiracy theories, it functions as a universal deus ex machina for hammering nonsense into narrative. While the array of theories proposed by 9/11 truthers have been comprehensively debunked, they persist despite all evidence against them, with truthers resolutely justifying their conviction by a version of the converse fallacy:




  

    

      

        

          	

            Premise 1:


          



          	

              


          



          	

            If there’s a cover-up, official reports will undermine it.


          

        




        

          	

            Premise 2:


          



          	

              


          



          	

            These reports debunk our claims.


          

        




        

          	

            Conclusion:


          



          	

              


          



          	

            Thus, there’s a cover-up.


          

        


      


    


  




  This logical contortion renders the glaring absence of evidence for such claims a bizarre supporting argument. It does not seem to matter how many respected and impartial agencies and examiners debunk truther claims – the same faulty logic is employed to disregard them. Indeed, a quick Google search provides literally thousands of sites dismissing ‘official accounts’ of 9/11 with precisely this skewed reasoning. It seems 9/11 ‘truthers’ employ their name without a trace of self-awareness. It’s not just 9/11, of course – any paranoid world-view can be superficially justified provided one throws valid argument to the wind and embraces the converse error wholeheartedly. As we shall see throughout this book, it underpins every colour and stripe of conspiracy theory.3 The logic employed for such intrinsically hollow arguments gives a veneer of superficial intellect to an emotive or ideological argument. Despite these being completely bereft of substance, they can be used to counteract a fact-based argument and are frequently employed for this purpose.




  Slaying these myths is a Sisyphean task; new ones arise hydra-like to take the place of the fallen one. As sociologist Ted Goertzel observed: ‘When an alleged fact is debunked, the conspiracy meme often just replaces it with another fact.’ The converse error is a shield against the imposition of reality, a totem to preserve belief, no matter how strongly evidence weighs against it. Enduring beliefs in grand scientific conspiracies are an interesting case in point – many believe that the pharmaceutical industry covers up cures for cancer, for example, or that climate change is a hoax perpetuated by scientists; 7 per cent of Americans believe the moon landings were faked, and many more suspect vaccination is some sinister government ploy. In these narratives, the common thread is that scientists are complicit in mass deception. Anyone who’s spent any time around scientists will no doubt find this amusing, as trying to get scientists to agree is often vaguely akin to herding cats.




  I’ve witnessed beliefs like these many times in outreach work. They materialise with clockwork precision on subjects where public perception is off-kilter with scientific consensus. When I write on topics like vaccination, nuclear power, water fluoridation, cancer or climate science, a common strategy from fringe elements is to employ the ‘shill’ gambit, insisting I must be a covert agent paid for by industry. This is nonsense, a mere reiteration of the converse fallacy – ‘a shill would say this; thus, the author is a shill’ – deployed so accusers can dismiss information contradicting their position rather than accept they might be mistaken. I’ve long been fascinated by how pervasive such conspiratorial views are and how they interfere with public understanding of science. This interest led me to write a 2016 scientific paper on the viability of conspiratorial beliefs, attempting to gauge whether such mass complicity by the world’s scientists would even be possible: could NASA fake the moon landings, or climate scientists perpetuate a global warming hoax? Constructing a simple mathematical model, the inescapable conclusion was that – even if all conspirators were skilled secret-keepers – large conspiracies were incredibly unlikely to endure for any appreciable timeframe.




  This wasn’t a surprising result – while conspiracies undoubtedly occur, keeping large ones secret for long is nigh on impossible. As far back as 1517, Machiavelli advised against them, observing that ‘many [conspiracies] have been revealed and crushed in their very beginning, and that if one has been kept secret among many men for a long time, it is held to be a miraculous thing’. Benjamin Franklin writing two centuries on was even more succinct: ‘Three may keep a secret, if two of them are dead.’




  In our interconnected age, it’s even more difficult to keep things under wraps. Still, my conclusions jarred with the central tenet of conspiratorial narratives. Within hours of that paper’s publication, I was inundated with emails, blogs and videos, bellowing that my suggestion that there was no overarching scientific conspiracy ‘proved’ I was part of it – a beautiful example of the converse fallacy in action. My experience isn’t unique – argumentum ad conspiratio (argument to conspiracy) is the default accusation levelled by conspiracy theorists when confronted by those who counter their assertions. Such accusations negate conflicting information without actually bothering to engage with it on any deep level, stemming the cognitive dissonance that contradictions might invite. This is doubly a shame because, as we shall see, contradictions themselves tell us an awful lot about our reality.


  

  




  1 Formosus was eventually rehabilitated and re-interred in pontifical vestments, but this was not the end of his tribulations. Years later, the ruthless, lecherous Pope Sergius III overturned the pardons. Some sources state he even had the dead Formosus decapitated, just to be sure. The truth of this is hard to verify, but even by the high bar for viciousness set by some medieval popes, Sergius was especially notorious, described memorably by one contemporary as ‘a wretch, worthy of the rope and of fire’.




  2 There are other types of reasoning too, most importantly inductive reasoning, where premises are given to provide strong evidence rather than absolute proof of the conclusion. In this case, statements are probabilistic rather than certain. We’ll mainly concern ourselves with deductive logic, but the points addressed still apply.




  3 This is not solely a logical fault. Research has consistently shown that conspiracy theories are a staple of both left and right fringe groups, deeply connected to the ideology of the believers – psychological aspects of which we’ll explore in subsequent chapters.
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STRIPPED TO THE ABSURD





  Imagine being told that steel is lighter than air. You’d object, surely – were that true, steel would be ethereal enough to hover, scattering like dandelion seeds in the wind. Without performing a single measurement, we know this can’t be. Our cars don’t have to be anchored, nor do battleships behave like balloons. If we accepted the claim, it would lead to untenable contradictions with what we observe. The resulting absurdity means we confidently reject it. This is the essence of reductio ad absurdum (reduction to the absurd), where premises are disproven because they give rise to insurmountable contradiction. In this respect, contradictions are supremely useful, a warning sign that we’ve erred in our assumptions or reasoning. The great mathematician G. H. Hardy described them as ‘a far finer gambit than any chess gambit: a chess player may offer the sacrifice of a pawn or even a piece, but a mathematician offers the game’.4




  The mathematical form has a curious origin, stemming from perhaps one of the most contradictory characters in history – Pythagoras of Samos. More than 2,500 years after his death, his name lives on in the triangular theorem bearing his name.5 As well-known as his moniker is, the historic Pythagoras was a complex and strange individual, as much mystic as mathematician, endowed with both curious spiritual doctrine and impressive ego. More reminiscent of L. Ron Hubbard than G. H. Hardy, he founded an eponymous religious sect – the Pythagoreans. The fine detail of their beliefs has inevitably eroded with the years, leaving only fragments of their doctrine. They were keen believers in metempsychosis, a Greek version of reincarnation. According to Xenophanes, Pythagoras was startled by a dog’s bark, which he interpreted as a deceased friend reborn with canine physiology. Followers of the philosopher-mathematician abstained from meat and fish, rendering them among the first documented vegetarians. For some unfathomable reason, Pythagoras was singularly averse to beans, his acolytes strongly prohibited from consuming them. Precise reasons for this are lost in the mists of time, but it is believed that the beans held a sacred connection to life. This has been extrapolated to claims that Pythagoras believed humans lost part of their soul when passing gas.




  In Samos, Pythagoras dwelt in a secret cave, and prominent citizens consulted him on matters of public concern in a school he dubbed the ‘semicircle’. He spent time in Egypt, influenced by the symbolism and mystery of their high priests. He established his sect in the Greek colony of Croton, where initiates were sworn to secrecy, bound to communal living. Progressively for the time, women were admitted. Symbolism was of paramount importance and sacred icons were kept inside the commune. Strict penalties awaited any devotee foolhardy enough to reveal them to outsiders, and edicts from the master were often bizarre, seemingly born of a whim. Followers were commanded never to urinate facing the sun, nor to pass an ass lying in the street. Still, Pythagoras’s influence is lasting, as Bertrand Russell expounds in A History of Western Philosophy:




  

    

      Pythagoras is one of the most interesting and puzzling men in history . . . he may be described, briefly, as a combination of Einstein and Mrs Eddy.6 He founded a religion, of which the main tenets were the transmigration of souls and the sinfulness of eating beans. His religion was embodied in a religious order, which, here and there, acquired control of the State and established a rule of the saints. But the unregenerate hankered after beans, and sooner or later rebelled.


    


  




  Unorthodox beliefs aside, the unifying philosophy was the imbuing of mathematical identities with religious significance. To Pythagoreans, numbers exuded divinity, and relationships between them held the secrets of the cosmos. The parallels with religion are not overstated; after discovering a proof for the 47th proposition of Euclid, the Pythagoreans ritually sacrificed an ox. They searched for esoteric meaning in the harmony of numbers and, of all their beliefs, the mystical ratio was valued above all else. The Pythagoreans believed that all numbers could be expressed as a special ratio, a unique fraction with intrinsic mystical properties. For example, the number 1.5 would be reduced to its essential ratio of 3/2, or 1.85 to 37/20. The same logic applied to whole numbers, so 5 would be reduced to the elemental fraction of 5/1.

OEBPS/html/docimages/tp.jpg
THE
IRRATIONAL APE

Why flawed logic puts us all at risk,
and how critical thinking can
save the world

DAVID ROBERT GRIMES

SIMON &
SCHUSTER
London - New York - Sydney - Toronto - New Delhi

A CBS COMPANY






OEBPS/html/docimages/cover.jpg
The
Irrational
Ape

Why flawed logic puts us all
at risk, and how critical thinking
can save the world





OEBPS/html/docimages/front.jpg
BEFORE YOU GET STUCK IN,
WHY NOT SIGN UP...?

Thank you for downloading this S&S eBook.

If you want to hear about special offers,
receive bonus content and exclusive info on new
releases, then sign up to our eBook newsletter!

Sign Up Here

LGBT — TV — TRUE CRIME —
IOGRAPHY — ADVENTURE

HISTORICAL — CRAFT —
— SCIENCE-FICTION — H!

iy EELIE L nimin s St Wi





