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For the women tech leaders, lawyers, politicians, educators, activists, journalists, students and survivors who are fighting on the front lines of this invisible war. Thank you.






INTRODUCTION

Human beings like to believe that things are going to get better.

At this moment, we are poised at the edge of a precipice. Advances in artificial intelligence, virtual reality, robotics and metaverses are about to transform our world at a scale and speed we struggle to grasp, because it has never before happened in human history.

Of course, there have been seismic shifts, from the invention of the printing press to the Industrial Revolution, that have transformed the way that we live, work, learn, love and die. But the Industrial Revolution took place over a period of eighty years. Comparatively, the changes we are about to see in our workplaces, our homes and our intimate lives are going to happen in the blink of an eye.

This is a moment of great possibility and enormous peril. But, when we think about it, if we think about it at all, there is a tendency for people to assume that things will gradually improve over time. Not least because of the powerful advertising and marketing messaging we have absorbed from tech companies and their leaders, most of whom are poised to become billionaires or to consolidate their existing fortunes through the continued explosion of technology.

This book will interrogate the glittering promises of a shiny new-and-improved future society that these organisations and individuals are making.


The Future of Digital Connection

We Are the Future of Sex

The Future of Work

The Future of Companionship

Hold On, We’re Building the Future Here



These are all direct quotes: claims made by some of the tech players, platforms and products you’ll meet in this book, from the metaverse to the cyber brothel. Theirs are big promises. But whose future? Built by whom? And in whose interest?

Despite the advances that have been made in gender equality, the world that women live in is still very different from the one men inhabit. Men and women can walk down exactly the same street and have vastly different experiences. The same is true of the online world. This is a truth that almost every expert I interviewed for the book touched on in some way: women simply have a different experience of technology than men do.

This is unsurprising when you consider that, globally, 38 per cent of women have had personal experiences of online violence, while 85 per cent of women who spend time online have witnessed digital violence against other women.1 Data from different regions points to a universal problem. A UN Women study in the Arab States region found that 60 per cent of female internet users had been exposed to online violence.2 A study of five countries in sub-Saharan Africa found that 28 per cent of women had experienced the same.3 A 2017 survey of women aged 18–55 in Denmark, Italy, New Zealand, Poland, Spain, Sweden, the UK and the USA found that 23 per cent of women reported at least one experience of online abuse or harassment.4 Research suggests that women are twenty-seven times more likely than men to be harassed online and that Black women are 84 per cent more likely to receive abuse than white women.5

If women and marginalised communities have already learned, from their frequent mistreatment on social media, to self-censor, to withdraw, to mask, to disguise their real names and to mute their voices, all these coping mechanisms and restrictive norms will follow them when they step into new technological environments. Their experience will be interfaced by an entirely different perception of virtual worlds than the one many men have. And their contributions to those worlds will be limited and suppressed by the survival mechanisms already apparent in women’s online behaviour. Nearly nine in ten women say they restrict their online activity in some way as a result of online violence, with one in three saying they think twice before posting any content online and half saying the internet is not a safe place to share thoughts.6

This is already apparent in our use and uptake of new technologies. For example, 71 per cent of men aged 18–24 utilise artificial intelligence (AI) weekly, while only 59 per cent of women within the corresponding age range do the same.7

Although there is no single definition, AI is the product of training computers to learn and to solve problems, often using huge amounts of data. In the past few years, the global conversation about AI has exploded as we’ve seen a wave of new, widely available tools bringing the concept into the spotlight, sparking a frenzy of investment and, with it, media attention.

The rate of global investment in AI is skyrocketing, as companies and countries invest in what has been described as a new arms race. The Californian company Nvidia, which dominates the market in the chips needed for AI, saw its share price almost double between January and June 2024, making it the most valuable company in the world, with a value of $3.34 trillion (£2.63 trillion). The trend has been dubbed an ‘AI frenzy’, with the components described by analysts as the ‘new gold or oil’. In fact, a brief glance at the top ten most valuable companies in the world gives a pretty clear idea of the value and importance of AI: alongside Nvidia are the likes of Microsoft, Apple, Alphabet (Google’s parent company) and Meta.8

In 2025, UK Prime Minister Keir Starmer announced plans to ‘unleash AI’ across the UK, which he said would ‘drive incredible change’ and ‘transform the lives of working people’.9 And in one of the first executive orders of his second presidency, Donald Trump pledged to enhance ‘America’s global AI dom-inance’,10 with the announcement of a new $500 billion private sector AI infrastructure project.11 With all this hype, it’s not surprising that headlines have been flooded with breathless predictions of AI explosions and imminent world domination.


Could Artificial Intelligence Destroy Humanity?

AI Poses Risk of Extinction

Will AI Take Over the World?

Could AI Carry Out Coups Next Unless Stopped Now?



These are all questions posed by leading news outlets, from the New York Times to Al Jazeera and NPR.

It is ironic that, amid the public panic about human extermination by AI, we tend to lose sight of the more imminent risks posed by this emerging technology. While there are many brilliant writers and thinkers dealing with the potential existential implications of AI, my focus in this book is on the less discussed ways in which its misuse causes immediate harm to women and marginalised communities – in the here and now, not decades in the future.

The widespread conversation we are currently having about AI has largely been driven by the explosive arrival of ChatGPT, Gemini, Llama and similar large language models (LLMs). Globally $21.3 billion was invested in generative AI in 2023 alone, according to EY.12

LLMs use vast datasets, such as text from the internet, to learn about linguistic patterns, enabling them to generate realistic ‘human-sounding’ language and engage convincingly in ‘conversations’ with their users. Tweaks and fine-tuning are then made by their creators to adapt them to the particular jobs they are designed to carry out.

Unlike the kinds of models we have seen before, where a set of keywords in a user’s question (such as ‘refund’, ‘sort code’ or ‘contact’) might prompt a chatbot to spit out pre-written answers associated with those words. These LLMs generate unique, unstructured responses in a way that makes sense and, to people who are new to such technology, sounds eerily sentient. And they aren’t just confined to written language: LLMs can also generate computer code and visual ‘language’. Just as the models mimic and replicate the patterns they identify within text, they can also produce ‘original’ AI images and videos by recognising patterns in the vast sets of images they’re trained on.

But LLMs aren’t really ‘thinking’ for themselves. While they might seem to be going ‘off script’, they will usually regurgitate some version of the data they have consumed, or mimic something very similar (if the AI doesn’t know information, it can ‘hallucinate’ something that sounds right). If they are fed false information, they can give misleading and inaccurate answers, yet make them sound entirely plausible and factual. But unlike humans, they’re not able to make leaps to revolutionary new ways of thinking.

Much like ‘metaverse’, the term ‘artificial intelligence’ is a huge catch-all that describes a vast range of different programs, technologies and applications, some of them entirely benign, many of them useful, some groundbreaking and game-changing. And some of them have the capacity to replicate existing harms and amplify them in the foundations of the future society we are progressing towards at high speed.

With billions of pounds being poured into further development and with many individual tech companies now valued in the trillions of dollars, an eyewatering amount of money and effort is being spent to make the world foreseen by tech evangelists like Mark Zuckerberg a reality. If these companies succeed, everything from our classrooms to our workplaces, our sexual partners to our finance and justice systems, are going to exist in a way that is substantially different from the world as we currently experience it.

For many people, the idea of that world seems distant and obscure. They think of these concepts as science fiction – future technologies that do not really concern us yet.

But the reality is that we are now living in the early stages of that new world.

Already, algorithms used to determine credit offers, healthcare access and court sentencing are in place across the world and have been proven to discriminate actively against women and minoritised communities.

Already, many thousands of women have had intimate images and videos of themselves captured and shared across websites with millions of monthly views; they just might not know it yet.

Already, schoolgirls are being driven out of the classroom by deepfake pornography created for free at the click of a button by their young male peers.

Already, women are being sexually assaulted on a regular basis in the metaverse.

Already, men are using generative AI to create ‘ideal’ companions – the women of their dreams, customised to every last detail, from breast size to eye colour to personality, only lacking the ability to say no.

Already, you can visit an establishment in Berlin where an artificially animated woman will be presented to you, covered in blood and with her clothes torn, if you so desire, for you to treat her however you please using virtual reality.

‘Move fast and break things’ was Facebook founder Mark Zuckerberg’s motto back in the company’s early days. As the power – and indeed danger – of his platform came into focus, he later changed the motto to: ‘Move fast with stable infrastructure.’ The messaging might have changed, but the underlying attitudes haven’t.

These technologies are evolving and multiplying – not yearly, not monthly, but daily. However, technology itself is not the problem here. In fact, many of these emerging tools possess the potential to have a transformative positive effect on our society. What matters is how we shape and use them.

There are significant parallels here with the advent of social media.

Before social media, the content of the internet was largely created by publishers and companies. Then social media exploded into our lives and suddenly everyone could be a creator, with both hugely beneficial and gravely harmful results. Similarly, until the recent explosion in open-source AI, applications were mainly being built by a handful of wealthy companies, but now anyone can create their own model, bot or AI app. While this opens up hugely exciting possibilities, we don’t yet have sufficient safeguards in place to prevent the harm that will come alongside them.

We’ve arrived at a critical moment. We are building a whole new world, but the inequalities and oppression of our current society are being baked into its very foundations. And, if the harassment and violence that have blighted the lives of women and minoritised communities for centuries are being coded into the fabric of the future systems, environments and programs that will form the basis of all our lives over the coming decades, unravelling those forms of prejudice is going to become a million times harder. Worse, that prejudice might become entrenched and even exacerbated, dragging the most vulnerable in our society backwards as we supposedly hurtle forwards into a glittering new world.

Despite the risks to already vulnerable communities, public and governmental concern about the potential threat from emerging technologies tends to focus almost exclusively on fears of evil robots taking over the world, job losses and the erosion of democracy. This is clear, for example, in the case of deepfakes – digitally manipulated images and videos giving the false appearance of a person doing or saying something they didn’t. Intimate image abuse of women makes up around 96 per cent of all deepfakes, yet a Europol report on ‘law enforcement and the challenge of deepfakes’ mentions the word ‘women’ just once and contains only a couple of brief paragraphs on deepfake pornography in its twenty-two pages.13 We should be less concerned about what a malevolent AI of the future might do and more concerned with what some malevolent humans are doing right now with existing technology.

In the course of my work as founder of the Everyday Sexism Project, which has collected over a quarter of a million testimonies of gender inequality, harassment, discrimination and abuse, I see again and again how frequently the harms suffered by women and girls are ignored, dismissed, under-estimated and brushed under the carpet. Particularly when they are perceived by those in positions of power as an inconvenient obstacle to ‘progress’, accelerated business development or the accumulation of wealth.

In my workshops in schools, meeting thousands of young people each year, and my work with front-line sexual violence charities like Rape Crisis, I see how women’s and girls’ lives can be silently devastated by abuse that is happening on an epidemic scale while simultaneously going almost completely ignored by wider society.

My book Men Who Hate Women warned of a rising tide of extremism that nobody was talking about – a virulent misogyny that threatened deadly consequences. A few years later, Jake Davison, a man immersed in incel hatred online, carried out the worst mass shooting the UK had seen in over a decade. There is a similar urgency here.

Only now we are talking about a whole new age of misogyny. Emerging technologies are on course to infiltrate practically every aspect of our daily lives. And the impact on women’s lives will be inestimable.

I have experienced and witnessed the misogynistic weaponisation of technology first hand, from feeling utterly powerless when men have used publicly available photographs of me to create sickening sexualised images to watching helplessly as women have been assaulted in front of me in the metaverse.

We do not have the luxury of time to wait and see how things will pan out or trust that any ‘glitches’ will eventually be fixed. Relatively speaking, these technologies are in their infancy, but now is the time we must act. The pervasiveness of emerging technology and the speed and scale of digital transformation mean that such issues may become impossible to fix if they are left unaddressed. We have a fleeting moment of opportunity to define whether they will create a world that is full of new possibilities, accessible to everybody, or a world in which existing inequalities are inextricably embedded – a dazzling future that drags women and minoritised groups backwards.

We are standing on the edge of a precipice. This book is a call to arms to take action now, before it is too late.






1 THE NEW AGE OF SLUT-SHAMING: DEEPFAKES


It was nearing the end of the summer in the sleepy Spanish town of Almendralejo, a picturesque settlement of 30,000 people in the south-western province of Badajoz, surrounded by vineyards and known for its olives and red wine. But, in September 2023, as the children of the town prepared to return to school for the new academic year, something horrible started to happen. One by one, mobile phones began lighting up. Somebody was sending teenage girls images of themselves. In these images, the girls weren’t wearing any clothes.

More than twenty girls were affected, most of them aged around fourteen. The youngest was just eleven. And none of them had taken or shared naked photographs. These images were created using an app called ClothOff. For €10, anyone could download the app and create twenty-five ‘naked’ images of any person in their phone’s camera roll. All that was required was a screenshot of an image of a girl, fully clothed, from her Instagram account. The app did the rest.

These images were one example of so-called ‘deepfakes’ – synthetically created media, typically generated by artificial intelligence and deep-learning algorithms and often impossible to distinguish from real content.

In basic terms, deepfake images and videos usually replace one person’s likeness with another, making it seem as though a real person has done or said something they didn’t really say or do. Given sufficient source material in the form of video, audio and image files of a real person, a deepfake can be created that replicates a subject’s appearance and voice so accurately that even they themselves are sometimes unable to distinguish it from reality.

Such media has attracted increased attention recently, as people have started using the technology to manipulate images of celebrities or to create highly realistic fake videos of politicians voicing extreme or controversial ideas.

In November 2023, an audio recording of Sadiq Khan went viral. In the clip, Khan disparaged Armistice Day, using expletives and arguing that pro-Palestinian marches planned for Remembrance Day should take precedence. ‘I control the Met Police, they will do as the Mayor of London tells them,’ the city’s first Muslim mayor said in the clip.

Except he didn’t.

Though it was carefully designed to sound like leaked audio – and the voice was indistinguishable from the real mayor (‘I’ve got to be honest, it did sound a lot like me,’ he later told Radio 4) – Sadiq Khan had, in reality, said no such thing.1 The clip was a deepfake.

Nonetheless, it spread like wildfire, quickly going viral on social media among far-right groups, triggering a tsunami of abuse against Khan. The clip acted like a spark in a tinder box of rising tensions over pro-Palestinian marches and the timing of Armistice Day. ‘We almost had serious disorder,’ Khan later told the BBC. ‘The timing couldn’t have been better if you’re seeking to sow disharmony and cause problems.’ The Metropolitan Police later said it had examined the audio and deemed that it did ‘not constitute a criminal offence’. But Khan warned that similar deepfakes could have a serious impact on other political situations, such as elections or referendums.2

He was right to express concern. But, before that case hit the headlines because of its political implications, deepfakes had already been having a serious impact on the lives of women and girls for some time.



To find out just how easy it really is for anyone to create these images, I feed into an app a press photo of me arriving at an awards ceremony. In less than ten minutes, without spending a penny, I am staring at a highly realistic image of myself standing, completely naked, on a red carpet. The photograph is seamless. It shows ‘my’ breasts, with my hair falling down onto them, and ‘my’ genitals, shaved and exposed. If I didn’t know that it wasn’t my body – not my bikini tan line or my belly button – I would be completely fooled by the image. It looks utterly real.

On one website, I can upload a photograph (I use only pictures of myself for this experiment) and, for $19, it will be almost instantly integrated into one of the dozens of porn videos users can choose from. In many cases, the results are indistinguishable from reality.

And I know this sounds stupid; I know I should have been prepared for it. But there is something horrifying about seeing those videos of yourself that you just cannot imagine until it actually happens. Immediately, I start to sweat and my heart rate rises. I feel like I need to take a shower. I delete the video and quickly close the page. But my body can’t or won’t accept the signal that I am not under threat. My muscles tense and my throat tightens. Unwillingly, I am being dragged back to late September 2020, when my book Men Who Hate Women had just been published.

It was the height of the pandemic and most people were trapped at home in isolated bubbles. There were no in-person book events, but I did a lot of talks and interviews online.

It wasn’t long after the book’s publication that the abuse started. A lot of it was the sort of thing I was used to. Pictures of men holding machetes saying they were coming for me. Casual discussions about the best way to hang me.

Then something different.

A picture of myself. My mouth open. A penis approaching me, as if about to penetrate. Semen spurting out towards my lips and my face.

It was almost four years ago, but even now it makes me shiver and close my lips tight. Even now it feels like a violation. There’s a little shock, disgust, fear and, yes, shame every time I see it.

The picture is just one of the many images, abusive messages, rape and death threats I’ve received in the course of my work as a feminist activist and writer. But it is also different, because it was the first time someone took an image of me and made it into something new. Something pornographic.

Actually, that’s not true. The first time was a few years earlier still, when someone printed out a photograph of me, ejaculated on it, uploaded the new photograph with my face dripping in their semen, and then sent it to me online. So you can see that I’m not new to this. Nor is the concept of using images to shame and abuse women new.

And yet there is something about deepfake images that is so much more visceral and shocking. Of all the forms of abuse I receive, they are the ones that hurt most deeply. The ones that stay with me.

It’s hard to describe why, except to say that it feels like you. It feels like someone has taken you and done something to you and there is nothing you can do about it. Watching a video of yourself being violated without your consent is an almost out-of-body experience. I think that a lot of people who dismiss deepfake pornography as harmless cannot truly imagine how it would feel if it happened to them.

First is the initial total shock. The panic and desperation. Then the fear sets in. This is ‘out there’. How widespread is it? How many people have seen it already? Has it been seen by anyone you know? What if they put it on social media? What if your boss sees it? Oh God, what if your parents see it? You feel like you’re going to be sick. You can report it. You should delete it. Where should you start? Do you contact the website? But there are other websites, other platforms. It could be circulating on WhatsApp groups. You’ll never know who has seen it. You’ll be walking down the street and never know if someone is looking at you because they’ve seen it. You’re starting to feel dizzy. You could call the police. But is it even a crime? Can you imagine showing these images to male police officers you don’t know? And what could they do to help? You don’t even know who has done this.

You feel furious and then terrified and then furious again and then hopeless and defeated. The perpetrator could be anyone. It could be someone you know. It could be a total stranger. What if it’s your ex? You start to think about your colleagues and your friends, cycling through them all in your mind in a paranoid frenzy. How are you ever going to trust anyone again when you can never be sure who did this to you? You could call a helpline. But what can they do? Even if they force some websites to take it down, anybody could already have downloaded it, shared it, kept it. It could be on tens of thousands of men’s computers. You can never get rid of it.

You start feeling that you would like to tear off your own face just to become anonymous. Just peel it off and start again. Peel off the shame. You think about the future and you start to feel hopeless. This will always be out there to haunt you. Your children may one day grow up and see it. It could follow you to new jobs, new towns or cities, and you will have to explain, over and over again, that it isn’t really you in the video, while always wondering whether or not they believe you, whether people still harbour doubts.

There are things that have happened to you before and this somehow seems to drag those things back into your brain and body. You remember other things that other men have done and you feel their hands on you again. And then perhaps the worst thought of all occurs to you: the realisation that there may come a point in time when this video, this violation, this awful thing that someone has done to you, this form of violence and control, is the only thing that is left of you. That it might outlive you, kept alive by the endless porn sites and chat rooms and forums. That it might become your legacy and there will be nothing you can do about it.

That is the best way that I can try to explain what it feels like.

I’m far from the first or the only women’s rights campaigner whom men have attempted to silence in this way. When Kate Isaacs started a campaign called #NotYourPorn to raise awareness of deepfake abuse, misogynistic men took clips from various television interview appearances she had made and used them to create deepfake pornography, which they then posted on Twitter (now known as X). ‘My heart sank. I couldn’t think clearly,’ Isaacs told the website Document Women. ‘I remember just feeling like this video was going to go everywhere – it was horrendous.’3

For Indian investigative journalist Rana Ayyub, the deepfake pornography was very distressing. She has described her reaction when she first encountered clips in which her likeness had been used to create explicit content: ‘I was shocked to see my face… I started throwing up. I just didn’t know what to do. In a country like India, I knew this was a big deal. I didn’t know how to react, I just started crying.’

Ayyub’s case is a powerful example of how huge the impact of deepfake pornography can be on a victim. After the clips were shared over 40,000 times online, she was bombarded with messages and abuse. ‘People were thinking they could now do whatever they wanted to me. It was devastating. I just couldn’t show my face.’

When Ayyub went to the police station, the police initially refused to file a report. Even after they grudgingly agreed to investigate, no further action was taken for six months.4 Eventually, the United Nations stepped in, demanding that the Indian government take measures to protect her. Gradually, the abuse began to slow.

But the ramifications of the case have been significant and long-lasting. Becoming a victim of deepfake pornography doesn’t end when the laptop is closed or the video is deleted, even in the few cases in which it is actually possible to ensure the offending item has been thoroughly erased. ‘From the day the video was published,’ Ayyub wrote, in an article for HuffPost, ‘I have not been the same person. I used to be very opinionated, now I’m much more cautious… I’m constantly thinking what if someone does something to me again… this incident really affected me in a way that I would never have anticipated.’5



Deepfake pornography is a new form of abuse, but its underlying power dynamics are very, very old. You can see this in the fact that so many of the videos include women’s faces being ejaculated on or portray them in hyper-submissive positions. Some depict women being raped. It is all about putting women in their place. It is all about power and control. It’s not just about sexualising them. It’s about subjugating them. Many of the captions to these videos explicitly mock the victims for their stance on social justice. ‘Emma Watson’s Novel Approach to Feminism’ one deepfake porn video of the actress is titled.

Silencing through fear. In another context, we might call this terrorism. And, if we did that, if we used that accurate language and applied the same political and societal response that we should to any form of terrorism, perhaps we would see more appropriate and urgent action being taken as this technology proliferates.

You can trace the origins of modern pornographic deepfakes to crude attempts, by users of misogynistic message boards, to photoshop female celebrities’ faces onto the bodies of women in porn images. When more sophisticated technology became available, they progressed to videos, but at first it was still laughably obvious that the unmoving face did not really belong to the body. Later, however, advancements in generative AI and the open-source AI image generator Stable Diffusion enabled people to create a custom AI model of any person, which they could then use to generate any image using text-based prompts.6 Suddenly, the doctored videos became dramatically more difficult to spot as fakes. Next, so-called ‘nudify’ apps simplified the process further for consumers, who just have to upload an image of any woman’s face and wait a few minutes for the app to do the rest.

What this means is that any woman whose photograph is publicly available, on the internet or elsewhere, is now at risk. It could happen to any one of us. It has already happened to far more of us than you might realise.

A simple Google search for deepfake porn videos brings up dozens of websites offering ‘services’ that will create deepfakes for you. I find thousands of deepfake videos depicting almost every female celebrity you can think of. But I don’t see a single deepfake porn video of a male celebrity. Not one. Many of the apps, bots and websites that will create a deepfake explicit image for you in a few clicks don’t even work on pictures of men. There is almost no demand from women to degrade and abuse men in the same way they routinely degrade and abuse us, and therefore no profit for the tech companies that provide these apps in creating such an option.

In 2020, MIT Technology Review reported on a publicly available bot on the messaging app Telegram that provided free deepfake pornographic images – all you had to do was send it a photo and wait to receive your abusive nude. (You could pay extra to take off the watermark or to jump the queue.) By July of that year, the bot had been used to target at least 100,000 women, ‘usually young girls’, according to the co-author of the report. ‘Unfortunately, sometimes it’s also quite obvious that some of these people are underage.’

Other Telegram channels also hosted the images people had created with the bot, giving users the option to vote for their favourites. The ones with the most likes would be rewarded with tokens for their creators to access the bot’s premium features. In other words, the abuse and harassment of women had been turned into a game, complete with incentives and prizes.7 As a report by social media analytics firm Graphika succinctly put it, deepfake image abuse has shifted ‘from niche pornography discussion forums to a scaled and monetised online business’.8 And with countless everyday consumers come countless everyday victims.

What we have seen unfolding over the past few years is a significant shift in deepfake nude images. While previously there was an obsessive focus on creating videos of famous women to be shared with millions of eager men, now the technology has evolved to such a degree that anyone can produce deepfakes and, as a result, they are becoming far more personal. In a poll of Telegram group users, answered by 7,200 of its members, the question posed was: ‘Who are you interested to undress in the first place?’ The significant majority (63 per cent) chose the response: ‘Familiar girls, whom I know in real life.’ This is compared to just 16 per cent who chose the next most popular option: ‘Stars, celebrities, actresses, singers.’

‘This is used to silence women, to control them, to shame them, to make them do things,’ explains Hera Hussain, founder and CEO of Chayn, a global non-profit addressing gender-based violence, when I interviewed her via video call. ‘What’s so scary is that the people who are creating this technology are not able to grasp [that]. It’s not just a bit of fun.’

If you think of any man in your life who might hold a grudge against you or wish to hurt you – an ex-partner, a disgruntled co-worker, a stalker, an old classmate – every one of them now has the tools to do exactly that in just a few clicks of a mouse. To create nudified images of you so realistic that most people who come across them probably won’t even stop to question their authenticity. You might be one of those who simply have no idea their image is out there, circulating, passing from one man to millions across porn sites and forums and WhatsApp groups. Or you could be one of those whose lives suddenly seem to slip out from under them one day, following a knock at the door or a message from a stranger online.

It’s a horrible thought. And this is the state of complete vulnerability and helplessness we are leaving all women in as long as we continue to fail to act.



When they happen at all, public conversations about deepfakes tend to focus on the risks of spreading misinformation. In 2019, for example, US intelligence officials warned that deepfake technology could be used by ‘adversaries and strategic competitors’ to ‘augment influence campaigns directed against the United States’.9 Though some female journalists and women’s magazines have done powerful work to try and highlight the issue in the past year, most mainstream articles about the threat of deepfakes have focused exclusively on political manipulation, electoral interference, privacy concerns and business impact. These are, of course, important issues, but research suggests that 96 per cent of deepfakes are non-consensual pornography, of which 99 per cent feature women.10

For women and girls, the risks are very different, albeit less discussed in the public sphere, because society perceives the harassment and abuse of women and girls – and its long-lasting impact – to be far less of an existential threat than the risk of spreading political misinformation. After all, women and girls have experienced abuse since the beginning of time, right? What difference does a little more make?

There are also cases in which the sexual abuse perpetuated by deepfake technology combines with the threat of political interference: when female politicians are targeted, as a means of blackmailing, silencing or shaming them out of office. Unsurprisingly, these cases don’t tend to crop up in the government reports about political deepfakes, though their impact on democracy should be as concerning to us as that of the deepfake videos used to spread political misinformation.

A 2024 Channel 4 investigation found 400 deepfake images of more than thirty high-profile UK politicians on a popular deepfake website, with victims including Angela Rayner (current deputy prime minister), Gillian Keegan (former education secretary) and Penny Mordaunt (former leader of the Commons). One female MP targeted, who had recently stood down from parliament, described the deepfakes as ‘violating’, while Labour MP Stella Creasy said that learning about the pictures made her feel sick. In just three months, the site hosting the images had received over 12.6 million visitors.11

In the US, it is easy to find deepfake pornography featuring politicians such as Kamala Harris, Nancy Pelosi, Hillary Clinton, Nikki Haley and Elise Stefanik, as well as political commentators and journalists, including former Fox News host Megyn Kelly. Nina Jankowicz, former head of the Department of Homeland Security’s Disinformation Governance Board, was repeatedly subjected to deepfake pornography using her image and being uploaded to porn websites. This is a form of abuse almost exclusively reserved for women in politics. While a few isolated videos of Donald Trump exist, for example, there are hundreds more of his daughter Ivanka and wife, Melania, despite their tangential connection to political life.12

When Northern Irish politician Cara Hunter became the victim of deepfake pornography during the final weeks of a tight election campaign in 2022, she was in absolutely no doubt that ‘it was a campaign to undermine me politically’.13 Yet, despite those videos going viral and Hunter coming very close to losing her election battle subsequently, this story is virtually unknown in comparison to the wider furore surrounding the political deepfake video of Sadiq Khan.

With female politicians already facing a barrage of online abuse, which is cited by some as part of their reason for stepping down, we should be voicing the risk of losing women from office when we talk about the political ramifications of deepfake technology.14 For these women, the fallout is both personal and professional. ‘It has left a tarnished perception of me that I can’t control,’ Hunter said. ‘I’ll have to pay for the repercussions of this for the rest of my life.’

These flagrant and violent attacks should be considered as much of a threat to democracy as the infamous Capitol insurrection of 6 January 2021. Yet, while public and political concern and investigations and hearings relating to that incident have rightly been front and centre in the subsequent years, there is a comparatively deafening silence about the undermining of democracy when it comes to the abuse of female politicians and the spreading of deepfake pornography using their likenesses.

In spite of the enormous potential impact, there remains great difficulty in persuading the public that this is a ‘real’ crime. Clare McGlynn, professor of law at Durham University, acknowledges that, since 2014, when so-called ‘revenge pornography’ cases really hit the headlines, there have been ‘some improvements in public understanding and discourse’. But, McGlynn says, when I interview her via video call, that there remains ‘a real lack of public understanding of the impact on victims. Particularly… the idea that if the image isn’t real then the impact isn’t real.’ A public lack of empathy for victims, she says, is a battle ‘we’re still fighting’.

This is also an attitude that enables those who create, consume and profit from deepfake pornographic content to afford themselves the comfort of impunity. ‘I think that as long as you’re not trying to pass it off as the real thing [it] shouldn’t really matter because it’s basically fake,’ the owner of one of the biggest deepfake pornography websites told the BBC. ‘I don’t really feel that consent is required: it’s a fantasy, it’s not real.’15 In fact, 74 per cent of deepfake pornography consumers say they don’t feel guilty about viewing the content, in a phenomenon Hera Hussain describes as an ‘empathy gap’.16

Yet this is a particularly complex form of abuse, impacting the victims in various ways that many people could not begin to imagine. When another person violates you like this, it can change your perception of a particular photograph or the moment it should evoke. Some women, for example, have had their pregnancy photos or pictures of themselves as a child or teenager turned into deepfakes.17 And the impact on the friends, families and partners of the victims can be huge as well.

Then there are the ways in which deepfake pornography is used by domestic abusers to exert power and control over a victim. Or the re-traumatisation that occurs when someone who has previously been a victim of sexual violence (as so many women have) is targeted with deepfake pornography. The paranoia it creates when you don’t know who to trust. The sense of being watched.

In around 70 per cent of cases of the non-consensual sharing of nude images (commonly known as so-called ‘revenge pornography’, which I will explore in more depth in a later chapter), the perpetrator is a current or former partner, but with deepfake pornography there is a lower threshold for access. Anyone who can find an internet image of a person can abuse them in this way. For many victims, the element of not knowing who the perpetrator or perpetrators are creates an extra layer of confusion, fear, anxiety and helplessness.

In addition, a substantial proportion of the general public remains relatively unaware of deepfakes, thus increasing the likelihood that they would be deceived by such content and believe it to be real. A 2022 study found that less than a third of global consumers knew what a deepfake was.18



Back in Almendralejo, in the days after the images emerged and began to circulate on local WhatsApp groups and online, the girls’ lives were shattered. Some refused to leave the house. One was blackmailed, with more nude images of herself sent to her phone when she refused to pay up, and another was told by a boy that he had ‘done things’ with the photo of her.

But, when police began to investigate, the story took an even darker turn. The perpetrators did not appear to be organised criminals or denizens of the dark web. Soon, eleven local boys had been identified as having suspected involvement in creating and circulating the images. They were all aged 12–14.

The story became international news because of one woman – a local gynaecologist named Dr Miriam Al Adib, who already had a significant social media following. One day, when she returned home from travelling for work, her daughter came out of the house to meet her and simply said, ‘Mum, look what they did to me,’ before showing her a deepfake photograph in which she’d been made to appear naked. The realistic nature of the image completely shocked Al Adib, but she tried to remain calm for her daughter’s sake.

Later that day, Dr Al Adib asked her daughter if she would allow her to address what had happened online. With her daughter’s permission, she took to Instagram, recording a powerful video in which she emphasised that the incident was a crime, telling those responsible: ‘You don’t appreciate the damage you have done.’ Reiterating that the young women affected were in no way to blame, Dr Al Adib urged other victims to speak out and encouraged them to seek support from their parents.

Speaking to me via video call from her clinic in Almendralejo, Dr Al Adib describes what occurred next as akin to a ‘volcanic eruption’. Cases began to pour forth – and not just in Almendralejo. Women around the world, from Argentina to Israel to the UK, contacted her with their stories. The girls, she said, were having awful experiences. For them, Dr Al Adib explained, the images didn’t seem edited. ‘They felt so real.’

Many of the girls were ashamed and silenced, struggling with their mental health and afraid to speak up. But, in Almendralejo, according to Dr Al Adib, things were different. At first, the girls were mocked and bullied by boys when they went out in public – until the scale of the outcry helped to shift public opinion in their favour. By speaking out together, the girls had created a sense of community. Dr Al Adib made another video in which she said: ‘I will not allow this [shaming] to happen ever again. Not with my daughter, not with the other girls.’ Subsequently, she said, ‘the boys began to feel worried’. They realised their actions had consequences. The girls were left alone.

The publicity surrounding the case also brought much closer to home the issue of intimate image abuse with deepfake technology. As Dr Al Adib points out: ‘People thought this kind of thing was so elaborate [that it was more likely to have been perpetrated by] a hacker or a criminal organisation. Now people started to think this can happen to anybody. Not just famous people or influencers. They saw this [could be perpetrated by] any boy with a mobile. That was a shock.’

Because of the age of the boys, she explained, no legal punishment was possible. The school also took no action. But she feels that the case has helped to open people’s eyes and has proved to the government that more education is necessary. People don’t realise this is a crime, she says, and there isn’t simple enough legislation to tackle it directly. Legal proceedings continue, but for Dr Al Adib ‘that’s not important’. ‘What’s important is the education. Sex education is vital.’ We must learn from this, she implores, and stop questioning victims.

When I ask Dr Al Adib what she wishes more people could understand about deepfake pornography, she says that she wants to emphasise how realistic the pictures are and, ‘even if the image is not real, the damage is very great’.



What happened in Almendralejo sounds shocking, but it is just one of many examples involving children and young people. In June 2024, one of the first major cases of mass deepfake pornography allegedly perpetrated by schoolboys emerged in the UK. Staff from a private girls’ school alerted police and social services to reports that deepfake images and videos were being circulated by pupils at a nearby private boys’ school, with around a dozen girls thought to be victims.19

At the time of writing, police investigations are ongoing, but no disciplinary action has been taken yet by the boys’ school. It was reported that police asked the schools not to undertake internal inquiries or disciplinary measures during their investigation, potentially leaving alleged victims in close proximity to perpetrators for a significant period. A parent of one of the girls told The Times:


This has been really hard for our daughter. To find out that these videos had been created of her and had been circulated was a horrible shock. For her to see, seven weeks later, that no one has been disciplined and that she has had no form of apology is even harder.

What has happened is totally unacceptable. As time passes, she is sadly coming to the realisation that this is how it is going to be – something that she will just have to put up with. Not something I ever imagined my daughter, in 2024, would have to accept.



Just a week earlier, news broke about a case in Australia, where authorities were investigating the distribution of deepfake porn images, thought to have been created by a teenage boy, of around fifty schoolgirls. The images were described as ‘incredibly graphic’ and featuring ‘mutilated’ subjects. The mother of one student at the school in question told the media her daughter was so shocked and distraught when she saw the images that she began to vomit.20

A few months earlier, five middle-school students in Beverly Hills, Los Angeles, were expelled after being accused of creating deepfake nude images of sixteen of their female classmates. The children involved were in the eighth grade, meaning they were aged 13–14.21 Though a criminal investigation is ongoing, there have been no arrests or charges brought at the time of writing.

In October 2023, at a high school in Seattle, Washington, male students used an app, which they discovered via TikTok, to create deepfake nude images of a teacher and seven of their underage female classmates. The images spread through the school. A police report revealed that the school seemed to prioritise containment of the situation over attempting to resolve it and that the same staff member who was the victim of the deepfakes was eventually put in charge of an internal investigation.22

At around the same time, more than thirty female students at Westfield High School in New Jersey discovered that deepfake pornographic images of them were circulating among their male classmates on Snapchat.23 The students in this case were also aged around fourteen.24 In a written statement, released just before she addressed the US Congress about the issue, Dorota Mani, the mother of one of the affected students, described how the school ‘announced the names of the female AI victims over the intercom, compromising their privacy’, yet ‘the boys responsible for creating the “nude” photos were discreetly removed from class, their identities protected’.25

Mani told Forbes that, nearly five months after the incident, the boys who were suspected of distributing the images had faced no meaningful consequences, except for one who was suspended for a single day. By the end of January 2024, local police had formally declined to bring criminal charges and no school-based disciplinary action had been taken by the school or the district. The suspects all continue to attend the school and share classes with the girls affected.26 In her statement, Mani wrote that her daughter was left ‘feeling helpless and powerless’, emotions that were ‘intensified by the lack of accountability for the boys involved and the absence of protective laws’.

Mani added: ‘If behaviour like this requires no response on the part of the [school] administration, shame on you. Not only are you teaching the boys that what they’re doing is okay; you are sending a very clear message to the female population of the school… “You are a girl and at some point you’re going to be a victim.” In 2024, that’s not acceptable.’27

The complete impunity with which these cases seem to play out is a recurring theme, highlighting the extent to which schools and law enforcement around the world are scrambling to respond to an already unfolding crisis. Despite the swiftly spiralling number of incidents, despite the fact that this is going to be the next big sexual violence epidemic to hit schools, when I have spoken recently about the risks of deepfake pornography in training sessions with teachers in the UK, the topic is usually met with a response of shock and bewildered horror. Teachers and schools are not prepared for this: in many cases, in my experience, they are not even aware that the technology exists.

As with any form of sexual violence, particularly in a school environment, the incidents that hit the headlines are usually only the tip of the iceberg. If you are a parent reading this book, you might not have heard of apps like ClothOff, but it is more than likely your child has.

The threat is growing rapidly; we must take action to tackle this now, before it has become so ubiquitous and normalised that it is too late. Over the past few years, deepfakes have proliferated exponentially, with the number of such videos online doubling every six months. According to independent research from deepfake analyst Genevieve Oh and the #MyImageMyChoice campaign, more non-consensual, sexually explicit deepfake videos were posted online in 2023 than in all other years combined.28

And, according to DeepMedia, around 500,000 video and voice deepfakes were shared on social media around the world in 2023. Of course, that number doesn’t even include the deepfakes shared on less accessible platforms, from WhatsApp groups to internet forums, or the ones created and kept by men for themselves. As AI tools become increasingly sophisticated and accessible, this number is set to rise. DeepMedia predicts that, by 2025, the number of deepfakes shared online will reach 8 million.29

And this content is shared liberally and without consequence. A recent report by Graphika said that there was a 2,408 per cent increase in referral links to non-consensual pornographic deepfake sites across Reddit and X in 2023.30 Meanwhile, an investigation by journalism website Bellingcat found that there have been tens of millions of visits to four of the most prominent ‘revenge porn’ websites in the four months up to February 2024 alone. That same investigation also found dozens of Telegram groups set up by these web-sites, some with as many as 800,000 followers.

The sheer scale and reach of this form of abuse is difficult to comprehend. In a recent study, Genevieve Oh tracked the rise of deepfakes and found that 143,000 videos on forty popular websites were viewed 4.2 billion times.31 Just one of the most popular websites alone gets around 17 million different visitors a month.32



So what is being done about it?

Almost nothing.

In most countries around the world, creating and sharing non-consensual deepfake pornography remains legal. This not only promotes an environment of total impunity for perpetrators, but also leaves victims feeling helpless and utterly unsupported. And it creates barriers for the women who are trying to get their images taken down from porn websites or removed from social media.33

According to an analysis of legal frameworks in nine jurisdictions, including England, Australia, South Africa, Kenya, Nigeria and the US, by the Alliance for Universal Digital Rights, legal redress is patchy at best: ‘To date, there are no international conventions or general principles specifically designed to protect victims of sexual violence and exploitation through the deployment of deepfake images.’34 While existing laws may offer some protection, there is no certainty. As the report concludes: ‘Existing legislation has simply not kept pace with the rapidly evolving technology.’

In the US, measures have been proposed at both state and federal level, most notably the Defiance Act, which would be the first federal law protecting deepfake victims.35 The act would allow victims to sue the creators of deepfakes if those creators knew or ‘recklessly disregarded’ the fact that their victims did not consent to it being made. But similar forms of legislation have previously failed to pass and, at present, only ten states have criminal laws against this type of manipulated media.36

Even where legislation on deepfakes does exist, too often women are completely forgotten. In Texas, for example, there is a law that prohibits deepfakes that intend to ‘injure a candidate or influence the result of an election’, but the law does not encompass deepfakes depicting sexual violence.37 Then there is Senator Ted Cruz’s proposed Take It Down Act, which would focus on requiring social media platform operators to remove deepfake content, rather than deterring or preventing users from posting it in the first place.

Even in jurisdictions like Spain, where the government has proposed amendments to existing laws to tackle deepfakes, there remain loopholes: adding a clear warning that the content is created with AI is enough to get you off the hook in some circumstances.38

One country that has been forced to take more stringent legislative action is South Korea, where the impact of abusive deepfakes on women is particularly acute. A study by Dutch cybersecurity company DeepTrace Labs suggested that South Korean actresses and female K-pop stars might represent as many as a quarter of all pornographic deepfake subjects globally. In 2024, the country was rocked by the revelation that networks of pornographic deepfake abuse were operating across social media and Telegram, with individual chat rooms targeting specific universities and schools and sharing fake sexual images of students.39 Over 500 educational establishments were targeted in total, with one Telegram chat room that shared the deepfakes attracting 220,000 members, while a group hosting images of underage pupils at a single school boasted over 2,000 members. Victims ranged from female soldiers to family members, but most were students.40

In October 2024, the country’s Education Ministry revealed that a total of 799 students and thirty-one teachers had been victimised by deepfake technology in that year alone, though campaigners estimated the real figures to be far higher.41 Following the resulting public outcry, South Korean lawmakers passed a bill that criminalises the purchasing, watching or saving of sexually explicit deepfakes, with penalties including prison terms and fines.42

In the UK, which has introduced a law banning non-consensual explicit deepfakes, it remains to be seen how the Crown Prosecution Service will interpret and implement the new legislation. In 2016, already predicting the direction in which emerging technology was likely to develop, Professor McGlynn and others suggested amending our laws to ensure they would cover ‘altered images’. ‘At that time,’ she explains, ‘we didn’t know it would be deepfakes, but there was photoshopping and all sorts.’ She says that government ministers pushed back, though, telling her ‘there’s no harm to it, because they’re not real images’.

It wasn’t until 2023, with the Online Safety Act, that parliamentarians were finally ready to acknowledge what protesters had been telling them for over half a decade. However, the act had a significant loophole: it only criminalised the sharing, but not the creating, of sexually explicit deepfakes. In 2024, legislation was added to make creation an offence, too, but perpetrators will not face jail unless the image is shared more widely.

There is a delicate and important balance to maintain, says Baroness Helena Kennedy KC, a barrister with decades of experience in human-rights law and a particular expertise in violence against women. That is the balance between tackling these issues while still preserving the right to satire – the freedom to lampoon political figures and people in public life. However, she says, with careful consideration, when I interviewed her on a video call: ‘I really can’t think of any justification for creating fake pornographic images of women. You can lampoon women without doing that, right?’

But without extensive police training and resources, much like in the case of online abuse, it is difficult to imagine effective action being taken in the vast majority of cases, even under the new legislation. The Online Safety Act focuses on measures for the removal of content from websites, which will be dependent largely on enforcement by Ofcom, the regulator responsible for ensuring that social media corporations and other organisations comply with the legislation.

Professor McGlynn points out that regulatory choices are crucial in determining how much impact the Online Safety Act will actually have, but she expresses her frustration that, now the bill has passed, ‘some of the politicians are no longer interested’ in the technicalities of Ofcom and how the legislation is implemented in practice. ‘But it’s going to make the fundamental difference to what actually is demanded of platforms. And, at the moment, frankly, it’s not a lot.’

Various women’s rights organisations have raised the alarm about the guidance for enforcement drawn up by Ofcom, warning of ‘a disproportionate focus on the “costs” and perceived burdens for tech companies, with no equivalent consideration given to the cost and resources associated with the harms to individual women and girls and wider society’.43

Throughout its draft guidelines, Ofcom relies on optimistic assumptions that companies will comply satisfactorily – with their processes for assessing illegal content, for example – but the track record of enforcing any kind of standards for removing online abuse suggests otherwise. (‘Everyone knows the platforms can’t be relied on!’ McGlynn says exasperatedly.) There is also a disproportionate focus on taking down abusive content instead of prioritising safety in designing processes that disincentivise harmful behaviours in the first place, as the women’s rights organisations have pointed out.

The organisations also highlighted yet more loopholes: in the case of smaller websites, for example, where often some of the most significant localised harm is caused to women and girls. Because these sites are typically dedicated to specific cities or universities, victims are more likely to be identifiable – and yet the sites are exempt from implementing many of the act’s measures because of their size.

Hera Hussain also points out how white, Western definitions of intimacy leave some women unprotected by the legislation. She gives an example of a woman in Iran, for whom a deepfake image depicting her without her hijab ‘could be a death sentence’. Hussain adds: ‘In Pakistan, where I grew up, again, even if it’s clear that [an image is] fake, just showing someone with a person of another gender when they’re not supposed to be mingling and dating can get someone killed… It’s such an effective [method of abuse]. If I was a man and I wanted to ruin a woman’s life or get her killed, it is the easiest thing for me to do. In just twenty-five minutes. Free. No one knows I did it.’

A report from UN Women reveals that individuals who face multiple forms of discrimination, including women with disabilities, Black and Indigenous women, other women of colour, migrant women and LGBTIQ+ people, are all disproportionately affected by technology-facilitated gender-based violence.44 As are those who dare to put their heads above the parapet and voice political opinions. When you combine the two, you have a perfect storm.

So it is unsurprising that some of the most impacted people in the world are women like Alexandria Ocasio-Cortez, a brave and outspoken congresswoman who is one of the most recognisable – and most abused – politicians in the world. She became the youngest woman and the youngest Latina ever to serve in the US Congress when she was sworn in, in 2019.

Ocasio-Cortez is one of the people worst affected by deepfake pornography as well as one of the people fighting hardest to tackle it. For those who have not experienced it directly, she also eloquently describes its impact. ‘There’s a shock to seeing images of yourself that someone could think are real,’ she told Rolling Stone. ‘There are certain images that don’t leave a person, they can’t leave a person,’ she explained. ‘It’s not a question of mental strength or fortitude – this is about neuroscience and our biology… It’s not as imaginary as people want to make it seem. It has real, real effects, not just on the people that are victimised by it, but on the people who see it and consume it.’

Because much of the focus on the harm caused by deepfakes has revolved around false and misleading political videos, suggested solutions have included clearly labelling images or videos as ‘fake’ on social media or adding watermarks and labels. But, for Professor McGlynn, ‘that does not make a difference for most women and girls who are affected… Even if people know that they’re fake, the harms are still evident and real.’



It is clear that we cannot rely on legislation alone to tackle this problem. Public opinion and social attitudes are going to be crucial in turning the tide.

Dr Al Adib has been working on these issues for ten years and says that this is the first time she feels like the media is on the side of victims. She sees this as a unique moment of opportunity. She has worked with the European Parliament and has been designated a government expert, helping to drive change in AI. It strikes me that she is also a powerful example of the importance of community leaders and their real-time responses to such cases as they emerge. Investigation and potential legal repercussions might come later, but what happens in the immediate aftermath of a story emerging often has the greatest impact on victims, so people like Dr Al Adib, with respect and a platform in the community, can have a huge influence on the reaction of local society. If she had not embraced her daughter with complete support and empathy and then fiercely and publicly stood up for her, denouncing the crimes that had been committed against her and speaking out against victim-blaming, the story of the girls from Almendralejo could have been very different.

If we are going to make effective progress in tackling the weaponisation of deepfake technology against women and girls and changing public attitudes, we need better training for police, better support for schools, better regulation of social media platforms advertising this technology, and better education for young people.

The College of Policing admitted to The Times that its forces were still only in the early stages of getting to grips with deepfake and AI technology and its criminal implications. The college said: ‘We are currently liaising with the Crown Prosecution Service before we formally introduce additional guidance so officers can more effectively grade child sexual images in accordance with national guidelines.’45 This is significant in being a relatively rare official acknowledgement of a universal truth: when the technology to abuse, control, endanger and silence women emerges and develops at breakneck speed, law enforcement always trails, slowly, behind.

In Australia, after the deepfake pornography incident that affected fifty girls in a school in Melbourne, Kathleen Maltzahn, chief executive of Sexual Assault Services Victoria, made a similar point. ‘Schools are not equipped to deal with this,’ she told the Australian Associated Press, ‘and they come to our services and our services are not funded at the level we need to be able to go into schools and give an emergency response.’46 In other words, everybody is playing catch-up – at federal government level but also in the spheres of tech regulation, education and front-line services. Nobody has been prepared for the explosion of deepfake pornography abuse cases we saw in schools around the world in 2023–24.

Professor McGlynn says the problem is ‘rampant’ in schools, but adds: ‘I don’t particularly blame the young boys who are fourteen or fifteen, or sometimes even younger, doing this, because I think it’s on us [that] we have made it so easy for them. These boys are seeing these apps on TikTok, they’ll be advertised on Twitter, they’re easily searchable on Google…’ She sighs. ‘At some level, of course, they should know that this is a horrible [thing to do] to someone. But, on another level, we can’t blame them almost for thinking this is kind of normal or the kind of thing you can do, because we’ve not made it difficult.’ Being able to find these apps so easily on the social media platforms that are already ubiquitous to young people has, McGlynn believes, had a ‘normalising’ effect. ‘I think the blame for what’s happening in schools lies with us and with government regulators who’ve not done enough.’

A report in The Times about the deepfake abuse that occurred at the UK private schools referenced earlier in this chapter noted: ‘Both schools are spending tens of thousands of pounds on crisis management PR firms and London law firms to manage the fallout.’ But, while ‘pastoral and safeguarding processes’ were vaguely referenced, there was no mention of any corresponding pounds being spent on, for example, prevention education to tackle the issue with younger pupils before it can happen again.47 This sets a worrying tone for the inevitable cases that will follow: schools focus on reputational damage limitation first; victim welfare second.

The fact that this technology is unfamiliar and rapidly developing is not the only reason schools and justice systems are desperately playing catch-up. It is also because these institutions are trying to build responses to new forms of abuse based on the foundations of existing systems. But these existing systems themselves are already broken and already unfit for purpose when it comes to tackling violence against women and girls and securing justice for sexual violence survivors. How can we expect to see a meaningful criminal justice response to the thorny and complex problem of deepfake intimate image abuse in the UK when fewer than 2 per cent of rape cases reported to the police result in a charge or summons?48 If rape has effectively been decriminalised, what possible hope is there of usefully policing digital crimes?

What will be crucial in creating a sustainable, robust response to these issues is fixing our broken justice systems and getting serious about the public health crisis of sexual violence in schools, as well as tackling the widespread societal misogyny that underpins both. Corrective civic education, Hera Hussain argues, will likely be just as powerful as legislative attempts to curb the problem. Looking at the hopeless whack-a-mole efforts to scratch the surface of these forms of abuse currently, I’m inclined to agree.

This sounds like a gargantuan task – and it is. But there is no point pretending that sticking-plaster solutions will work. We need long-term, well-funded, complex solutions that involve intervention and prevention at every level of society, from digital regulation to criminal justice.

The problem does not lie solely with the developers of these technologies. Yes, those who create and profit from the apps and websites that allow people to create non-consensual deepfake pornography are a significant part of the puzzle, but we must also consider the web-hosting companies, the search engines and app stores that make their products easily accessible, the financial companies that facilitate their customers’ payments, the social media platforms that amplify their adverts, and so on.

One of the solutions Professor McGlynn suggests is preventing the tools for creating deepfakes from coming up in Google searches, as well as putting pressure on social media companies to not advertise them.

One app, Perky AI, which promised to allow its users to undress women with AI and create NSFW images, placed adverts on both Facebook and Instagram that featured a blurred fake nude image of an underage celebrity. The picture, manipulated from a photo of actress Jenna Ortega that was taken when she was just sixteen years old, appeared across eleven adverts that ran on Meta’s two key platforms and its Messenger app for most of February 2024. In total, Perky AI’s page ran more than 260 different ads on Meta’s platforms, thirty of which had already been suspended for not meeting Meta’s advertising standards by the time it went on to run the photo of underage Ortega, which was not suspended. ‘Meta strictly prohibits child nudity, content that sexualises children, and services offering AI-generated non-consensual nude images,’ Ryan Daniels, a Meta spokesperson, said in a statement at the time. Meta clearly had not met its own standards in moderating these ads.49

An investigation by Bellingcat found that several popular non-consensual pornographic deepfake sites were surreptitiously using gaming sites to disguise their transactions, too. By making it appear that they were selling video-game-related content, these sites were taking payment for ‘coins’ that could then be redeemed to create deepfakes.50

An NBC report revealed that people are also using Visa and Mastercard to pay for deepfake videos.51 While the average deepfake porn image costs between $5 and $20 and a video will set you back around $65, most apps and websites offer a free trial, which is thought to be how many of the schoolchildren in the cases that have hit the headlines have been able to create images so easily. The same report found that such websites were easily accessible through Google, as I discovered myself, and that they also used the online chat platform Discord to advertise the sale and creation of deepfake videos. There are a lot of links in that chain and enforcement action could be taken at any of those points.

In a statement to NBC News, a Google spokesperson said that people who are the subjects of deepfakes can request removal of any pages that include involuntary fake pornography from Google Search. ‘In addition, we fundamentally design our ranking systems to surface high-quality information and to avoid shocking people with unexpected harmful or explicit content when they aren’t looking for it.’52 But this does very little to prevent anyone who is looking for such content from accessing it with ease. When I search ‘deepfake porn videos’ in Google, the top eleven hits on the first page are all links for websites hosting pornographic deepfakes, along with many more on subsequent pages.

Discord did remove one server on which subscribers could make custom requests for deepfake pornography, once NBC drew attention to it.53 But there is little evidence of more proactive or preventative moderation. ‘The promotion or sharing of non-consensual deepfakes’ is strictly prohibited, the company said in a statement. In spite of this, NBC News also discovered other Discord communities devoted to creating sexually explicit deepfake images.

Visa CEO and chairman Al Kelly previously said in a statement that Visa’s rules ‘explicitly and unequivocally prohibit the use of our products to pay for content that depicts non-consensual sexual behaviour’.54 But Visa remains available as a payment method on some websites selling deepfake pornography.55

The scale of the infrastructure behind this abuse is massive. And so is the impact.

‘It’s so important to me that people understand that this is not just a form of interpersonal violence; it’s not just about the harm that’s done to the victim,’ Alexandria Ocasio-Cortez explains. ‘Because this technology threatens to do it at scale – this is about class subjugation. It’s a subjugation of entire people. And then when you do intersect that with abortion, when you do intersect that with debates over bodily autonomy, when you are able to actively subjugate all women in society on a scale of millions, at once, digitally, it’s a direct connection [with] taking their rights away.’56

Ocasio-Cortez is right. But, even though all women are affected, it is often only when a beautiful, famous, wealthy, white woman is targeted that society seems to sit up and take notice.

In January 2024, sexually explicit deepfake images of music superstar Taylor Swift were posted on X, where they quickly went viral, reaching 27 million views in the nineteen hours that passed before the platform took action and suspended the account that had shared them.57 Not only were the images made without Swift’s consent, but they also reportedly showed her being assaulted in violent and non-consensual acts.58 But, by the point of the account’s suspension, countless copies had been made, which continue to resurface online, on X and elsewhere.

Some of the images of Swift were removed thanks to the fervent support of her millions-strong fan base, which worked collectively to report the deepfakes and flag them to X. But not everybody has the benefit of such devoted fans or of the world’s media picking up on their victimisation and putting pressure on social media companies to take action to protect them. In early 2024, just a week before the Swift saga began to dominate the headlines, then seventeen-year-old Marvel actress Xochitl Gomez spoke out about her struggle to get deepfake pornography of her likeness removed from X, with little success.59 And, of course, for thousands of other women who are not celebrities, the struggle is likely even greater.

This is not to say for a moment that stars like Swift don’t deserve our empathy and the full force of legislative support. Just that we must not forget about other survivors, too, even if the media is slower to shine a spotlight on those women. ‘People say that it’s a bit of fun because they think about celebrities as if they don’t have any feelings,’ says Hera Hussain. ‘It doesn’t matter. They have so much money. They have so much power and privilege.’ She shakes her head. ‘First of all, that’s dehumanisation. It’s the weaponisation of the language of power and privilege to dehumanise women in the public eye again, as if they don’t matter, but they do matter. They are humans.’

Ocasio-Cortez told Rolling Stone that Swift’s experience helped to accelerate the timeline of US anti-deepfake pornography legislation.60 ‘Lawmakers propose anti-non-consensual AI porn bill after Taylor Swift controversy’ blared headlines.61 But ordinary women, and women of colour in particular, had been speaking out about this for years, unheard or unheeded.

‘This process has been going on for a while, and women of colour, feminists from the Global South, have been raising this issue for so long and nobody paid any attention,’ said Nighat Dad, a human-rights lawyer in Pakistan who runs a helpline for survivors being blackmailed with images.62 Repeatedly, women of colour are worst impacted by technology-facilitated gender-based violence. They have frequently been the ones sounding early alarms and pointing out patterns of abuse, such as their identification of mass-harassment tactics well before Gamergate propelled the issue into the headlines. Yet despite their repeated warnings, they are also least likely to be helpfully served by the solutions devised by a white-male political and technological class.63

Companies like Meta, for example, have been working on deepfake detection tools to tackle the spread of misinformation and abuse on their platforms.64 But the types of tools and strategies used by most deepfake detectors do not always work on people with darker skin tones, particularly if such tools are not trained with datasets that include people of diverse ethnicities, accents, genders, ages and skin tones.65

There are broader harms here, too. According to the Washington Post, AI consumes so much energy that it risks exhausting the power grid. A ChatGPT-powered search, according to the International Energy Agency, consumes almost ten times the amount of electricity as a traditional Google search. A single data-centre complex owned by Meta burns the annual equivalent energy of 7 million laptops running eight hours every day. The impact of this is immense: it has driven an expansion of fossil-fuel use at the moment when we are most desperately in need of divesting from fossil fuels and has even led to delays in the planned retirement of some coal-fired plants.66
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