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PROLOGUE


The academic journal Orthomolecular Psychiatry began its final issue of 1979 with a classic paper that kindled the imaginations of prison wardens, sports coaches, and exasperated parents alike. The paper’s author, Professor Alexander Schauss, described a simple experiment featuring 153 healthy young men, a researcher, two large pieces of coloured cardboard, and a well-lit lab. One by one the men filed into the room to participate in an unusual test of strength. The experiment began when the men stared at one of the pieces of cardboard. For half the men the cardboard was deep blue in colour, while for the remaining half it was bright pink. After a full minute had passed, the researcher asked the men to raise their arms in front of their bodies, while he applied just enough downward pressure to force their arms back down to their sides. While the men recovered their strength, the researcher jotted a few brief notes before repeating the experiment, first asking the men to stare at the other piece of cardboard and then repeating the strength test.


The results were strikingly consistent. All but two of the men were dramatically weaker after staring at the pink cardboard, barely resisting the researcher’s application of downward force. In contrast, the blue cardboard left their strength intact, regardless of whether it came before the first or second strength test. The colour pink appeared to leave the men temporarily depleted.


To prove the effect wasn’t a fluke, Schauss conducted a second experiment. This time he used a more accurate measure of strength, asking the thirty-eight male participants to squeeze a measurement device known as a dynamometer. Without fail, one after another, all thirty-eight men squeezed the device more weakly after staring at the pink cardboard.


Schauss began describing the miraculous tranquillizing power of bright pink in public lectures across the United States. At one appearance, filmed for TV, a muscle-bound Mr California performed several effortless biceps curls but struggled to perform a single curl after staring at the pink cardboard. Given the colour’s power, Schauss suggested that prison warders should consider detaining rowdy prisoners in pink cells, and two commanding officers at the US Naval Correctional Center in Seattle, Washington, repainted one of their holding cells bright pink. For seven months, Chief Warrant Officer Gene Baker and facility commander Captain Ron Miller watched as newly arrived inmates entered the pink cell angry and agitated but emerged calmer fifteen minutes later. New prisoners are traditionally aggressive, but the officers reported not a single violent incident during the seven-month trial period.


Admirers honoured the enterprising officers by calling the colour Baker-Miller Pink, and other facilities around the country painted special holding cells the same bubblegum hue. At a detention centre in San Jose, California, some of the younger inmates were so weakened by the pink cell that their exposure had to be limited to just a few minutes a day. When smaller local jails began putting violent drunks into pink holding cells, the colour was unofficially christened Drunk Tank Pink.


In the early 1980s, Drunk Tank Pink became a minor popular-culture sensation. Schauss discovered that frazzled psychiatrists, dentists, doctors, teachers, and parents were painting their walls bright pink. Housing estates painted their interiors pink and reported a sharp decline in violent behaviour, and bus companies quashed vandalism by installing bright pink seats. When United Way charity workers wore pink uniforms, donors reportedly gave up to two or three times as much as they usually did. American football coaches at Colorado State and the University of Iowa painted their visitors’ locker rooms pink in an attempt to pacify their opponents, until local athletics conferences decreed that the home and visitors’ locker rooms had to be identical. Tex Schramm, long-standing coach of the Dallas Cowboys, called Schauss and asked whether his team should adopt the same strategy. Underdogs in the boxing ring began wearing pink trunks and sometimes even beat their heavily favoured opponents.


Drunk Tank Pink emerged as the unlikely solution to a host of difficult puzzles, from aggression and hyperactivity to anxiety and competitive strategy. The colour attracted a frenzy of academic interest late into the 1990s, and while some researchers found weaker evidence for the original effect, scattered demonstrations persisted. Schauss still calls Drunk Tank Pink a “non-drug anaesthetic”, and he continues to field dozens of inquiries each year, more than three decades since Drunk Tank Pink’s dramatic rise in popularity.


This book is an attempt to uncover the role of Drunk Tank Pink and dozens of other hidden forces as they shape how we think, feel, and behave. Some, like Drunk Tank Pink, emerge from nowhere to become pop-culture legends. Others, like sunshine and beautiful women, have long occupied a prominent place in folk wisdom, though folk wisdom often falls short when it tries to capture the complexities of human behaviour. And other forces still, like the names we give children and new business ventures, hide in plain sight, guiding our thoughts as we go about the business of everyday life unaware of their influence. Understanding these forces is more than a matter of idle curiosity, as some can be harnessed for the good while others are mitigated to prevent the bad. Some of them push us towards smarter decisions and happier outcomes, and others undermine our persistent quest for health and well-being. These forces (or cues, as psychologists call them) take many forms, arising from three different worlds: the mental world made up of small cues that burrow their way into our heads; the social world that connects us; and the wider physical world that surrounds us. Each of us is an ongoing product of the world within us, the world between us, and the world around us—and their hidden capacity to shape our every thought, feeling, and behaviour.







PART ONE


THE WORLD WITHIN US









1.


NAMES


The Birth of Nominative Determinism


When Carl Jung, one of the most famous psychiatrists of the twentieth century, once wondered why he was so fixated on the concept of rebirth, the answer arrived in a flash of insight: his name meant “young”, and from birth he had been preoccupied by the concepts of youth, ageing, and rebirth. Other renowned psychiatrists of the early twentieth century embarked on very different research programmes, but as Jung explained, “Herr Freud (whose name means Joy in German) champions the pleasure principle, Herr Adler (Eagle) the will to power, Herr Jung (Young) the idea of rebirth”. As far as Jung was concerned, the names we’re given at birth blaze a trail that our destinies tread for years to come.


Many years later, in 1994, a contributor to the Feedback column in the New Scientist magazine labelled the phenomenon nominative determinism, literally meaning “name-driven outcome”. The writer noted that two urology experts, Drs A. J. Splatt and D. Weedon, had written a paper on the problem of painful urination in the British Journal of Urology. Similar so-called aptronyms abound. The current Lord Chief Justice of England and Wales is Justice Igor Judge; his colleague Lord Justice Laws is a judge in the Court of Appeal. In the realm of athletic pursuits, Anna Smashnova was a professional Israeli tennis player, Layne Beachley is a seven-times world-champion surfer, Derek Kickett was an Australian Rules footballer, Stephen Rowbotham was an Olympic rower for Britain, and Usain Bolt is the fastest man in the world over the hundred-metre and two-hundred-metre distances. Some names herald less auspicious destinies: Christopher Coke is a notorious Jamaican drug dealer, and the rapper Black Rob was sentenced to seven years in prison for larceny. It’s tempting to dismiss these anecdotes as scattered coincidences, but researchers have shown that our names take root deep within our mental worlds, drawing us magnetically towards the concepts they embody.


Indeed, names convey so much information that it’s easy to forget that they don’t have natural meanings as, say, numbers do. The number 10 will always have the same meaning regardless of whether you call it ten, diez, dix, or dieci, which is why scientists seeking extraterrestrial contact devise mathematical languages to communicate with alien life forms. A single pulse of noise will always signal one, or unity, whereas two pulses will always signal two. That universal property doesn’t apply to names, which are language-bound. Jung’s witty observation that Freud’s name compelled him to “champion the pleasure principle” registers only if you know that Freud means “joy” in German. Names are powerful, then, only when they’re associated with other, more meaningful concepts. Parents from certain cultures embrace this idea when naming their children. The Nigerian president Goodluck Jonathan grew into his name handsomely, and his wife, Patience, was named after a trait that first ladies sorely need as their husbands ascend the political ladder. According to one Nigerian proverb, “When a person is given a name, his gods accept it”, which explains why exhausted parents sometimes name their children Dumaka (literally, “help me with hands”) or Obiageli (“one who has come to eat”). The Mossi tribespeople of Burkina Faso have taken nominative determinism one step further, giving their children strikingly morbid names in a desperate bid to placate fate. Parents who have already lost more than one child (the Mossi infant mortality rate is tragically high) have been known to name their subsequent children Kida (“he is going to die”), Kunedi (“dead thing”), or Jinaku (“born to die”).


Other parents do everything they can to protect their children from the tide of nominative determinism. In his native Russian tongue, Vyacheslav Voronin’s name means “slave”. As far as associations go, that’s a significant cross to bear, so Voronin and his wife, Marina Frolova, decided to save their newborn son a similar indignity. Slight and sandy-haired, the boy was born in the summer of 2002 during a spate of terrible Russian floods. True to their promise, Vyacheslav and Marina chose a generic name designed to be devoid of meaning: BOHdVF260602. Although the name seems meaningless, BOHdVF260602 stands for “Biological Object Human descendant of the Voronins and Frolovas, born on June 26, 2002”. For the sake of practicality, young BOHdVF260602 responds to the name Boch (roughly pronounced “Bawtch”). Vyacheslav claims that Boch’s name “will make his life easier, so he won’t interact with those idiots who think one’s name defines his appearance. Every person who gets a traditional name is automatically linked to his historic background. This way, my son will be devoid of his father’s legacy.”


People name their children using all sorts of rules and approaches. Sometimes they borrow names from historical or literary heroes, sometimes they perpetuate ancestral naming traditions, and sometimes they just like how a name sounds or the fact that it reminds them of something appealing. In all cases, though, the otherwise meaningless name acquires meaning because it’s associated with other concepts that are themselves meaningful. The power of association explains why Adolf, a common boy’s name once associated with Swedish and Luxembourger kings, plummeted in popularity during and after World War Two. Meanwhile, the name Donald fell from favour when Donald Duck appeared in the 1930s, and parents stopped naming their sons Ebenezer in the 1840s when Charles Dickens’s newly published book, A Christmas Carol, featured the miserly Ebenezer Scrooge. What makes Boch’s name so unusual is that his parents went to great lengths to avoid choosing a name with even minimal associations. Though Vyacheslav was determined to spare Boch the teasing that he endured as a boy, it’s hard to imagine Boch emerging from childhood without being teased about his name at least occasionally. The odds are stacked higher still, as the Russian birth registry has refused to record Boch’s full name. According to Tatyana Baturina, a representative of the registry, “You can call your child a ‘stool’ or a ‘table’. A child has a right to such a name. But one has to use common sense. Why should one suffer from the parents’ choice? He will go to kindergarten, and then to school, and he will be mocked, all because of his name.” It’s not immediately clear that naming a boy “Stool” demonstrates more common sense than naming the boy “BOHdVF-260602” and he’d be unlikely to escape torment with either name.


Scattered anecdotes aside, do names really affect major life outcomes? Would Usain Bolt run more slowly with the name Usain Plod? Would urologists Splatt and Weedon have pursued different medical specialities with less “urological” names? These thought experiments are impossible to conduct in reality, so researchers have devised other clever techniques to answer the same question.


Names Influence Life Outcomes


Every name is associated with demographic baggage: information about the bearer’s age, gender, ethnicity, and other basic personal features. Take the name Dorothy, for example. Imagine that you’re about to open your front door to a stranger named Dorothy. What kind of person would you expect Dorothy to be? First, Dorothy is more likely to be an elderly lady than a young woman. Dorothy was the second most popular girl’s name in the 1920s, and fourteen out of every hundred baby girls born during that decade were named Dorothy. That multitude of Dorothys is now approaching the age of ninety. In contrast, the name is almost non-existent among girls born during the twenty-first century. The reverse is true of the name Ava, which was almost non-existent before the twenty-first century but dominates the most recent US Census. Apart from age, names convey ethnic, national, and socio-economic information. Base rates suggest that Dorothy and Ava are almost certainly white, Fernanda is likely to be Hispanic, and Aaliyah is probably black. Luciennes and Adairs tend to be wealthy white children, and Angels and Mistys tend to be poorer white children. Likewise, Björn Svensson, Hiroto Suzuki, and Yosef Peretz are almost certainly males of Swedish, Japanese, and Israeli descent respectively. More narrowly, Waterlily and Tigerpaw sound like the offspring of ageing hippies, while Buddy Bear and Petal Blossom Rainbow sound like names that celebrities might choose for their children. (They are; those are the names of two of celebrity chef Jamie Oliver’s four children.)


One reason why personal names are so important, then, is that they allow people to categorize us almost automatically. In their book Freakonomics, Steven Levitt and Stephen Dubner describe a strong relationship between a mother’s education and the names she chooses for her children. White boys named Ricky and Bobby are less likely to have mothers who finished college than are white boys named Sander and Guillaume. Since education improves spelling, it comes as no surprise that white boys named Micheal and Tylor tend to have less well-educated mothers than do white boys named Michael and Tyler. Similar patterns emerge when you compare a child’s name with family household income. White girls named Alexandra and Rachel tend to be wealthier than white girls named Amber and Kayla.


Of course, it’s important to note that the relationships between income, education, and naming preferences are not causal—just because poorer children tend to have consistently different names from wealthier children doesn’t mean that girls named Alexandra are financially better off because they’ve been named advantageously. A more likely alternative is that people from different socio-economic and educational backgrounds inhabit different cultural environments, which in turn shape their preferences for particular names. (Chapter 6 considers the relationship between culture and preferences more deeply.) For example, US residents who live in the southern states tend to be poorer than residents in the northern states, and, relative to Northerners, Southerners also tend to prefer the name Bobby. The marked cultural differences between Northerners and Southerners probably explain both their distinct naming preferences and the income gap that separates the two groups. The dark side of these relationships is that over time, people meet many more poor Bobbys than wealthy Bobbys, and many more wealthy Sanders than poor Sanders, so they start to form strong associations between the name and important life outcomes. Consequently, a seasoned recruiter who considers two job application folders—one submitted by Sander Smith and the other by Bobby Smith—will presume that Sander’s parents are wealthier and better educated than Bobby’s parents even before he opens the folders.


So, what would happen if you could turn back the clock and rename a child who was given a typically black name with a typically white name instead? Would the child’s life be any different? Short of building a time machine, there’s no way to test this conjecture in its purest form, but two economists have done the next best thing. They wondered whether two job applicants who were identical, except for the blackness or whiteness of their names, might inspire different responses from firms that advertised positions online. The researchers responded to five thousand job ads in Boston and Chicago and varied two features of the attached CV’s: their quality (some were strong and others were weak), and the blackness or whiteness of the names (some were typically white names and others were typically black names). It’s no surprise that the stronger CVs yielded more responses, but names also had a marked effect. Emilys, Annes, Brads, and Gregs fared better than Aishas, Kenyas, Darnells, and Jamals, even when their applications were identical on every important indicator of applicant strength. In fact, fictional applicants with white names received responses on 10 percent of their applications, whereas applicants with black names received responses on only 6.5 percent of their applications—a 50 percent difference. Put another way, on average white applicants only need to send out ten applications to get a single response, but black applicants need to send out fifteen for the same outcome. Also disturbing was the finding that a stronger application helped white applicants but did very little to improve the prospects of black applicants. Whereas employers rewarded stronger white applicants with 27 percent more responses than weaker white applicants, stronger black applicants received only 8 percent more responses than weaker black applicants (and 27 percent fewer even than weak white applicants). It’s impossible to get a job without clearing the first hurdle, so these results bode ill for the state of racial bias in a society that some pundits describe as “post-racial”.


If the damaging stereotypes that produced these disturbing results vanished, would names lose their power to shape important life outcomes? The Voronins must have believed so when they named their son BOHdVF260602, a name chosen because it was free of the usual demographic baggage. As it turns out, the Voronins were addressing only part of the issue. Our own names influence us even in the absence of other people. According to Belgian psychologist Jozef Nuttin’s classic account, people feel a sense of ownership over their names. People tend to like what belongs to them, so Nuttin found that people preferred the letters that populated their names more than the letters that were absent from their names. In one study, Nuttin asked two thousand people who spoke one of twelve different languages to choose the six letters they liked most from their language’s written alphabet—the letters they found most attractive without investing much thought in the process. Across the twelve languages, people circled their own name letters 50 percent more often than they circled name-absent letters. So, had Jozef Nuttin completed the study himself, he would have been 50 percent more likely to circle the letter Z than would have a fictitious Josef Nuttin, for whom Z would not have held a special personal meaning.


The magnetic attraction we feel towards our name letters contributes to a range of surprising outcomes. People donate to charities for all sorts of reasons: because they have a personal link to the cause, because it tugs at their heartstrings, and sometimes because they honestly believe the cause deserves their support. These rationales are easy to defend, but psychologists have shown that people tend to donate more often and more generously to causes that share their initials. The researchers examined Red Cross donation records following seven catastrophic Atlantic Ocean hurricanes that hit the United States between 1998 and 2005. There’s no natural shorthand for referring to tropical storms, so the National Hurricane Center has labelled each tropical storm since the 1950s with a proper name. As you might expect based on the name-letter effect, people are drawn to hurricanes that share their initials. For example, people with K names donated 4 percent to all disasters before Katrina devastated New Orleans in 2005, but 10 percent of all Katrina donations came from K-named people, a 150 percent increase. You might be wondering whether people named Katrina, Kate, Katherine, Katie, or any other “Kat” names were responsible for the change. They weren’t; the effect was just as strong when those people who shared more than just the first letter with Katrina were removed from the analysis. The same results were true for a range of hurricanes.


The positive association we have with our names explains most name-letter effects, but sometimes our initials also inspire thoughts and behaviours that arise through force of habit. One of the major differences between people with A surnames and people with Z surnames is where those names fall on default alphabetical lists. For better or worse, teachers often call on students with A surnames before they call on students with B surnames, and so on through the alphabet till the Zahns, Zolas, and Zuckermans are called on last. Some teachers are sensitive to this issue, so they occasionally start at the bottom of the alphabet—but more often than not, they begin with A and end with Z. In a series of clever studies, two psychologists tested the idea that people whose family names were at the end of the alphabet might respond more quickly to scarce opportunities than their beginning-of-the-alphabet counterparts. Since people with N–Z names habitually wait behind people with A–M names, the researchers guessed that N-to-Zers might be chronically quicker to respond to limited opportunities because they so often have to wait their turn. That’s exactly what they found when they offered a limited number of free basketball tickets to a group of graduate students. The further down the alphabet the students’ family names, the quicker they were to respond. In another study, the researchers found that PhD students with later-letter names were quicker to post their job-search materials online than were students with earlier-letter names. In fact, the students who posted their materials during the first three weeks had an average family-name letter of M (the twelfth letter), whereas students who posted their materials after the first three weeks had elapsed had an average family-name letter of G (the seventh letter). This last-name effect, as the researchers call it, illustrates just one more way that names subtly influence our lives.
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For each of the seven hurricanes examined, the proportion of Red Cross donations from people whose names shared the hurricane’s initial increased immediately after the hurricane. For example, M-named people made up 30 percent more of the donor population during the two-month period after Mitch devastated Honduras and Nicaragua in 1998 than during the six-month period before the hurricane struck.





Names, then, have the capacity to shape our outcomes because they’re tied to important concepts that have real meaning. Sometimes they’re associated with racial groups or socio-economic status, sometimes with charity appeals or being called on last at school. Some of those associations are positive and others are negative, and when you’re a parent faced with a smorgasbord of choices, perhaps it’s worth considering those associations when breaking the tie among several equally liked names.


Fairchild vs Pucinski: the Smoothly Fluent vs the Awkwardly Disfluent


When parents name their children, they’re also faced with a second implied choice: a simple, smooth, common name or a complex but unique name. The choice isn’t easy, because folk wisdom rewards both approaches. No one’s going to mispronounce the names Tom, Tim, Todd, and Ted, but people named Tom, Tim, Todd, and Ted are a penny a dozen. Meanwhile, people named T-ah (pronounced “Tadasha”), Thyra (is it Theera, Thigh-ra, or Tie-ra?), and Taiven (Tay-ven, or Ty-ven?) stand out in a crowd, but the crowd might ignore them because no one’s sure how to pronounce their names. (On this count, perhaps BOHdVF260602’s parents were less successful.) Independently of what they mean or imply, some names are easy to pronounce; they glide off the tongue with ease and sound innately and effortlessly appealing. Other names are hard to pronounce; they challenge your brain before challenging your tongue, teeth, and lips, and when they eventually emerge, you’re not sure you’ve pronounced them correctly after all. Psychologists who study the linguistic properties of these names call the ones that are easy to pronounce fluent, and the ones that are difficult to pronounce disfluent. If you’re trying to decide how fluent a name is, imagine that you’re presenting the Oscar for best foreign-language film. You open the envelope and announce, “The Oscar goes to . . .” Some foreign names are very difficult to pronounce for uninitiated English-speakers, but others are easier to pronounce because they’re shorter, or share sounds and letter combinations that are common to the English language, or because they feature simpler letter strings. In 1996, the Oscar-winning foreign-language film was Kolya, a Czech film produced by Jan Svěrák. Kristin Scott Thomas and Jack Valenti, the category’s English-speaking presenters, must have practised hard before announcing the Georgian nominee, Shekvarebuli kulinaris ataserti retsepti, directed by Nana Dzhordzhadze. (Actually, many of the films adopt English titles so the presenters don’t mar the event with botched pronunciations. In this case, the film was retitled A Chef in Love, though Dzhordzhadze’s name must have presented its own challenges.)


The most obvious consequence of having a disfluent name is that your parents have invited a lifetime of misspelling and mispronunciation on your behalf. We’re all capable of laughing off the occasional error, but sometimes errors have serious consequences. When lesser-known or last-minute candidates enter a political race, their names don’t always appear on the ballot form; instead, voters are asked to write the candidate’s name by hand, or type the name using a machine that recognizes each candidate’s name. Candidates such as George Bush and Bill Clinton may have emerged from a write-in vote unscathed, but Texan house majority candidate Shelley Sekula-Gibbs had less luck in 2006. For starters, some voting machines can’t process hyphens, so Sekula-Gibbs became Sekula Gibbs. But the real trouble began when the machines had to be programmed to process misspellings. A bipartisan committee was formed, eventually sanctioning twenty-eight pages of misspellings, from the understandable Kelly Segula-Gibbs to the perplexing one-word entry ShelleySkulaGibbsssss.


Sekula-Gibbs escaped relatively unharmed, but two heavily favoured candidates in the 1986 Illinois Democratic primary for lieutenant governor were less fortunate. George Sangmeister and Aurelia Pucinski were touted to trounce upstarts Mark Fairchild and Janice Hart. The pundits ignored the fact that many voters know little about their favoured candidates’ policy positions and rely instead on irrelevant cues when breaking a tie. On the naming front, pitting the foreign-sounding Sangmeister and Pucinski against the made-for-politics Fairchild and Hart is no more balanced than an arm-wrestling contest between a small child and Mike Tyson. With heavyweight names like Fairchild and Hart, the two underdog candidates swept the race despite their weaker CVs. One voter who was interviewed in the New York Times even admitted to voting for Fairchild and Hart “because they had smooth-sounding names”. A team of psychologists ran a study that proved the importance of the two names: when mock voters were asked to choose between two candidates based only on their names—George Sangmeister and Mark Fairchild—an overwhelming majority preferred Fairchild. Since most voters knew little about the candidates when they approached the ballot box, it seems fair to assume that at least some of them were swayed by the candidates’ names.


It’s important to note that these four names differed along other dimensions apart from name fluency, including foreignness and their overlap with appealing English words like heart and child. These differences mark this anecdote as an interesting but less-than-ideal test of the effect of name fluency on meaningful outcomes. Along with two psychologists at the University of Melbourne, Australia, Simon Laham and Peter Koval, I ran similar analyses that were designed to eliminate the possibility that these effects are driven entirely by the foreignness of disfluent names. We began with the premise that fluent names should act like halos, making the name’s owner just slightly more attractive than a fictional similar person with a disfluent name. To test that hypothesis, we examined the relationship between the fluency of five hundred lawyers’ names and their positions within the legal hierarchy (from associate to partner). We gleaned those names from ten different US law firms that varied in size and prominence, and asked a group of American adults to rate each name according to how easy it was to pronounce, and how likely its owner was to be foreign.


The results were in equal parts fascinating and disconcerting: lawyers with fluent names seemed to ascend the law-firm hierarchy more often and more rapidly than their disfluently named colleagues. The result couldn’t be explained by foreignness, because the effect held when we confined the analysis to lawyers with foreign names, and again when we confined the analysis to lawyers with typical Anglo-American names. A closer look at the data tells the tale. Name fluency doesn’t help every lawyer equally, because it’s not a miracle-maker. You could be the smartest lawyer with the smoothest name, but if you’re a rookie who’s just finished your law studies, you’re not going to make partner. (Not a single lawyer who’d been employed for fewer than four years was a partner.) The same holds for veterans: by the time you’ve been practising for three decades, your ability will speak for itself—and most veterans (89 percent) were partners perhaps by virtue of longevity alone. But the effect is strong among mid-career lawyers: after 4–8 years in practice, 12 percent of those with fluent names (names rated 1 on a 5-point pronunciation difficulty scale—half of all lawyers in the sample) were partners, whereas only 4 percent of their counterparts with disfluent names (those whose names were rated at 2–5 on the same scale) were partners. The gap holds when you look at slightly more experienced lawyers; after 9–15 years, 74 percent of the lawyers with fluent names were partners, but only 67 percent of those with disfluent names were partners. Quite literally, then, it pays to give your newborn future lawyer as simple a name as possible.





[image: image]


This graph shows the mid-career advantage of having a fluent name. Compared with lawyers who have disfluent names, lawyers with fluent names are 8 percent more likely to be partners four to eight years after graduating, and 7 percent more likely to be partners nine to fifteen years after graduating.





There’s a potent moral to the story I’ve told so far: you’re unlikely to be celebrated for having a creative name, but that same creative (and therefore disfluent) name may prime you for negative attention and negative outcomes. It’s easy to sympathize with exuberant parents who celebrate the miracle of new life by naming that miracle Keirraih, but when young Keirraih starts school and then work, she’s likely to be a magnet for negative attention.


Just as wise parents name their biological offspring with care, wise entrepreneurs choose names for their commercial offspring carefully. Even company names that seem innocuous at first have the potential to give their parents heartburn. In one striking case, the inoffensively named Experts Exchange, an online technology problem-solving company, exposed itself to mockery when it chose the web address www.expertsexchange.com. (The address is now www.experts-exchange.com, and the company has resolved the ambiguity in its favour by choosing the strategically capitalized Twitter handle ExpertsExchange.)


Beyond the obvious dangers of choosing a name with an unintended double meaning, the same fluency effects that shape how quickly lawyers rise to partnership also seem to shape the fortunes of fledgling financial stocks. With my colleague Danny Oppenheimer, a psychology professor at Princeton University, I discovered that young financial stocks tend to perform better on the markets when their names are easier to pronounce. Choosing among stocks that are just about to enter the market is very difficult, because there’s so much information to sift through, and none of it predicts the stock’s future performance perfectly. A stock with a simpler, fluent name will tend to rise above its disfluently named counterparts for the same reason that a fluently named person might attract law-firm promotions: stock purchasing is inherently risky, and fluency inspires a sense of comfort and familiarity that tempers the inescapable fact that even low-risk stocks sometimes go bust. To test the effect of name fluency on stock performance, we measured the performance of nearly one thousand stocks across the New York Stock Exchange and the American Stock Exchange markets from 1990 to 2004.


In one study, we asked a group of people to imagine they were reading the names of each company at an awards ceremony (the fluency litmus test I described earlier), and to indicate how easy or difficult it would be to pronounce the company’s name. At one end of the spectrum were fluently named companies such as Belden Inc., and at the other end were disfluently named companies such as Magyar Tavkozlesi Részvénytársaság (a Hungarian telecommunications company). Not all the disfluent stocks were foreign-owned, and the effect held even when we looked only at American stocks with typically American names. As we expected, the stocks with fluent names fared better than those with disfluent names, especially during their first week on the market. In fact, if you’d invested $1,000 in the ten most fluently named stocks between 1990 and 2004, you’d have come away with $1,153 after just one week, a whopping 11 percent return on your initial investment. In contrast, if you’d invested the same $1,000 in the ten most disfluently named stocks across the same period, you’d come away with just $1,040, a much smaller 4 percent return on your investment.


Of course, there are other differences between fluently and disfluently named companies: service and retail companies might emphasize smoother names more than, say, mining and resources companies, and larger firms might invest more than smaller companies in choosing a catchy name. To rule out the possibility that our effects actually reflected better performance among certain industries or company sizes, we ran a separate study focusing on ticker codes—the brief letter strings that identify each company on the stock market, historically printed on ticker tape alongside stock price updates. To most of us they’re gibberish, but to investment experts, they contain multitudes of information. Mention AAPL and investors ask when Apple will release its next blockbuster product; mention HOG and investors ask when Harley-Davidson will release a new motorbike (or hog as it’s known among enthusiasts). Some ticker codes are transparent (e.g., Google’s ticker code is GOOG) and others are more opaque (United States Steel has the coveted single-letter code X). One way of measuring the fluency of a ticker code is to assess whether you can pronounce it as an English word; GOOG is pronounceable, but RSH (RadioShack’s ticker) isn’t pronounceable according to the rules of spoken English. Sure, you can torture it to sound like “Rish”, but it isn’t readily pronounceable based on the way we combine vowels and consonants in spoken English.


When we compared the performance of stocks with pronounceable (fluent) tickers with that of stocks with unpronounceable (disfluent) tickers, we found the same results as we’d noticed when we focused on stock names: after just one day of trading, stocks with fluent tickers yielded a roughly 15 percent gain across the New York Stock Exchange and the American Stock Exchange, but those with disfluent tickers yielded only a 7 percent gain. If you’re a fledgling company, or a serious investor, an 8 percent bonus makes a very big difference. Predicting stock performance in the short term is notoriously challenging, and financial experts everywhere have long struggled to hit on a solid predictor of early stock performance. This is a powerful result, because it shows that name fluency effects exist even when you eliminate all other information that might be bound up with the fluency of a name. For example, perhaps fluent names like Apple convey more information than disfluent names like Aegon or Aeolus, which tend to be nonsense words or unfamiliar names. This ticker demonstration is striking because fluent and disfluent ticker codes contain basically the same quantity of information (almost none). Moreover, even novice investors can understand the concept of fluency—you don’t need a degree in financial mathematics to know that Belden and GOOG are fluent, but Magyar Tavkozlesi Részvénytársaság and RSH are disfluent. Name fluency, then, has the power to shape not only personal outcomes but also the fortunes of investors and companies on the stock market.


Cuddly Names and Powerful Names: the Role of Phonemes


Some simple spoken sounds, or phonemes, emerge easily, while others emerge with some difficulty, but once they’re spoken aloud, many of them conjure visual images even if they have no meaning at all. In the 1920s, German psychologist Wolfgang Köhler wrote a classic textbook on how we perceive the world. Köhler argued that people share a common idea about how some nonsensical names would look if they were ascribed to a shape. In one thought experiment, readers were asked to consider which of the following shapes was called a maluma and which was called a takete.


[image: image]


If you’re like most people, you’ve never heard the words maluma or takete, but that doesn’t stop you from “knowing” somehow that the smooth, curvy shape on the left is a maluma and the jagged, spiky shape on the right is a takete. Even children who are too young to read are capable of matching rounded shapes to rounded words and hard-edged shapes to hard-edged words. Only a strange, counter-intuitive language would assign the labels the other way round, and so it is that many English words just sound “right”. Here’s a quick thought experiment: imagine you define the words stop and meander, or the words haste and dawdle, but refuse to tell a non-English-speaker which definition belongs with each word. Would she be able to connect the words to their correct definitions? Just as maluma seems curvy and takete seems jagged, so meander and dawdle seem soft and slow and squishy, and stop and haste seem sharp and jagged and immediate. It doesn’t make sense, then, to name your sharp, lifesaving pharmaceutical company Baloomba Inc. and your children’s party business Zintec Inc., but the names work quite nicely in reverse. I’d be happy to take a new drug manufactured by Zintec and attend a party run by Baloomba, but Zintec sounds like a hard-nosed party-planner and Baloomba seems too whimsical to engage in serious science. Perhaps it’s not surprising, then, that a 1979 study found that thirty-eight of the top two hundred US brand names began with the dominant sounds K or C, and that a whopping ninety-three of them contained the K sound somewhere in their names.


The research I’ve described in this chapter suggests that names are far more important than we might assume based only on intuition. From your name alone, people have some idea of your age, your ethnicity, and whether you’re wealthy or poor. They might decide to hire you if your name’s easy to pronounce and well chosen, or to relegate you to the bottom of the pile if your disfluent name prompts all the wrong associations. Proper names—the labels we give ourselves and the companies we promote—are not so different from the linguistic labels we give to the concepts that fill our lives every day. Labels, like names, shape how we view the world, and as the next chapter shows, the people we label as “black”, “white”, “rich”, “poor”, “smart”, and “simple” seem blacker, whiter, richer, poorer, smarter, and simpler merely because we’ve labelled them so.





2.


LABELS


Labels Make a Complex World Simpler


In 1672, Sir Isaac Newton passed a beam of white light through a clear prism and projected the resulting rainbow against the wall of his laboratory. He perceived five distinct colours within the rainbow, which he labelled red, yellow, green, blue, and violet. These labels pleased him for a while, but he believed that colours and musical notes shared a single structure, and that both fell along seven-step octaves. So he returned to his rainbow and decided that a thin sliver of orange fell between thicker bands of red and yellow, and that a subtle strip of indigo fell between the blue and violet bands. The resulting seven-coloured rainbow is the one we know today. Newton’s detractors were unimpressed, and they debated the true composition of the rainbow for many years, sometimes claiming that Newton’s prisms were cloudy, dirty, or impure, and sometimes arguing that he had seen in the prism too many colours, too few colours, or the wrong colours altogether. But Newton was no more or less right than his critics, because the colours that form the visible rainbow are part of a continuous spectrum. We see distinct colours in the spectrum, but their boundaries are impossible to measure precisely. Regardless, why should it matter whether we use Newton’s five-colour taxonomy, his seven-colour taxonomy, or some other variation? The colours don’t change merely because we give them different labels, so why should we see them differently?


As it turns out, Newton’s choice was far from trivial, because colours and their labels are inextricably linked. Without labels, we’re unable to categorize colours—to distinguish between ivory, beige, wheat, and eggshell, and to recognize that broccoli heads and stalks are both green despite differing in tone. To show the importance of colour labels, in the mid-2000s a team of psychologists capitalized on a difference between colour terms in the English and Russian languages. In English, we use the word blue to describe both dark blues and light blues, encompassing shades from pale sky blue to deep navy blue. In contrast, Russians use two different words: goluboy (lighter blue) and siniy (darker blue).


The researchers asked English-speaking and Russian-speaking students to decide which of two blue squares matched a third blue target square on a computer screen. The students performed the same task many times. Sometimes both the squares were light blue, sometimes both were dark blue, and sometimes one of them was light blue and the other was dark blue. When both fell on the same side of the blue spectrum—either light blue or dark blue—the English and Russian students were equally quick to determine which of the squares matched the colour of the third target square. But the results were quite different when one of the colours was lighter blue (or goluboy according to the Russian students) and the other was darker blue (siniy). On those trials, the Russian students were much quicker to decide which square matched the colour of the target square.


While the English students probably looked at the target blue square and decided that it was “sort of lightish blue” or “sort of darkish blue”, their labels were never more precise than that. They were forced to decide which of the other blue squares matched that vague description. The Russian students were at a distinct advantage; they looked at the square and decided that it was either goluboy or siniy. Then all they had to do was look at the other squares and decide which one shared the label. Imagine how much easier the task would have been for the English students if they had been looking at one blue square and one green square; as soon as they determined whether the target square was blue or green, the task was trivially easy. In fact, an experiment published one year later showed that Russian students perceive dark blue to be just as different from light blue as the colour green is from the colour blue to English students. When Russian students located a dark blue square within an array of lighter blue squares, part of the visual field within their brains lit up to signal that they had perceived the odd square. The same brain areas were much less active when English students looked at the same array of squares—except when the odd square was green within an array of blue squares. When the colours had different labels for the English students, their brains responded like the brains of the Russian students. We also know that the Russian students relied on these category names, because their advantage over the English students disappeared altogether when they were asked to remember a string of numbers while they were performing the colour discrimination task. Since their resources for processing language were already occupied with the task of repeating the number string, they weren’t able to rehearse the names of the colours. Without the aid of linguistic labels, they were forced to process the colours just like the English-speaking students. This elegant experiment shows that colour labels shape how people see the world of colour. The Russian and English students had the same mental architecture—the same ability to perceive and process the colours in front of them—but the Russians had the distinct advantage of two labels where the English students had just one. This example is striking, because it shows that even our perception of basic properties of the world, such as colour, is malleable in the hands of labels.
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