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   preface
 

  
 

   

   It was 2021, and I had a week off before starting a new job at Discord. They told me I’d be working with the distributed database Apache Cassandra to start, but they were in the midst of switching to ScyllaDB—a more performant rewrite of Cassandra. That week, I went hunting for resources to learn about ScyllaDB, but resources outside of the official docs were few and far between. I ended up mostly studying Cassandra and pretending that every time I saw the word Cassandra, it actually said ScyllaDB. This approach wasn’t the worst option, but it left some definite gaps in my knowledge that I had to work to fill in later.
 

  
 

   

   Because we were running both databases together when I started, I was able to compare their behaviors. I immediately was a big fan of how, by distributing their data, they provide scalability and fault tolerance. Coming from a relational database background, I’d seen how a single database node going offline due to a cloud-provider problem could wreck an application’s availability. ScyllaDB’s and Cassandra’s more gradual degradation paradigm brings immediate benefits. The catch lies in their comparative performance. The Cassandra database felt like it was always alerting, paging someone to fix a failure or mitigate an overwhelmed cluster. But the ScyllaDB databases were quiet; they rarely paged, and they exhibited better performance. We finished the ScyllaDB migration a few months later, and the barrage of Cassandra alerts ceased. 
 

  
 

   

   In 2023, Jonathan Gennick from Manning Publications reached out to me and asked if I would be interested in writing a book on ScyllaDB. I’ve always wanted to write a book, and this cold email out of the blue found an incredibly willing participant. I immediately had flashbacks to 2021 when I was trying to find a book about ScyllaDB. ScyllaDB in Action is the book I desperately wanted all those years ago (if any of you ever build a time machine, I wouldn’t say no to Past Bo being handed a copy). I wanted something that not only covered ScyllaDB-specific features but also was practical and would explain why I was getting paged at 3 a.m. Also, with a dreamer’s arrogance, I thought that if I ever wrote a technical book, I’d want it to be in Manning’s in Action series; as a reader, I love Manning’s focus on practical and actionable teaching. Accordingly, I’ve focused this book on teaching the database from the basics and preparing you to run the database in production so you’ll know what a hot partition is, what queries are likely to cause it, and why it can cause performance degradation in your cluster.
 

  
 

   

   I’m excited to share this work with you, and I hope you find it as instructive and helpful for you as it was enjoyable and rewarding for me to assemble. Happy reading!
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   about this book
 

  
 

   

   ScyllaDB in Action was written to teach you how to operate and build applications on ScyllaDB. Throughout the book, you’ll be considering a small design problem as a tool to learn about ScyllaDB: a restaurant review application. It begins by grounding you in the database’s basics—how to read and write data—through building some simple tables for your application. You’ll then learn how to design a database schema by taking the requirements for your restaurant review app and performing query-first design: determining what queries your database needs to support and building the schema from that. Having created your schema, you’ll learn how reads and writes work and perform efficiently in Scylla. The book continues by examining Scylla’s architecture, building an API on top of Scylla in Python, examining how to run and monitor Scylla in production, and learning how to move data in bulk in and out of your database.
 

  
 

   

   Who should read this book
 

  
 

   

   ScyllaDB in Action is written for anyone looking to learn ScyllaDB or work with it. To get the best out of it, you should have some basic familiarity with SQL. You’ve probably written a SELECT statement before, and that knowledge will assist you throughout the book as you learn about Scylla. If you’re a database expert, that’s okay too! You’ll get to break some habits and pick up some new ones to effectively use ScyllaDB. You should also have some experience with a programming language—preferably Python, as you’ll use it to build the sample application to learn about the database driver and its client-side features.
 

  
 

   

   How this book is organized: A road map
 

  
 

   

   Like many books, this one has chapters. I’ve divided it into 4 parts totaling 12 chapters. Part 1 begins you on your ScyllaDB journey, introducing the database and letting you play with it locally:
 

  
 

   

   	 Chapter 1 provides an overview of ScyllaDB, sharing its benefits and comparing and contrasting it with different databases. 
 

   	 Chapter 2 shows you how to build a small ScyllaDB cluster on your laptop and run some basic queries against it. 
 

  
 

   

   In Part 2, you’ll learn how to design a database schema that best fits ScyllaDB through a practice called query-first design:
 

  
 

   

   	 Chapter 3 discusses how to gather application requirements and, by looking at the queries that fulfill those requirements, ultimately translate them into database tables. 
 

   	 Chapter 4 uses your application requirements, queries, and tables to teach ScyllaDB’s data types by determining the types needed to meet those requirements. 
 

   	 Chapter 5 finishes your design by polishing it up and transforming it into correctly configured tables in a database. 
 

  
 

   

   Part 3 takes a close look at querying Scylla, using the database schema created in part 2:
 

  
 

   

   	 Chapter 6 is all about writes—inserting, updating, and deleting data. 
 

   	 Chapter 7 is the companion chapter to the previous one; you’ll learn all about reads, their performance, and the various tools Scylla provides to help you read data efficiently. 
 

  
 

   

   The last part of the book, part 4, covers running Scylla:
 

  
 

   

   	 Chapter 8 teaches you about ScyllaDB’s architecture by examining its design goals and how each feature of the database exists to fulfill at least one of them. 
 

   	 Chapter 9 covers running ScyllaDB in production, discussing configuring, sizing, and operating a Scylla cluster. 
 

   	 Chapter 10 guides you through connecting a Python application to a ScyllaDB cluster using a database driver. 
 

   	 Chapter 11 demonstrates how you monitor a ScyllaDB cluster running in production and assess its performance via observability and load-testing, as well as what to do when the graphs tell you that your cluster isn’t having a great time. 
 

   	 Chapter 12 ends the book by examining data migrations in ScyllaDB, both into the cluster and out of it. 
 

  
 

   

   About the code
 

  
 

   

   This book contains source code and code output throughout, through both inline examples and numbered listings. In all cases, code is identified by using this fixed-width font. Output is also potentially formatted or abridged when necessary; although we can always horizontally scroll terminal windows, we can’t do that in a book. Occasionally, a line-continuation marker (↪) has been added to indicate that a command or output continues onto a new line. 
 

  
 

   

   For commands the reader should execute, I’ve attempted to notate where they should be run using the following conventions:
 

  
 

   

   	 Lines beginning with a $ should be executed in your local terminal. 
 

   	 Lines beginning with (scylla-reviews) $ should be executed in the terminal of the Docker container in parentheses (scylla-reviews in this example). 
 

   	 Lines beginning with cqlsh:> should be executed within a cqlsh session inside a Docker container. 
 

  
 

   

   You can get executable snippets of code from the liveBook (online) version of this book at https://livebook.manning.com/book/scylladb-in-action. The complete code for the examples in the book is available for download from the Manning website at https://www.manning.com/books/scylladb-in-action and in the book’s GitHub code repo at https://github.com/scylladb-in-action/code.
 

  
 

   

   liveBook discussion forum
 

  
 

   

   Purchase of ScyllaDB in Action includes free access to liveBook, Manning’s online reading platform. Using liveBook’s exclusive discussion features, you can attach comments to the book globally or to specific sections or paragraphs. It’s a snap to make notes for yourself, ask and answer technical questions, and receive help from the author and other users. To access the forum, go to https://livebook.manning.com/book/scylladb-in-action/discussion. You can also learn more about Manning’s forums and the rules of conduct at https://livebook.manning.com/discussion.
 

  
 

   

   Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between readers and the author can take place. It is not a commitment to any specific amount of participation on the part of the author, whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the author some challenging questions lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website as long as the book is in print.
 

  
 

 

   

   about the author
 

  
 

   

   Bo Ingram is a staff software engineer at Discord, working in database infrastructure. He has extensive experience working with ScyllaDB as both an operator and an application developer.
 

  


 

   

   about the cover illustration
 

  
 

   

   The figure on the cover of ScyllaDB in Action, titled “La Figurante,” is taken from a book by Louis Curmer published in 1841. Each illustration is finely drawn and colored by hand. 
 

  
 

   

   In those days, it was easy to identify where people lived and what their trade or station in life was just by their dress. Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity of regional culture centuries ago, brought back to life by pictures from collections such as this one.
 

  


 

   

   
Part 1 Getting started 

 

  
 

   

   The first part of the book focuses on introducing you to ScyllaDB. In chapter 1, you’ll begin by learning about this distributed database and seeing what it is and why it’s useful to you. In chapter 2, you’ll get your hands dirty by spinning up a local Scylla cluster and playing with some basic queries to get the data flowing.
 

  


 

   

   
1  Introducing ScyllaDB

 

  
 

   

   This chapter covers 
 

    

    	ScyllaDB and what it is
 

    	ScyllaDB versus other databases
 

    	How ScyllaDB takes advantage of being a distributed system
 

   
 

  
 

   

   ScyllaDB is a distributed NoSQL database designed to be a more-performant rewrite of Apache Cassandra. Although it rhymes with “Godzilla” and has an adorable creature as a mascot, it’s designed not to be monstrous to operate.
 

  
 

   

   Compared with relational databases, ScyllaDB brings two big weapons to the Great Database Battle Royale: scalability and fault tolerance. It is a distributed database that runs multiple nodes to store and serve data. This distribution simplifies scalability; to add additional capacity, operators only need to add more nodes. By providing users with the capability to tune how many nodes respond to a query, ScyllaDB also provides fault tolerance because the system can handle the loss of a configurable number of nodes before being unable to serve requests, as seen in figure 1.1.
 

  
 

    

   [image: figure] 

   
Figure 1.1 ScyllaDB is a distributed database that provides scalability and fault tolerance.


  
 

   

   This distributed design impacts everything around it: how you design applications, how you query data, how you monitor the database, and how you recover the system during an outage. We’ll explore all of these areas, showing how ScyllaDB can be the practical distributed database for any application. Let’s dive in!
 

  
 

   

   
1.1 ScyllaDB, a different database
 

  
 

   

   ScyllaDB is a database—it says so in its name! Users give it data; the database gives the data back when asked. This very basic and oversimplified interface isn’t too dissimilar from popular relational databases like PostgreSQL and MySQL. ScyllaDB, however, is not a relational database; it eschews joins and relational data modeling to provide a different set of benefits. To illustrate these, let’s look at a fictitious example. 
 

  
 

   

   
1.1.1 Hypothetical databases
 

  
 

   

   Let’s imagine you’ve just moved to a new town, and when you go to restaurants, you want to remember what you ate so that you can order it again or avoid it next time. You could write your order in a journal or save it in the Notes app on your phone, but you hear about a new business model that has people remember information you send them. Your friend Robert has just started a similar venture: Robert’s Rememberings. 
 

  
 

   

   Robert’s Rememberings
 

  
 

   

   Robert’s business (figure 1.2) is straightforward: you can text Robert’s phone number, and he will remember whatever information you send him. He’ll also retrieve information for you, so you won’t need to remember everything you’ve eaten in your new town. That’s Robert’s job. 
 

  
 

    

   [image: figure] 

   
Figure 1.2 Robert’s Rememberings has a seemingly simple plan.


  
 

   

   The plan works swimmingly at first, but problems begin to appear. Once, you text Robert and he doesn’t respond. He apologizes later and says he had a doctor’s appointment. Not unreasonable—you want your friend to be healthy. Another time, you text him about a new meal, and it takes him several minutes to reply instead of his usual instant response. He says that business is booming, and he’s been inundated with requests—so response time has suffered. He reassures you and says not to worry; he has a plan (figure 1.3).
 

  
 

    

   [image: figure] 

   
Figure 1.3 Robert adds a friend to his system to solve problems, but doing so introduces complications.


  
 

   

   Robert has hired a friend to help him out. He sends you the new updated rules for his system. If you only want to ask a question, you can text his friend, Rosa. All updates are still sent to Robert; he will send everything you save to Rosa so she’ll have an up-to-date copy. At first, you slip up and continue to ask Robert questions, but the system seems to work well. Robert is no longer overwhelmed with read requests, and Rosa’s responses are prompt.
 

  
 

   

   One day, you realize that when you asked Rosa a question, she texted back an old review that you had previously overwritten. You message Robert about this discrepancy, worried that your review of the much-improved tacos at Main Street Tacos is lost forever. Robert tells you there was a problem in the system so Rosa didn’t receive messages from Robert but was still able to get requests from customers. Your request hasn’t been lost, and they’re reconciling to get back in sync.
 

  
 

   

   You wanted to be able to answer one question: is the food at this restaurant good or not? Now you’re worrying about contacting multiple people depending on whether you’re reading a review or writing a review, whether data is in sync, and whether your friend’s system can scale to satisfy all users' requests. What happens if Robert can’t even handle every save request? When you begin brainstorming intravenous energy drink solutions, you realize it’s time to consider other options. 
 

  
 

   

   ABC Data: A different approach
 

  
 

   

   Your research leads you to another business: ABC Data. The company tells you that its system is a little different: it employs three people—Alice, Bob, and Charlotte—and any of them can save information or answer questions. They communicate with each other to ensure that each of them has the latest data, as shown in figure 1.4. You’re curious what happens if one of them is unavailable, and the company says it provides a cool feature: because there are multiple employees, they coordinate among themselves to provide redundancy for your data as well as increased availability. If Charlotte is unavailable, Alice and Bob will receive the request and answer. If Charlotte returns later, Alice and Bob will get Charlotte back up to speed on the latest changes. 
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Figure 1.4 ABC Data’s approach is designed to meet the scaling challenges that Robert encountered.


  
 

   

   This setup is impressive, but because each request can lead to additional requests, you’re worried that the system may be overwhelmed even more easily than Robert’s. This distribution, ABC Data tells you, is the beauty of its system. It creates multiple copies of the data set. The employees then divide this redundant data among themselves. If the company needs to expand, it only needs to add additional people, who take over some of the existing slices of data. When a hypothetical fourth person, Diego, joins, one customer’s data may be owned by Alice, Charlotte, and Diego, whereas Bob, Charlotte, and Diego may own other data.
 

  
 

   

   Because it allows you to choose how many people should respond internally for a successful request, ABC Data gives you control over availability and correctness (figure 1.5). If you want to always have the most up-to-date data, you can require all three holders to coordinate to give you the answer. If you want to prioritize getting an answer, even if it isn’t the most recent one, you can require only one holder to respond, skipping any internal coordination and returning immediately. You can balance these properties by requiring two holders to respond—you can tolerate the loss of one, but you can ensure that a majority of them have seen the most up-to-date data, so you should get the most recent information.
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Figure 1.5 ABC Data’s approach gives you control over availability and correctness.


  
 

   

   You’ve learned about two imaginary databases here: one that seems straightforward but introduces complexity as requests increase, and another with a more complex implementation that attempts to handle the drawbacks of the first system. Before contemplating the awkwardness of telling a friend you’re leaving his business for a competitor, let’s snap back to reality and translate these hypothetical databases to the real world. 
 

  
 

   

   
1.1.2 Real-world databases
 

  
 

   

   Robert’s database is a metaphorical relational database like PostgreSQL or MySQL. These are relatively straightforward to run, fit a multitude of use cases, and are performant, and their relational data model has been used in practice for more than 50 years. Very often, a relational database is a safe and strong option. Accordingly, developers tend to default toward these systems. But as demonstrated, they also have drawbacks. Availability is often all or nothing. Even if you run with a read replica, which in Robert’s database is his friend Rosa, you would potentially be able to do reads only if you lost your primary instance. Scalability can also be tricky: a server has a maximum amount of compute resources and memory. Once you hit that limit, you’re out of room to grow. ScyllaDB differentiates itself by addressing these drawbacks. 
 

  
 

   

   The ABC Data system is ScyllaDB. Like ABC Data, ScyllaDB is a distributed database that replicates data across its nodes to provide both scalability and fault tolerance. Scaling is straightforward; with a well-designed data model, you only need to add more nodes. This elasticity in node count extends to queries. ScyllaDB lets you decide how many replicas are required to respond for a successful query, giving your application room to handle the loss of a server. 
 

  
 

   

   
1.1.3 Unpacking the definition
 

  
 

   

   ScyllaDB (informally called Scylla) is commonly described as a distributed wide-column NoSQL database and is a rewrite of the popular Cassandra database, which, as you may imagine, shares similar properties. This definition demonstrates how Scylla differentiates itself from other databases. It aims to be both more scalable than a relational database and more performant than Cassandra. This positioning is typified by ScyllaDB’s description as a NoSQL database. PostgreSQL and MySQL, as their names suggest, are classified as SQL databases. They use SQL (Structured Query Language) to query a relational database schema. NoSQL has become a catch-all term to describe databases that do not conform to this model. A broad array of databases fall under this model, from ScyllaDB to document stores like MongoDB to “not-only SQL” databases like CockroachDB. 
 

  
 

   

    

    What’s a wide-column database?
 

   
 

    

    ScyllaDB and Cassandra are often called wide-column databases. In this type of database, data can be thought of as a multidimensional map or a key-key-value store, where tables have columns but aren’t required to have values for every column. These tables, or column families, as they were originally called in Cassandra, are stored together on disk. This approach contrasts with a columnar database, where all values of a given column are stored together. 
 

   
 

    

    In a columnar database, storing all values for a given column together allows you to easily perform aggregations on all values in a column. The database can easily calculate the average value of a column that stores numbers because all the values are stored together and co-located, so it doesn’t need to locate and read every row in the database to aggregate that data. The following figure illustrates how the columnar approach differs from a wide-column database.
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    Although they have similar names, columnar and wide-column databases differ significantly in their storage paradigms. ScyllaDB is a wide-column database.


   
 

    

    The way I remember the difference is that in ScyllaDB and Cassandra, tables—they’re not called column families anymore—can be arbitrarily wide. Therefore, ScyllaDB is a wide-column store. The rows in these tables can be distributed across the database—another example of width. I find wide-column to be a superfluous term, so I encourage you to focus on the rest of the definition: ScyllaDB is a distributed NoSQL database that accentuates fault tolerance and scalability compared to other databases.
 

   
 

  
 

   

   NoSQL databases tend to emphasize scalability and fault tolerance over total correctness and accuracy of the data in the database, a property called consistency. This tradeoff may sound ridiculous at first, but you’ll examine it closely throughout the book. In practice, Scylla works to be eventually consistent, converging toward correctness over time. To achieve its desired scalability and fault tolerance, ScyllaDB runs multiple instances of itself in a cluster. 
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Figure 1.6 ScyllaDB is a distributed database that provides scalability and fault tolerance.


  
 

   

   There is no overarching, all-powerful leader; each node is just as important as any other node. Not only are there multiple nodes in the system, but data is distributed across all these nodes. ScyllaDB isn’t a distributed database because distributed systems are cool; it’s distributed because it was designed to make a more reliable and scalable database. If you distribute data across all nodes in a cluster, what happens if you lose one node? ScyllaDB stores multiple copies of the data, and by letting you choose how many replicas are required to respond to a query, picking any number fewer than the maximum lets the database tolerate node failure. This distribution also helps with scalability. If one node is taking a large amount of traffic, the rest of the cluster won’t be affected. Requests that don’t hit your one heavily trafficked node won’t be affected by any overburdening of another node. This fault tolerance is critical to ScyllaDB’s design. Instead of putting all your eggs in one basket, you can have many eggs in many baskets. If you lose a basket, you still have lots of eggs!
 

  
 

   

   
1.2 ScyllaDB, a distributed database
 

  
 

   

   ScyllaDB runs multiple nodes, making it a distributed system. By spreading its data across its deployment, it achieves its desired availability and consistency, which, when combined, differentiates the database from other systems. 
 

  
 

   

   
1.2.1 Distributing data
 

  
 

   

   All distributed systems have a bar to meet: they must deliver enough value to overcome the introduced complexity. ScyllaDB, designed to be a distributed system, achieves its scalability and fault tolerance through this design. 
 

  
 

   

   When users write data to ScyllaDB, they start by contacting any node. Many systems follow a leader-follower topology, where one node is designated as a leader, giving it special responsibilities in the system. If the leader dies, a new leader is elected, and the system continues operating.
 

  
 

   

   ScyllaDB does not follow this model; each node is as special as any other. Without a centralized coordinator deciding who stores what, each node must know where any given piece of data should be stored. Internally, Scylla can map a given row to the node that owns it, forwarding requests to the appropriate nodes by calculating its owner using the hash ring that you’ll learn about in chapter 3.
 

  
 

   

   To provide fault tolerance, ScyllaDB not only distributes data but also replicates it across multiple nodes. The database stores a row in multiple locations—the number depends on the configured replication factor. In a perfect world, each node acknowledges every request instantly every time, but what happens if they don’t? To help with unexpected trouble, the database provides tunable consistency.
 

  
 

   

   How you query data depends on what degree of consistency you’re looking to get. ScyllaDB is an eventually consistent database, and you may see inconsistent data as the system converges toward consistency. Developers must keep this eventual consistency in mind when working with the database. To facilitate the various needs of consistency, ScyllaDB provides a variety of consistency levels for queries, including those listed in table 1.1.
 

  
 

   

   
Table 1.1 Sample of consistency level options, assuming a cluster with three replicas
 

    

     

      

      	 

       

         Consistency level 

       

 

      	 

       

         Description 

       

 

      	 

       

         Number required to succeed 

       

 

      	 

       

         Failures tolerated 

       

 

     
 

     

     

      

      	  ALL 

 

      	  Requires all replicas to succeed 

 

      	  3 

 

      	  0 

 

     
 

      

      	  QUORUM 

 

      	  Requires a majority of replicas to succeed 

 

      	  2 

 

      	  1 

 

     
 

      

      	  ONE 

 

      	  Requires a single replica to succeed 

 

      	  1 

 

      	  2 

 

     
 

     

   
 

  
 

   

   With a consistency level of ALL, you can require that all replicas for a key acknowledge a query, but this setting harms availability. You can no longer tolerate the loss of a node. With a consistency level of ONE, you require a single replica for a key to acknowledge a query, but this greatly increases the chances of inconsistent results.
 

  
 

   

   Luckily, some options aren’t as extreme. ScyllaDB lets you tune consistency via the concept of quorums. A group that includes a majority of members is a quorum. Legislative bodies, such as the US Senate, do not operate when the number of members present is below the quorum threshold. When this concept is applied to ScyllaDB, you can achieve intermediate forms of consistency. 
 

  
 

   

   With a QUORUM consistency level, the database requires a majority of replicas for a key to acknowledge a query. If you have three replicas, two of them must accept every read and every write. If you lose one node, you can still rely on the other two to keep serving traffic. You additionally guarantee that a majority of your nodes get every update, preventing inconsistent data if you use the same consistency level when reading.
 

  
 

   

   Once you have picked your consistency level, you know how many replicas you need to execute a successful query. A client sends a request to a node, which serves as the coordinator for that query. Your coordinator node reaches out to the replicas for the given key, including itself if it is a replica. Those replicas return results to the coordinator, and the coordinator evaluates them according to your consistency. If it finds that the result satisfies the consistency requirements, it returns the result to the caller.
 

  
 

   

   The CAP theorem (www.scylladb.com/glossary/cap-theorem) classifies distributed systems by saying that they cannot provide all three of these properties: consistency, availability, and network partition tolerance, as shown in figure 1.7. For the CAP theorem’s purposes, we define consistency as every request reading the most recent write; it’s a measure of correctness in the database. Availability is whether the system can serve requests, and network partition tolerance is the ability to handle a disconnected node. 
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Figure 1.7 The CAP theorem says a database can only provide two of these three properties: consistency, availability, and partition tolerance. ScyllaDB is classified as an AP system.


  
 

   

   According to the CAP theorem, a distributed system must have partition tolerance, so it ultimately chooses between consistency and availability. If a system is consistent, it must be impossible to read inconsistent data. To achieve consistency, it must ensure that all nodes receive all necessary copies of data. This requirement means it cannot tolerate the loss of a node, therefore losing availability.
 

  
 

   

   Note  In practice, systems aren’t as rigidly classified as the CAP theorem suggests. For a more nuanced discussion of these properties, you can research the PACELC theorem (https://www.scylladb.com/glossary/pacelc-theorem/), which illustrates how systems make partial tradeoffs between latency and consistency. 
 

  
 

   

   ScyllaDB is typically classified as an AP system. When it encounters a network partition, it chooses to sacrifice consistency and maintain availability. You can see this in its design: ScyllaDB repeatedly makes choices, via quorums and eventual consistency, to keep the system up and running in exchange for potentially weaker consistency. In its emphasis on availability, you see one of ScyllaDB’s differentiators against its most popular competition—relational databases. 
 

  
 

   

   
1.2.2 ScyllaDB vs. relational databases
 

  
 

   

   I’ve introduced ScyllaDB by describing its features in comparison with relational databases, but we’ll examine the differences in closer detail here. Relational databases such as PostgreSQL and MySQL are the standard for data storage in software applications, and they’re almost always the default choice for a new developer looking to build an application. Relational databases are a very strong option for many use cases, but that doesn’t mean they’re suitable for every use case. 
 

  
 

   

   ScyllaDB is a distributed NoSQL database. By distributing data across a cluster, ScyllaDB unlocks better availability when nodes go awry than a single-node all-or-nothing relational database. PostgreSQL and MySQL can run in a distributed mode, but that is powered through extensions or newer storage engines and is not the primary native mode of the database. This distribution is native to ScyllaDB and is the bedrock of its design.
 

  
 

   

   By running as a distributed system, ScyllaDB empowers horizontal scalability. Many relational databases are only vertically scalable—you can add more resources only by running the database on a bigger server. With horizontal scalability, you can add nodes to a system to increase its capacity. ScyllaDB supports this expansion; administrators can add more nodes, and the cluster will rebalance itself, offloading data to the new cluster member. In a relational database, horizontal scaling is possible, but it’s often manual. Operators need to manually shard data between multiple nodes to achieve this behavior.
 

  
 

   

   ScyllaDB does not provide a relational database’s ACID (atomicity, consistency, isolation, and durability) guarantees, instead opting for a softer model called BASE (basic availability, soft-state, and eventual consistency), where the database has basic availability and is eventually consistent. This decision leads to faster writes than a relational database, which has to validate the consistency of the database after every write; ScyllaDB only needs to save the write because it doesn’t promise that degree of correctness. The tradeoff, though, is that developers need to consider ScyllaDB’s weaker consistency. 
 

  
 

   

    

    ACID vs. BASE
 

   
 

    

    ACID provides a set of guarantees for transactions. A transaction is one or more statements applied to a database. When developers refer to a transaction in a database, they are almost always referring to ACID transactions. ACID provides the following:
 

   
 

    

    	 Atomicity—All statements in the transaction succeed together or fail together. 
 

    	 Consistency—The database is in a valid state after every transaction. 
 

    	 Isolation—A transaction cannot interfere with a concurrently executing transaction. 
 

    	 Durability—Any change in a transaction will be persisted. 
 

   
 

    

    I like to think of ACID as how you would expect a database to run. You want a consistent database, and you’d like your writes to be durable. You’d be dismayed if you wrote data to the database and it didn’t persist.
 

   
 

    

    ScyllaDB provides a softer set of guarantees called BASE. Softer isn’t bad, though; these guarantees let ScyllaDB more easily provide scalability and fault tolerance. BASE provides the following:
 

   
 

    

    	 Basic availability—The database is basically available. Some portions of the database may be down, but overall, the system is available. 
 

    	 Soft state—Every node in the database doesn’t have to be consistent at every moment in time. 
 

    	 Eventually consistent—The database converges toward consistency over time. 
 

   
 

    

    Although I remain convinced that the designer of BASE named the property “soft state” to make the acronym work, it does accurately describe ScyllaDB’s benefits. It can tolerate the loss of a node and remain available, but to do this, it has to weaken consistency. Nevertheless, it should strive and converge toward consistency. In upcoming chapters, we’ll discuss these properties, how they affect ScyllaDB and your usage of it, and how the system’s architecture provides them.
 

   
 

  
 

   

   Ultimately, ScyllaDB versus relational databases is a foundational and philosophical decision. They operate so differently and provide such varying guarantees to their clients that picking one over the other has large effects on an application. If you’re looking for availability and scalability in your database, ScyllaDB is a strong option. 
 

  
 

   

   
1.2.3 ScyllaDB vs. Cassandra
 

  
 

   

   ScyllaDB is a rewrite of Apache Cassandra. It is frequently described as “a more performant Cassandra” or “Cassandra but in C++.” ScyllaDB is designed to be compatible with Cassandra: it uses a compatible API, query language, on-disk storage format, and hash-ring architecture. “Like Cassandra, but better,” is ScyllaDB’s goal; it makes some improvements to accomplish this. 
 

  
 

   

   The choice of language in the rewrite immediately unlocks better performance. Cassandra is written in Java, which uses a garbage collector to perform memory management. Because objects are loaded into memory, at some point they need to be removed. Java’s garbage-collection algorithms handle this removal, but it comes at the cost of compute. Time spent garbage collecting is time Cassandra can’t spend executing queries. If garbage collection reaches a certain threshold, the Java Virtual Machine will briefly pause all execution while it cleans up memory, referred to as a “stop the world” pause. Even if it’s just for milliseconds, that pause can be painful to clients. Although Java exposes many configuration knobs and improves the garbage collector with each release, it’s a tax that all Java-based applications have to pay—whether in garbage-collection time or time spent mitigating it.
 

  
 

   

   ScyllaDB avoids this tax because it is implemented in C++ and provides more granular controls for memory management. By having full control over memory allocation and cleanup, ScyllaDB doesn’t need to let a garbage collector perform this functionality on an application-wide scale. It avoids “stop the world” pauses and can dedicate its compute time to executing queries.
 

  
 

   

   ScyllaDB’s biggest architectural difference is its shard-per-core architecture (figure 1.8). Both Cassandra and ScyllaDB shard a data set across various nodes via placement in a hash ring, which you’ll learn more about in chapter 3. ScyllaDB takes this further by using the Seastar framework (https://seastar.io) to shard data within a node, splitting it per CPU core and giving each shard its own CPU, memory, and network bandwidth allocation.
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Figure 1.8 ScyllaDB shards data not only within the cluster but also within each instance.


  
 

   

   This sharding further limits the blast radius due to hot traffic patterns—the damage is limited to just that shard on that node. Cassandra does not follow this paradigm, however, and limits the sharding to only per node. If a data partition receives a large number of requests, they can overwhelm the node, leading to cluster-wide struggles.
 

  
 

   

   Performance justifies the rewrite. Both in benchmarks (see “Benchmarking Apache Cassandra (40 Nodes) vs. ScyllaDB (4 Nodes)” at https://mng.bz/1a6g) and in the wild (see “How Discord stores trillions of messages” at https://mng.bz/PNmP), ScyllaDB is faster and more consistent and requires fewer servers to operate than Cassandra. 
 

  
 

   

   
1.2.4 ScyllaDB vs. Amazon Aurora, Amazon DynamoDB, Google Cloud Spanner, and Google AlloyDB
 

  
 

   

   I’ve lumped a few similar systems together here: Amazon Aurora, Amazon DynamoDB, Google Cloud Spanner, and Google AlloyDB. They can be generally described as scalable cloud-hosted databases. They aim to take a relational data model and provide greater scalability than out-of-the-box PostgreSQL or MySQL. This effort accentuates a need in the market for scalable databases, showing the value of ScyllaDB. 
 

  
 

   

   These systems have two related drawbacks: cloud vendor lock-in and cost. Because cloud providers provide these databases, they run only in that specific vendor’s cloud environment. You can’t run Google Cloud Spanner in Amazon Web Services. If your application is heavily dependent on one of these systems, there can be a high engineering cost if you decide to switch cloud providers, as you’ll need to migrate data into a different system that may have a different storage paradigm.
 

  
 

   

   If you’re not using that provider (or any provider), these options aren’t even on the table for you. And by using a cloud provider, companies pay money for these services. Operating and maintaining a database is challenging (which is partly why you’re reading this book), and although these cloud vendors provide solutions to potentially make it simpler, that can be expensive for clients. Of course, operating a database yourself can also be costly.
 

  
 

   

   ScyllaDB, however, can be run anywhere. Companies run it on-premises or in various cloud providers. It provides a scalable and fault-tolerant database that you can take to any hosting solution. 
 

  
 

   

   
1.2.5 ScyllaDB vs. document stores
 

  
 

   

   I’m not talking about Google Drive here but rather databases that store unstructured documents by a given key, such as MongoDB. Such systems support querying these documents, allowing users to access arbitrary document fields without defining a database schema. 
 

  
 

   

   ScyllaDB eschews this flexibility to provide (relatively) predictable performance. By requiring users to define their schema up front, it clarifies to both users and the system how data is distributed across the cluster. By forcing users to query data in patterns that match this distribution, ScyllaDB can limit the number of nodes involved in a query, preventing surprisingly expensive queries.
 

  
 

   

   Document stores, on the other hand, tend to be biased toward initial ease of use. In MongoDB, no schema definition is required, but users still need to consider the design of their data to query it effectively. MongoDB runs as a distributed system, but unlike ScyllaDB, it doesn’t attempt out of the box to minimize inefficient queries that hit more than the expected number of nodes, leading to potential performance surprises.
 

  
 

   

   In the CAP theorem, MongoDB is a CP (consistent and partition-tolerant) system. Writes require the presence of a primary node and are blocked until a new primary is elected in the event of a network partition. But ScyllaDB prioritizes availability in its query path, keeping the system up and relying on its tunable consistency. 
 

  
 

   

   
1.2.6 ScyllaDB vs. distributed relational databases
 

  
 

   

   One interesting development for databases over the past few years has been the growth of distributed transactional databases. These systems—such as CockroachDB, TiDB, and YugabyteDB—focus on improving the availability of a traditional relational database like PostgreSQL while still offering strong consistency. In the CAP theorem’s classifications, they’re CP systems; they prefer consistency over availability. By emphasizing correctness, they need a quorum of nodes to respond to successfully complete a query; if a quorum is lost, the database loses availability. ScyllaDB, however, provides tunable consistency to dodge this problem. By allowing weaker consistency levels, such as ONE, Scylla can handle a greater loss of availability to preserve functionality. 
 

  
 

   

   In a relational database, writes are a computationally intensive operation. The database needs to validate its consistency on every write. Scylla, on the other hand, skips this verification, opting for speed and simplicity when writing data. The tradeoff, however, is that reads in Scylla will be slower than writes, as you need to gather data from multiple nodes that have data stored in different places on disk. You’ll learn a lot more about this behavior in chapters 6 and 7, but the big takeaway is that writes in Scylla will be faster than in these systems. 
 

  
 

   

   
1.2.7 When to prefer other databases
 

  
 

   

   I’ve described ScyllaDB’s benefits relative to other databases, but sometimes, I admit, it’s not the best tool for the job. I can’t describe it as a unique database because of the Cassandra rewrite approach, but it does trade operational and design complexity for more graceful failure modes. Choosing Scylla requires you to design applications differently because it has specific data-modeling needs to best use its capabilities and adds more complexity than something like a cloud-hosted PostgreSQL server. If you don’t need ScyllaDB’s horizontal scalability and nuanced availability, the increased operational overhead may not be worth it. If your application is small, makes few requests, and isn’t expected to grow over time, ScyllaDB may be overkill. A database backing comments on your blog probably doesn’t need a ScyllaDB cluster unless, like many of us, you’re wanting that as an excuse to try it out.
 

  
 

   

   Operating and maintaining a ScyllaDB cluster isn’t a hands-off exercise. If you can’t dedicate time to operating and maintaining a cluster, that is another signal that a managed offering may be preferable for you. Teams must choose wisely about how they spend their time and money on what they do; choosing a less hands-on is a valid decision.
 

  
 

   

   One thing you’ll see about Scylla in upcoming chapters is that with data modeling, it can be inflexible to change your database’s design. Adding new query patterns that don’t fit in with your initial design can be challenging. Although there are ways to work around this, other databases can potentially give you more flexibility when you’re in the prototyping and learning stage of building features for an application.
 

  
 

   

   Finally, some use cases may prefer a stronger transactional model like ACID. If you’re working with financial data, you may want to use a relational database so you can have isolation in your operations. One popular example to demonstrate the importance of ACID transactions is concurrent access to bank accounts. Without isolation, you run the risk of concurrent operations causing a mismatch between how much money the database thinks you have and how much money you actually have. Accountants traditionally prefer accuracy in these areas, so you may prefer a relational database when working with something that needs stronger database transactions. Although scaling a relational database has its challenges, dealing with them may be preferable to surrendering ACID’s guarantees. Scylla can get closer to ACID through careful design and the use of some more advanced features you’ll learn about in chapter 6, but it’s not as “out-of-the-box” an experience as a relational database. 
 

  
 

   

   
1.3 ScyllaDB, a practical database
 

  
 

   

   We’ve talked about what exactly ScyllaDB is and how it differs from other systems, but how does it run in practice? In this section, we’ll look at it as a real, deployed system and show that ScyllaDB isn’t just a distributed database but a practical one, too. 
 

  
 

   

   
1.3.1 Fault tolerance
 

  
 

   

   If you’re on call for a database, you want it to handle failures gracefully so you can avoid the dreaded 3:00 a.m. alert and get a night of undisturbed rest. ScyllaDB is designed to be a fault-tolerant database to give you a good night’s sleep. Through its tunable consistency model, it can survive spontaneous downtime without any effect on queries. By using quorum consistency, not every node needs to be up and running to serve traffic. A server can crash, and if the underlying hardware self-recovers, the ScyllaDB process can start, rejoin the cluster, receive any data it missed, and return to serving traffic, with you asleep and none the wiser. 
 

  
 

   

   If for some unfortunate reason a node is unable to recover, you don’t need to execute a complicated operation like restoring from backups. You can provision a new node and tell the cluster that the new node is a replacement for the old node. Because ScyllaDB replicates data across the cluster, your new node takes the place of the old node, and other replicas stream data to it until the node has caught up and joined the cluster, serving traffic. 
 

  
 

   

   
1.3.2 Scalability
 

  
 

   

   If you’re hitting the limits of your existing data store or if handling growth is important to you, scalability is one of the prime reasons people choose ScyllaDB. Fortunately, in ScyllaDB, scalability is often straightforward—in a well-designed cluster, you add more nodes! Even with terabytes of data, adding a node should take no more than a few hours. 
 

  
 

   

   Note  With apologies to Spider-Man, with greater nodes comes greater responsibility. Upgrading to a new version of Scylla or rolling out an operating system patch means updating all of your nodes, which can be time-intensive if you’ve got a lot of them.
 

  
 

   

   Similar to when you replace a node in the cluster, adding a node involves joining the cluster, signing up for what slices of data the node will own, and then receiving data from other replicas until the node is caught up. Although this bootstrapping process is limited to one node at a time, it is a simple operation to execute. 
 

  
 

   

   
1.3.3 Production usage
 

  
 

   

   Software developers tend to be conservative in their choice of data store, and with good reason: a database is the base for all of your data. A database may meet all the requirements, but it’s scary to be the only one running something. As a field, software development moves forward as more people use things, discovering bugs and finding pain points and solutions to them. A big question you’ll frequently hear when considering a less-ubiquitous solution is “Does anyone actually use this thing?”
 

  
 

   

   Yes! ScyllaDB is a database used in real-life production systems and is growing in popularity. Several companies use it today:
 

  
 

   

   	 Discord stores their trillions of messages in ScyllaDB. 
 

   	 Epic Games uses ScyllaDB as a cache for binary assets. 
 

   	 Comcast stores DVR data for its X1 cable platform in ScyllaDB. 
 

  
 

   

   They’ve built systems that use Scylla because they want a scalable and fault-tolerant database. Each of these use cases involves highly distributed reads serving important functionality to their systems.
 

  
 

   

   As a reader of this book, you may be considering building a similar system using ScyllaDB. My goal is to get to that point by the end of this book: by learning how to structure schemas, query the database, and operate it, you will gain the knowledge to go off and build your own system. I’ve spent a lot of time introducing ScyllaDB; let’s dive in and query the thing!
 

  
 

   

   Summary
 

  
 

   

   	 ScyllaDB is a distributed NoSQL database compatible with Apache Cassandra’s API, providing scalability and fault tolerance by distributing its data across multiple nodes. 
 

   	 Contrasting with a relational database, Scylla allows you to scale your database by adding nodes. 
 

   	 To provide for the loss of a node, Scylla lets you tune how many nodes need to be online to serve a request so you can balance correctness and availability. 
 

   	 ScyllaDB favors scalability and fault tolerance over consistency—the total correctness and accuracy of the database. It prefers eventual consistency, converging to correctness over time. 
 

   	 The ALL consistency level requires every node to respond, whereas the ONE level requires a single node. With QUORUM, a majority of nodes must respond, balancing consistency and availability. 
 

   	 The CAP theorem says that a distributed system must sacrifice one of the following properties: consistency, availability, and partition tolerance. ScyllaDB is classified as an available and partition-tolerant system, sacrificing consistency. 
 

   	 Scylla’s horizontal scalability—adding nodes—contrasts with a relational database’s single-node approach, which can often only scale vertically by adding additional resources. 
 

   	 As opposed to a relational database’s ACID (atomicity, consistency, isolation, and durability) guarantees, Scylla offers a BASE guarantee: basic availability, soft state, and eventual consistency. 
 

   	 ScyllaDB is a rewrite of Cassandra in a non-memory-managed language and extends Cassandra’s replication by further sharding its data set in a node- per-CPU core. 
 

   	 When a node crashes, Scylla self-heals, streaming data from other nodes to help the cluster recover. 
 

   	 Scylla is used in production by many companies today; it is a tested and proven storage solution.  
 

  


 

   

   
2  Touring ScyllaDB

 

  
 

   

   This chapter covers 
 

    

    	Running ScyllaDB locally with Docker
 

    	Using nodetool to view operational details of the cluster at the command line
 

    	Creating a table and reading and writing data
 

    	Experimenting with failures and changing consistency levels
 

   
 

  
 

   

   Users use a database to store data. Whether it’s blog posts, text messages, or image metadata, the use case for every database begins with “I want to store data for later consumption.” Spending pages and pages discussing consistency, fault tolerance, and comparative benefits, although it’s useful information, gets away from this goal. I’ve written a lot about ScyllaDB in theory, but here, it’s time to delve into practice. In this chapter, you’ll launch your first ScyllaDB cluster, getting dirty with the database as you run your first queries and examine Scylla’s fault-tolerance guarantees.
 

  
 

   

   
2.1 Launching your first cluster
 

  
 

   

   ScyllaDB is an application written to run on Linux. Unfortunately for people at home, there is no support for running it directly on Windows or MacOS. Do not despair, though, for there is a solution. ScyllaDB provides a Docker image! Docker is an application that lets us run packaged applications called containers via a friendly interface to a virtual machine. If you’d like some guidance configuring Docker, you can learn more about it and get it installed in appendix A. 
 

  
 

   

   Note  If you’d like to learn more about Docker, Manning’s Docker in Action by Jeff Nickoloff and Stephen Kuenzli is an excellent resource (www.manning.com/books/docker-in-action-second-edition)!
 

  
 

   

   To facilitate learning and experimenting with ScyllaDB, you will use Docker to spin up a three-node cluster on a local machine (figure 2.1). You’ll start up three containers that we’ll call scylla-1, scylla-2, and scylla-3. By running three nodes, ScyllaDB can demonstrate its distributed benefits. Later in the chapter, you’ll take one node offline and see how tuning consistency lets the cluster continue operating and serving traffic.
 

  
 

    

   [image: figure] 

   
Figure 2.1 Launching three Scylla nodes in Docker containers lets you test a cluster on a local machine.


  
 

   

   Why do you run three nodes? You want to be able to tolerate the loss of a single node, so you need at least two. In the previous chapter, you learned that ScyllaDB provides the capability of changing a query’s consistency levels. By choosing quorum consistency, operators can guarantee that a majority of the nodes must respond to a query to be successful. In a two-node cluster, what’s the majority? You need greater than half, so the operation would require two nodes to respond—the entire cluster. That’s not ideal! By adding a third node, you can use quorum consistency and not lose availability if a node dies. Before you can have three nodes, though, you need to have one, so let’s go ahead and get the first node started.
 

  
 

   

   
2.1.1 The first node
 

  
 

   

   There is an initial bit of infrastructure work to do before you can create your first node. You need to provision a network for the containers, which can be accomplished by a command built into Docker. By creating your own specific network, the cluster can reference other nodes by their DNS names, skipping using IP addresses directly. 
 

  
 

   

   Run the following command in a command-line prompt to create a network called scylla-network, allowing the nodes in the cluster to communicate over a dedicated network on your computer. This command will create the network and output its ID, a blob of hexadecimal text:
 

  
 

   

    

    $ docker network create scylla-network
  

   
 

  
 

   

   Now that the networking is set up, you’re clear to begin building the cluster. A ScyllaDB cluster consists of one or more ScyllaDB nodes. The database necessitates three nodes to derive its benefits, so you will build a three-node cluster. Scylla doesn’t have a “give me a cluster” executable (because it would need to connect potentially multiple nodes running on separate machines), so you must build your cluster one node at a time.
 

  
 

   

   Note  For examples in this book, you’ll be running ScyllaDB 5.4, the current version as of this writing. Docker lets you select a specific version, so you can verify the same behavior here. Scylla may add patches as time goes by, but the core functionality should remain the same in this version.
 

  
 

   

   To start, run the following docker run command. It tells Docker that you want to run a container. It has a friendly name, scylla-1, instead of the giant hash Docker wants to give it by default. You also specify the hostname, as you’ll need other nodes to connect to it to build the cluster. The --detach flag specifies that you want to run in detached mode, meaning the container will continue running in the background when the command returns. The -p flag specifies port forwardings, starting with the port you’d like to assign to from your local machine, followed by the port it should forward to in the container. Although you won’t use this for several chapters, it will be very helpful when building an application that connects to your Scylla cluster. Next you specify the container image you want to run, which identifies the application—in this case, ScyllaDB:
 

  
 

   

    

    $ docker run --name scylla-1 --hostname scylla-1 \

 --network scylla-network --detach -p 9241:9042 \

 -p 19241:9042 scylladb/scylla:5.4 --reactor-backend=epoll
  

   
 

  
 

   

   When you run this command, Docker starts your container, which is prepackaged by ScyllaDB to run a ScyllaDB node.
 

  
 

   

   Note  I included an additional argument to your container: --reactor-backend=epoll. This argument tells Scylla to use a legacy implementation for async I/O internally, avoiding potential resource contention problems that may stop your development clusters from running.
 

  
 

   

   Docker provides access to the logs via a docker logs command, which takes a container name as an argument. To check on the first ScyllaDB node, you can tail its logs to see if it started successfully by passing the --follow flag. When you run this command, that container’s logs are printed to the command line:
 

  
 

   

    

    $ docker logs scylla-1 --follow
  

   
 

  
 

   

   For now, you’re looking for the two following messages in the output, which read serving and Scylla … initialization completed. These messages signal that ScyllaDB is initialized and ready to serve traffic:
 

  
 

   

    

    ...

INFO  2023-10-05 12:36:37,166 [shard 0] init - serving    #1

INFO  2023-10-05 12:36:37,167 [shard 0] init - Scylla↪

↪ version Scylla version 5.4.1-0.20231231.

↪ 3d22f42cf9c3 initialization completed.     #2
 

    

     #1 Indicates ScyllaDB is ready to serve traffic

     
#2 Indicates ScyllaDB initialization is complete

     


    
 

   
 

  
 

   

   Note  Startup can take a couple of minutes, so be patient!
 

  
 

   

   If something had gone awry, these messages might not be there. Throughout startup and while it’s running, ScyllaDB logs messages to describe what it’s doing as well as what errors it’s encountering. It’s a decent tool to analyze a node. For quicker debugging, you can use a tool packaged with ScyllaDB that can inspect the node and the cluster—called, appropriately enough, nodetool. 
 

  
 

   

   
2.1.2 Your new friend, nodetool
 

  
 

   

   nodetool is a command-line tool shipped with ScyllaDB that contains a variety of commands to analyze the cluster and interact with it as a maintainer and operator. It’s an indispensable part of running ScyllaDB: you can see all the nodes in the cluster, view per-table performance, and even remove nodes from the cluster, all via a terminal.
 

  
 

   

   nodetool runs by connecting to the cluster. It can do this over a network, or it can communicate locally. The most straightforward option here is to open a shell in the container and run it there. To run commands in the container the node is running on, you can use docker exec to open bash in the container. Pass in the -it flags—i for interactive, meaning it won’t exit immediately, and -t to allocate a pseudoterminal. The exec command then takes a container to run the command in, as well as the command you want to run. By passing /bin/bash with the preceding arguments, you get a bash shell in your designated container:
 

  
 

   

    

    $ docker exec -it scylla-1 /bin/bash
  

   
 

  
 

   

   As an operator and one who has recently begun launching a cluster, the first question you probably have is “What’s the status of this thing?” Coincidentally, the nodetool command you’ll run most frequently helps you answer that. To get an overview of the state of the cluster, you can run nodetool status, which lists each node, its state, how much data it owns, and where it lives in the cluster. If you pass in --resolve-ip, you’ll also resolve the IP address of the nodes, seeing friendlier DNS names and not IP addresses. 
 

  
 

   

   Note  To indicate when a command is running in a container, I’ve elected to prefix the shell session’s $ with the session’s container name:
 

  
 

   

    

    (scylla-1) $ nodetool status --resolve-ip
  

   
 

  
 

   

   nodetool status correctly identifies that there is one node in the cluster, but it contains a lot of information that, at the moment, lacks meaning. It says something about UN—does that mean the node is part of the United Nations? Let’s learn how to analyze the output:
 

  
 

   

    

    Datacenter: datacenter1

=======================

Status=Up/Down

|/ State=Normal/Leaving/Joining/Moving

--  Address   Load   Tokens Owns Host ID                              Rack

UN  scylla-1  572 KB 256    ?    75ddfa00-9624-4137-b926-429dff20e516 rack1
  

   
 

  
 

   

   The first line lists the node’s datacenter, which refers to a grouping of nodes. If you’re running on a single local machine or in the cloud, this can be a logical grouping, but if you’re running on-premises, this can also be an actual physical grouping. A cluster can comprise multiple datacenters, each with its own replication configuration. It provides an abstraction for a separation of groups of nodes to enable redundancy, cluster migrations, or maybe even a multiregional setup.
 

  
 

   

   Peeking ahead, the last column in the output lists the node’s rack, a further grouping within the datacenter. Just like the datacenter, it can be a logical-only grouping, or it may correspond to an actual server rack in a real-life datacenter or availability zone in the cloud. You’re using only the defaults here, but you’ll learn more about how ScyllaDB uses datacenters and racks in future chapters.
 

  
 

   

   The first column contains a two-letter abbreviation indicating what nodetool calls the status (table 2.1) and state of the cluster (table 2.2). Status refers to the node being Up or Down. It’s either up and healthy, or it isn’t. State, meanwhile, is about the node’s lifecycle state in the cluster. A node begins as Joining, which is a quick process initially but grows longer as your cluster gains more data. Once it’s joined, it becomes Normal, marking it as a full member of the cluster. If you want to remove a node and hand off its data, the node is in the Leaving status. If you explicitly move a node to a different location in the cluster, the node gets the Moving status. 
 

  
 

   

   
Table 2.1 Possible values for the node’s status
 

    

     

      

      	 

       

         Status letter 

       

 

      	 

       

         Meaning 

       

 

      	 

       

         Description 

       

 

     
 

     

     

      

      	  U 

 

      	  Up 

 

      	  Node is taking traffic 

 

     
 

      

      	  D 

 

      	  Down 

 

      	  Node is unhealthy and not taking traffic 

 

     
 

     

   
 

  
 

   

   
Table 2.2 Possible values for the node’s state
 

    

     

      

      	 

       

         State letter 

       

 

      	 

       

         Meaning 

       

 

      	 

       

         Description 

       

 

     
 

     

     

      

      	  N 

 

      	  Normal 

 

      	  Node is in the normal state, having successfully joined the cluster previously 

 

     
 

      

      	  J 

 

      	  Joining 

 

      	  Node is in the process of joining the cluster 

 

     
 

      

      	  L 

 

      	  Leaving 

 

      	  Node is in the process of leaving the cluster 

 

     
 

      

      	  M 

 

      	  Moving 

 

      	  Node is moving datacenters or racks in the cluster 

 

     
 

     

   
 

  
 

   

   Tip If you forget which letter means what, run the command nodetool status at the prompt. It provides a helpful key before listing the nodes.
 

  
 

   

   When a node is ready to go, healthy, and taking traffic, nodetool status lists it as UN. Seeing other values here is an indication that the cluster is in an unusual state. Perhaps this is intentional—you may be adding additional nodes to the cluster, causing a node to be in the Joining state. It could also be unplanned—a server may have gone offline. By checking the status, you can get high-level insight into what’s happening in the cluster. 
 

  
 

   

   After the status, nodetool lists the node’s address as follows:
 

  
 

   

    

    Status=Up/Down

|/ State=Normal/Leaving/Joining/Moving

--  Address   Load   Tokens Owns Host ID                              Rack

UN  scylla-1  572 KB 256    ?    75ddfa00-9624-4137-b926-429dff20e516 rack1
  

   
 

  
 

   

   By passing in the --resolve-ip flag (or -r), nodetool status resolves IP addresses and prints the DNS name. If that flag wasn’t present, you would see an IP address here. Next in the row is information about the data stored on that node. 
 

  
 

   

   Load tells you the size of the data stored on that node. The Tokens field contains information about the allocation of data for this node. You’ll learn more about tokens when we discuss vnodes, or virtual nodes, and dive into the hash ring.
 

  
 

   

   Owns tells you what percentage of the data in the cluster this node owns. Depending on how tables are configured, however, nodetool is often unable to accurately compute this information and prints only a ?. Last, the Host ID is a node identifier in the cluster. Put together, you get a broad overview of the cluster’s status.
 

  
 

   

   Right now, when you run nodetool status, you get a very short list of nodes because one node alone doesn’t make a cluster. Let’s add a couple more. 
 

  
 

   

   
2.1.3 Building the cluster
 

  
 

   

   Adding nodes is similar to starting the first node, but additional configuration is required so the second node can talk to the first and form a cluster. When ScyllaDB starts up, it assumes that it is either the first node in a brand-new cluster or an additional node in an existing cluster. When joining an existing cluster, operators must provide seed nodes as configuration to the joining node so that it can have a point of contact to learn about the rest of the cluster. A seed node is another already-running node in the cluster. It’s up to date, takes traffic, and can help get a newly joined node introduced into the cluster. 
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