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To Luca, Olivia, Parker, Alexa, Cristo, and Bernard: This is for you.

And for all of you who try hard to make ethical choices: my deepest admiration and hope that this book will support you and give you the courage to create your best stories.






Introduction [image: Image] THE EDGE OF ETHICS


The young woman was in her early thirties, tall and dark haired, with a direct and unwavering gaze. As she walked down the hall toward me, I could see the deep scars and broken facial bones that had never properly healed. Someone, maybe a partner or family member, had done that to her. I extended my hand in greeting.

It was 1989. I was twenty-six, studying law at Columbia University and leading a student public-interest advocacy group that raised funds and then dispensed small grants to nonprofit organizations. An inspiring local agency that assisted abused women in danger was a potential grantee. We had read about their programs and, if memory serves, that evening we invited this brave woman to come and tell her story.

As she and I neared the door to the classroom where we had all assembled, I paused. “Can you please give me a minute?” I said. “I just want to make sure everyone is ready.”

Inside, I looked at our small group gathered and explained that our speaker that evening had suffered more than we would likely be able to understand and more than would be appropriate for us to ask about. I wanted to prepare my classmates for the gravity of her injuries. For the next hour we listened as she recounted her story.

Somewhere between the letter of the law and the enforcement of court orders, the legal system had let her down in a life-threatening way. We learned that her main legal recourse—a restraining order against her abuser—was difficult to obtain until after she reported significant physical injuries on several occasions and endured severe emotional distress. Having to prove she had been harmed to obtain legal protection against being harmed: that seemed illogical and unjust to me. I struggled to understand how this could be.

I grew up believing that by and large the rule of law protected and guided us—fairly, effectively, and even compassionately. I was only beginning to understand that even where the law is clear and the courts are accessible, the legal system can still fall short. I also started to see that even where the law does offer protection, it is on all of us to hold ourselves to a higher standard.

I wasn’t calling it ethics at the time, and I certainly wasn’t thinking about a career in ethics, but I was searching for a way to improve the choices we make, individually and collectively.

For many years, my mantra has been: Ethical decision-making tethers us to our humanity—it helps us keep human beings front and center at all times. My sincere hope is that The Power of Ethics will enable every reader to make human-centric choices that they can be proud of, both now and in the future.



We find ourselves at a pivotal moment, where the stakes for ethical decision-making are higher than ever. The importance of integrating ethics into our decisions affects all of daily life in the twenty-first century—from whether we follow expert recommendations to protect our own and others’ health to our responses when we or a friend stumbles ethically. Our world is one in which ethical errors (and successes) are amplified. Misconduct spreads more widely and unpredictably, embeds itself more stubbornly, and entangles more individuals and institutions than ever before. Yet as counterintuitive as it may seem, we actually have more opportunities than ever before to make ethical decisions. To seize these moments, we have to appreciate what drives ethics on the edge.

Although I didn’t realize it then, that meeting at Columbia Law School helped define my early thinking about the ethics edge. The edge is the line where the law no longer guides and protects us, leaving ethics as the lone standard by which to gauge our behavior. The edge is dynamic, and the space in which ethics becomes our only guide is expanding. In this zone, people, companies, innovations, and phenomena we may have never imagined would, could, or should intertwine in fact do. For instance, social media can connect us to our families, to friends, to job openings, and to learning about other cultures. It can also be a source of inaccurate medical information, hate-mongering, and bullying that spreads far and wide.

Why does the edge move, and why do unanticipated interconnections occur? First, the law lags behind the fast-moving changes in technology and innovation. Second, we face multiple global and systemic risks—from climate change to the advent of fake news to pandemics. Third, new technologies and global risks join forces to amplify both modern and age-old dangers: Populism and extremism fuel threats to democracy and long-held democratic institutions, and societal ills like racism and sex trafficking emerge in technologically turbo-charged forms.

If we can integrate ethics into our everyday decision-making, we can better think about our place in the world. We can positively affect our relationships and our impact on the society around us. On the other hand, a failure to integrate ethics into our decisions is the most dangerously underestimated global systemic risk we face—whether as individual citizens, leaders, organizations, or nations. It is the existential threat at the source of so many others.



I have been teaching ethics courses at Stanford University since 2014. On the first day of my Ethics on the Edge class, I start with one question: What’s the story? What is really going on in the countless dilemmas we see in the news, at work, with our families and friends, and in the world around us? If we don’t understand the forces driving ethics failures, we have little chance of preventing and remedying them—and limited ability to create (and inspire) ethics successes.

Then, on the last day of class, I end with one question: What’s your story? Because I believe the degree to which we integrate ethics into our decision-making and ground it in reality determines our stories and impacts the stories of everyone else whose lives we touch, many of whom we may never meet.

Every day we face challenges with uncertain and long-term consequences: What do you do if you don’t like any of the candidates in a major election? Should you share a photo of your child on Facebook? What should you consider before you spit into a vial and send your DNA off for genetic analysis? Should you hire a robot caregiver to help look after your elderly parents? The repercussions are not always easy to see, but the first step is to know what to look for.

Ethical decision-making is not about seeking perfection. Nor is it about assigning blame or criticism. Rather, I hope to give you a positive, deliberate approach to problem-solving—and a strong foundation for resilience and recovery from those inevitable human moments when we and others make mistakes.

This book will arm you with four straightforward steps to tackle any dilemma, which will become a matter of habit. You’ll also become conversant with the six forces that drive ethics—what I call Banished Binary, Scattered Power, Contagion, Crumbling Pillars, Blurred Boundaries, and Compromised Truth. These forces are at play in almost every ethical challenge we face: seeking success at work, raising children, engaging in conversations about major stories in the news, navigating tricky friendships, integrating ethics into our spirituality, and more. Recognizing them will quickly become second nature.

I am an ethics realist and an ethics optimist. In these pages I offer what I’ve learned from decades of study, research, and practice along with my encounters with the many students, clients, colleagues, leaders, and others with whom I’ve explored these questions.

My goal in writing The Power of Ethics is to democratize ethics: Every one of us can make more effective and ethical choices. Every one of us can lend a voice to dilemmas at home, at work, and in society. Let’s forge a better world for ourselves and everyone whose lives we touch, now and in the future, with the decisions we make every day.






Chapter One [image: Image] BANISHED BINARY


It was a cool, clear Sunday morning on March 10, 2019, when Captain Yared Getachew and First Officer Ahmednur Mohammed entered the cockpit of Ethiopian Airlines Flight 302 for a two-hour flight from Addis Ababa Bole International Airport in Ethiopia to Nairobi, Kenya. Captain Getachew, twenty-nine, was a rising star, the youngest-ever captain at Ethiopian Airlines, but already with 8,122 flight hours under his belt and “an excellent flying record.” Captain Getachew and First Officer Mohammed, twenty-five, both trained at the Ethiopian Aviation Academy, the largest aviation academy in Africa. The plane they would fly that day was a brand-new Boeing 737 Max 8 jet, the latest model from the world’s largest aerospace company and just four months old.

At 8:37 a.m., the control tower gave the pilots permission to take off, and the plane began its roll down the runway, building speed before lifting into the air. There were 157 people from thirty-five nations on board Flight 302. Among the passengers were environmentalists, educators, representatives of nongovernmental organizations (NGOs), traveling retirees, and a mother with her four children (aged nine months to thirty-three years).

According to Ethiopian investigators, shortly after takeoff an alert sounded in the cockpit, warning the pilots that the nose of the jet was 75 degrees above the wind, a perilous angle that had the potential to cause a deadly stall. Suddenly, speed and altitude readings on the left side of the control panel differed from the readings on the right side, and a device known as a “stick shaker” began furiously rattling on the captain’s control column, warning that a stall was imminent.

Except, it was a false alarm. The plane was flying perfectly. One of the two angle-of-attack (AOA) sensors on the nose had failed, causing it to set off an automatic anti-stall system. AOA sensors are known to bend, crack, freeze, and sustain damage by bird strikes. The Federal Aviation Administration (FAA), which regulates aviation and aircraft safety in the U.S., had received 216 reports of AOA sensors failing or having to be repaired, replaced, or adjusted since 2004, according to analysis by CNN. While 216 may not seem like a large number, these important safety features are critical to giving pilots situational awareness. Yet Boeing had made a pivotal decision that a single sensor alert was sufficient to trigger the anti-stall system on the Max 8, instead of requiring a second sensor alert as a fail-safe.

The software system, called Maneuvering Characteristics Augmentation System (MCAS), automatically activated when an AOA sensor indicated the plane’s nose was drifting too high and in danger of instability. MCAS would adjust the tail of the plane, which in turn would push the nose down. Had Boeing instead required that both AOA sensors needed to be in agreement before MCAS could be activated, it may have prevented the deadly consequences that followed.

When Flight 302 reached an altitude of 8,100 feet, MCAS received the faulty sensor data and forced the jet into a nosedive. Captain Getachew struggled to raise the plane. MCAS automatically forced it down, again and again. The pilots were facing the same chaotic circumstances that befell Lion Air Flight 610, with the same type of Boeing plane, a little over four months earlier in Indonesia. In that crash, the stick shaker vibrated loudly, control readings went awry, an AOA sensor falsely alerted, and for twelve long minutes the bewildered captain was in a tug-of-war with his own plane. Lion Air Flight 610 rose and fell twenty-one times before plunging into the Java Sea, killing all 189 people on board.

After the Lion Air crash, the FAA issued an emergency airworthiness directive, warning pilots that a faulty AOA sensor could activate the automated “nose-down trim” system on the 737 Max 8 and 9 planes. Boeing also issued a bulletin directing pilots’ attention to existing procedures for handling erroneous AOA data: They could flip a series of switches on the control panel to power off the system and stop the “nose-down” command. Although MCAS was not mentioned by name, it was the first time pilots learned that such a system even existed on the new 737 Max planes.

First Officer Mohammed flipped the switches that powered down MCAS, as directed. Captain Getachew pulled on his control column to manually lift the nose, but aerodynamic forces acting against the tail of the plane made it impossible. “Pull with me,” Captain Getachew told the first officer. Together, they struggled against 180 pounds of force. In desperation, they turned the system back on in an attempt to use electrical power to regain control of the tail. But then MCAS kicked in again. Six minutes after taking off from Addis Ababa, Flight 302 plunged toward a barren field at a speed of 575 miles per hour. The impact was so forceful, rescue helicopters had trouble finding the crash site because the plane was buried thirty-three feet below the surface. No one survived.



The plight of Flight 302 gripped the world’s attention not only because of its tragic end but also because of its eerie similarity to the Lion Air crash. There was a pervasive sense of mistrust in the planes and, soon thereafter, in the decision-making processes at Boeing and the FAA.

Boeing’s and the FAA’s responses to the crisis diverged dramatically from the reactions of governments worldwide—and from reality. On Monday, March 11, the day after the crash, Boeing released a statement expressing its condolences to the families and loved ones of Flight 302, while also insisting that the 737 Max was a “safe aircraft” to fly. The FAA issued a “Continued Airworthiness Notification,” saying that it was examining data, and would take “appropriate action if the data indicates the need to do so,” but it did not yet have information “to draw any conclusions or take any actions.” However, the two incidents were alarming enough that Ethiopian Airlines immediately grounded its fleet of Max planes, the Civil Aviation Administration of China ordered all ninety-six Max planes in its country grounded, and other airlines and countries quickly followed suit.

By Tuesday, March 12, two days after the crash, the U.K., Germany, France, Australia, Malaysia, and Singapore had banned Max aircraft from flying in their airspace, and airlines in Oman, Norway, and South Korea all grounded their fleets. But not in the United States, where Boeing was, at the time, America’s biggest manufacturing exporter. In 2018, Boeing marked a record $100 billion in total revenue. Boeing employed 145,000 people worldwide and did business with thirteen thousand domestic suppliers, including companies like General Electric, the maker of its Max engines.

On Tuesday morning, Boeing chief executive Dennis Muilenburg made a personal call to President Donald Trump to assure the president there was no cause for alarm, that “the MAX aircraft is safe.”



Watching the news reports, I was horrified and heartbroken for the victims, their families and loved ones. I also saw this tragedy as a web of failed decision-making and disregard for ethics. In the days following the accident, I continued to be alarmed that the same decision-makers seemed not to take full responsibility for their decisions. Then I turned my focus to our decision: When and under what circumstances should we fly on a 737 Max plane? How could we possibly assess the risk? Muilenburg would later tell a reporter that he would “absolutely” take that risk and put his own family on one of the planes. But for me, the answer was absolutely not.

By Wednesday morning, March 13, more than sixty countries had banned the Boeing jets in their airspace. But the FAA had not budged from its position. In a statement posted the evening before, the agency said it was still reviewing data, but had “no basis to order grounding” and no data “that would warrant action.”

To be clear: Assessing evidence and data is crucial—both following tragedies like these crashes and for ongoing monitoring of safety risks and new technology. But data was irrelevant to the most critical question that Boeing and the FAA faced after 346 people lost their lives within five months of flying on the same model plane: Should we allow the Max 737 planes to continue to fly or not? The point should not have been to assess averages or estimate the likelihood of events. The only focus should have been on eliminating the potential for loss of life. And there’s only one decision that accomplishes this goal: ground the planes. Which is what President Trump ultimately did on Wednesday afternoon, when he directed the FAA to ground the entire 737 Max 8 and Max 9 fleets because “safety” was “of paramount concern.”

In the months to follow, investigators would uncover extensive evidence that Boeing had more than safety problems. The 103-year-old American company had lost its way ethically. In a scandal marked by disregard for human life, Boeing hadn’t just ignored safety issues or technology errors; it had failed to integrate ethics into the company’s decision-making at every level, resulting in a collapse of trust in a much revered institution. Boeing’s website at the time stated: “Our stance on ethical business conduct is simple: do the right thing, every time, no exceptions.” But exceptions were made again and again, breaking customers’ trust, Boeing’s most valuable currency.



The Boeing tragedy is a clarion call for our times, a clear marker of the precipitous decline of ethics in our decision-making in recent years, often with grave consequences. Why are ethics more critical than ever? And how do we make good decisions when the law lags behind reality and boundaries are blurred—or what I refer to as “the edge”? The edge is the point at which the law no longer safeguards us, and ethics alone must guide our decisions. Even where the law does operate effectively, it is the lowest common denominator—not the highest or even a sufficiently high standard of behavior. Ethics must operate above and beyond the law.

This chapter introduces the importance of banishing the binary, the first of six forces that affect ethical decision-making on the edge. Binary decisions involve a choice between two clear options, like the example of Boeing facing a choice between protecting lives or pursuing profit. But most ethical decisions, especially on the edge, require us to banish the binary, quashing our tendency to oversimplify ethical questions into an exercise in choosing sides: “yes or no,” “black or white,” or “good or bad.” Frequently, we leap to categorize people, behaviors, and actions as “ethical” or “unethical.” As you will come to see, this kind of ethics labeling, or shorthand, is not ethical decision-making.

Binary decisions may require in-depth debates about risks and opportunities, such as whether a company should sell drone technology to the government. Or the answers to binary decisions may be straightforward. For example, “Should social media platforms tolerate sex trafficking?” and “Should a teacher allow bullying in the classroom?” are questions that demand a binary answer: No.

But on the edge, we more often encounter ethics challenges that are non-binary—those that involve shades of gray and an evolving blend of risks and opportunities on all sides. Since the world around us is changing, with ethical lines blurring, we’re often in ethical dilemmas where there are few easy answers. We often must replace questions like “Should I or shouldn’t I…?” with the more open-ended and realistic question that I asked about Boeing: “When and under what circumstances should I…?” Crafting our ethical dilemmas in non-binary terms helps anchor our choices in reality. As I tell my students, you can “do ethics” outside of reality all you want, but you will live with the very real consequences.

Most decisions we need to make will be non-binary. But I start with Boeing to illustrate that there are still right-or-wrong, yes-or-no choices. Boeing’s story is an example of truly binary decisions… and failed responses. The questions were straightforward. The stakes couldn’t have been higher.



Before we begin to examine Boeing’s decisions, we need to better understand how the Max plane led to Boeing’s fall. It begins in 2010, when its biggest rival, French airplane maker Airbus, announced the launch of a new jet that would burn up to 20 percent less fuel. When Boeing learned that its longtime customer American Airlines was considering purchasing two hundred of the new French planes, the company scrambled to compete.

Building a new plane could take a decade and would require expensive pilot training, so instead Boeing decided to update an existing plane, the 737, with new, fuel-efficient engines. In August 2011, Boeing’s board of directors approved a 2017 launch of the reengineered 737 that came to be known as the Max. Before building even began, the company already had 496 orders for its new fuel-saving planes.

Boeing engineers soon discovered that serious problems arise when massive, modern engines are attached to a plane first built in 1967. For one, the 737 sits very low to the ground—there simply wasn’t enough room to fit bigger engines under its wings. As a result, they moved the new engines slightly above the wing and farther forward. But that threw off the aerodynamics: When the craft was in full thrust during takeoff, the nose had a tendency to pitch up too high, causing a stall. At first, they explored the idea of changing the shape of the wings or adding small metal vanes to the wings to alter the aerodynamics. When those options didn’t work, Boeing developed MCAS as a software workaround. MCAS was originally designed to rely on two inputs: a single AOA sensor and g-force. If the plane’s angle-of-attack and g-force were both too high, MCAS would subtly adjust the tail of the plane to push the nose down. But then engineers realized that the plane could experience aerodynamic instability at low speeds, not just high speeds, so they removed g-force as a trigger. This meant a single AOA sensor could now activate MCAS.

The FAA certified MCAS and its single-sensor activation based on an early “system safety analysis” that Boeing had provided the regulators. But subsequently, Boeing engineers made MCAS more powerful and aggressive—without updating FAA certification documents. By the time the planes were delivered to customers, MCAS could move the tail four times farther than originally intended and it could automatically reset itself, pushing the nose down again and again even when a pilot pulled it up. According to testimony from Boeing leadership, flight crew were already trained to deal with something called a “runaway stabilizer”—a scenario that also causes the nose of the plane to drop. Because of this, Boeing management “assumed” that pilots would react to, and solve, an errant MCAS activation the same way: Flip the switches on the control panel and power down the system.

Boeing’s flawed assumptions underpinned several missteps. First, the assumptions were based on the fact that in tests, Boeing’s veteran pilots were able to recognize a nose-down danger, flip the switches, and take control of the aircraft in four seconds. But the testing didn’t take into account chaotic cockpit situations or other potential variables. The National Transportation Safety Board (NTSB) specified in its formal 2019 report that the FAA should develop new design standards and require implementation of onboard diagnostic tools to improve pilot effectiveness. The NTSB also noted that “industry experts generally recognize that an aircraft system should be designed such that the consequences of any human error are limited.”

In addition, Boeing (with the FAA’s approval) delivered the Max planes (with MCAS activation by a single sensor) with no additional pilot training and no mention of MCAS in the operating manual. Retired Captain Chesley “Sully” Sullenberger, renowned for safely landing a plane on New York’s Hudson River in 2009, explained to a congressional subcommittee in June 2019: “Prior to these accidents, I doubt if any U.S. airline pilots were confronted with this scenario in simulator training.” He further insisted that pilots shouldn’t have to compensate for “inherent flaws” in aircraft design.

Part of the reason for the decision failures lies with the fact that the FAA had increasingly given Boeing more and more authority over the safety certification process. To some extent, it makes sense to involve company engineers. Boeing has the expertise to help the FAA with details it doesn’t have the resources or time to manage. Initially, certification engineers were appointed by the FAA, reported directly to their counterparts at the FAA, and were paid by Boeing. But in 2004, the system changed—they were now appointed by, and reporting to, Boeing managers who made the final decision about what was presented to the FAA. These changes gave Boeing managers more power and certification engineers less independence—and Boeing took advantage of these changes in its favor.

Investigations by the New York Times and the Seattle Times found that Boeing leadership was so obsessed with outpacing Airbus—so focused on speed of production and cost—that its engineers were forced to submit technical plans at “double the normal pace,” and managers worked under “tight deadlines and strict budgets.” A whistleblower claimed that on three separate occasions the company rejected safety measures that may have prevented the fatal crashes.

Boeing’s decision-making process was dismantled in its rush to the finish line, and subsequently as well. In 2017, months after the planes were delivered, Boeing discovered a mistake with the “AOA disagree alert.” The disagree alert is a standard feature that tells the pilot when the two AOA sensors have different readings—a signal that one may be broken. The mistake, Boeing discovered, was that the disagree alert in the Max planes had been erroneously linked to a second optional feature, “the AOA indicator,” which was a premium purchase. This meant that if a carrier didn’t buy the premium option, then their disagree alert did not work. Boeing did not notify customers or pilots. Instead, the company decided to wait until the next planned software update in 2020 to fix the error.

The disagree alert could have informed the Lion Air and Ethiopian Airlines pilots that a sensor was broken, potentially helping them to recognize the problem more quickly. But neither carrier had paid for the premium option, so their alert did not work. Approximately 20 percent of all Max customers had purchased the AOA indicator; therefore, only this 20 percent also had the safety feature. Even among the three U.S. carriers that purchased Max planes, American Airlines and Southwest Airlines paid for the premium option, but United Airlines did not.

The Max 8 launched into service in 2017, quickly becoming Boeing’s fastest-selling plane in history—a resounding success, until soon after when pilots began to battle with their planes, and those planes fell from the sky. The Max was meant to solidify Boeing’s position as the most respected and successful airplane manufacturer in the world. Instead, it shone light on an urgent ethics emergency.



Let’s examine three crucial binary decisions Boeing faced.

First, in 2017, executives realized that they had made a safety feature (the AOA disagree alert) a premium option rather than standard. At that point, the question was: Do we disclose and repair, or not?

Boeing took the position that the disagree alert only provided “supplemental information” and was not a safety feature. That may have been the case in older 737 models, but Boeing should have known that the powerful nature of the MCAS system had transformed this alert into a necessary safety feature, providing pilots with important information. Boeing didn’t disclose or repair the error, deciding instead to fix it three years later in a software update.

Second, after the first plane crashed in Indonesia, the choice was: Do we recall the planes until we are certain of the cause and can repair it and train pilots accordingly, or do we keep the planes in the air? The company not only kept the planes in the air; it also took the unconscionable position that the pilots were to blame. “We used an industry-standard assumption on pilots and how they would react,” Boeing chief engineer John Hamilton testified at U.S. Senate hearings in October 2019. Because errant MCAS conditions were similar to a runaway stabilizer issue, Boeing leadership assumed the pilots should have known to flip the switches and power MCAS down. But as Captain Sullenberger told Congress earlier that year, pilots deserve to fly aircraft that “do not have inadvertent traps set for them.”

Regardless of what pilots should or shouldn’t have known, Boeing’s faulty software contributed to the deaths of 189 people. This is a binary decision that has a clear answer: Recall the planes—and then repair the safety failures and train the pilots.

The third decision, for both Boeing and the FAA, occurred when the second plane crashed in Ethiopia: Do we allow the planes to continue to fly or not? Instead of grounding the planes, CEO Muilenburg called President Trump to assure him they were safe. Boeing pushed to keep its Max 737 planes in the air and the FAA allowed it—even though more than sixty countries had given them the correct answer.



The Boeing crisis shows that even straightforward binary choices can go awry when we fail to integrate ethics into our decision-making. If we can’t get binary questions right even when human life is at stake, then we will have much bigger challenges when the edges get blurrier and we confront non-binary decisions.

On the edge, complex ethical problems by and large require that we focus on banishing binary thinking because it can lead to dig-in-your-heels oversimplified “right” or “wrong” solutions that are not grounded in reality. The issues underlying the unrealistic binary choices that we have seen playing out around the world—such as should the U.K. stay in or leave the European Union (Brexit) and should the U.S. build a wall on its southern border with Mexico—require nuanced problem-solving.

Here’s one example of a dilemma that deserves a non-binary response, even though it looks like a binary question: Your friend deletes the Uber app on her phone and says you should too, because the company has a history of exploiting drivers and skirting local laws. “Delete or keep” is a binary decision. Banish the binary and, instead, ask: When and under what circumstances would I delete this app? What other factors and people should you consider before following your friend’s lead? Maybe Uber is more convenient because you live in an area where it’s hard to find a cab. Perhaps you know teachers or single parents who drive for Uber part-time to supplement their income with flexible work. How will they be affected? Ride-sharing companies also help residents in certain urban areas who suffer location discrimination from taxi drivers and are unable to hail a cab. How do these factors affect your decision? Instead of “delete or keep,” perhaps you keep the app but only use it when there are no available local cabs, buses, or subways, or when you’ve been drinking and shouldn’t drive.

When we oversimplify ethical dilemmas by immediately taking sides, we miss opportunity and risk. We fail to identify the information that could shape our decisions. We lose sight of the various stakeholders involved, such as teachers and single parents. And we ignore the fact that our actions and the actions of others have potential consequences, such as supporting a company’s poor safety record.

We all have the power to banish binary thinking and make good choices with every decision. In 2018, I had the opportunity to interview Emmy Award–winning writer and producer Norman Lear. I’ll never forget his message: We often elect not to vote, not to speak up when we see wrongdoing, not to think twice before purchasing a single-use, plastic water bottle. It’s human to think that our individual decisions don’t make a difference. But, as Lear insists, “We have to know that anything we do matters. We all matter.”

Our choices matter. They influence our day-to-day habits and relationships, determine the trajectory of our life, and have an impact on other people. They have a cumulative effect. The next story illustrates the power of banishing the binary in ethical decision-making and a non-binary business model.



In September 2007, San Francisco roommates Brian Chesky and Joe Gebbia, both twenty-seven, were struggling to pay rent. At the same time, a major design conference was coming to the city and hotel rooms were sold out. Chesky and Gebbia inflated three airbeds in their living room and cooked breakfast for guests at the impromptu lodging they called “Airbed & Breakfast.”

A year later, along with cofounder Nate Blecharczyk, they launched Airbnb, an online marketplace for private homeowner “hosts” to make their couches, bedrooms, or entire homes available to “guests” for short-term rentals. Travelers save money on lodging while gaining an opportunity to interact with locals; hosts earn extra income; and Airbnb promotes the properties to prospective guests, handles communications and payments, and allows a host to accept or reject a guest after reviewing their online profile.

Despite initial venture capitalists’ doubts that people would let strangers into their homes, by 2020, Airbnb had an estimated worth of approximately $26 billion, with seven million listings—including 14,000 tiny houses, 4,900 castles, and 2,400 tree houses—in 100,000 cities across the globe. And yet, a private home used as a short-term rental—even if it’s a castle—is neither a hotel nor strictly a home. Airbnb advanced the edge.

Airbnb is part of the so-called blended economy. Web-based companies like Airbnb connect customers (in this case, travelers) to suppliers (property owners) through the internet. They obviate the need for a section of the hospitality industry, including human intermediaries like travel agents and desk clerks.

At their best, blended economy companies such as Lyft (car rides), TaskRabbit (errands), Turo (rental cars), and Rover (pet sitting) bring us convenient and timely access to the products and services we need. But because they’re founded on blended business models, they come with a plethora of often uncharted, ethical decision-making challenges.



On President’s Day weekend in 2017, Dyne Suh, a twenty-five-year-old UCLA law school student, traveled to the mountains of Big Bear in California, where she had rented a cabin on Airbnb to share with her fiancé, two friends, and their two dogs for the long holiday weekend.

A month earlier, Suh had booked the cabin for two, but later messaged host Tami Barker to ask if the additional guests and their pets could join. Barker confirmed the changes for an extra $50 a night.

On their way to Big Bear, the group hit a snowstorm that turned their two-hour drive into a harrowing five-hour ordeal of rain, snow, road closures, and flash flood warnings. When Suh texted Barker to let her know that they were finally arriving, Barker wrote back to say she’d never agreed to the additional guests. Suh sent screengrabs of their text messages, thinking Barker had simply forgotten. The reply she received shocked her: “If you think 4 people and 2 dogs [are] getting a room [for] $50 a night on big bear mountain during the busiest weekend of the year.… You are insanely high.”

Barker canceled the reservation, leaving the students stranded. When Suh threatened to report her to Airbnb, Barker shot back: “Go ahead. I wouldn’t rent to u if u were the last person on earth. One word says it all. Asian.” Shortly thereafter, she wrote: “I will not allow this country to be told what to do by foreigners.”

A local television crew happened to be nearby, covering the storm, and a reporter interviewed Suh about her experience, recording the tearful young woman as she stood helpless in the snow. “I’ve been here since I was three years old,” Suh said. “America is my home. I consider myself an American. But this woman discriminates against me for being Asian.… I just feel so hurt.”

She wasn’t alone. Almost two years earlier, in March 2015, twenty-five-year-old Gregory Selden had a similar experience when he inquired about an Airbnb accommodation in Philadelphia. The host wrote back that it was unavailable. But Selden noticed that the listing remained online as available. Selden, who is Black, created two fake profiles, “Jessie” and “Todd,” that included photos of white men. He tried his inquiry again on the same day, and the host approved both Jessie and Todd. Selden later wrote about his experience on Twitter, with the hashtag #airbnbwhileblack, spurring “thousands of retweets from individuals who experienced the exact same disparate treatment from Airbnb host agents, representatives, servants or employees.”

In December 2015, Bloomberg reported on a working paper from Harvard Business School that found a widespread discrimination problem on Airbnb’s platform. Researchers created twenty false Airbnb profiles, “identical in all respects except for guest names.” Half had stereotypically Black-sounding names (such as “Lakisha Jones” and “Tyrone Robinson”) and half had white-sounding names (“Greg O’Brien” and “Anne Murphy”). Using the impostor accounts, they sent inquiries to approximately 6,400 hosts for properties in Baltimore, Dallas, Los Angeles, St. Louis, and Washington, D.C.

Renters with Black-sounding names were 16 percent less likely to be accepted by hosts compared to renters with white names. Although they had omitted photos in the faux profiles, the researchers determined that Airbnb’s platform encouraged racial profiling because hosts can often view a picture and personal details before deciding whether to accept or deny requests.

Imagine if you walked into a motel to inquire about a room, and the desk clerk made you fill out an application and pose for a photo for his boss. He leaves momentarily. When he comes back, he tells you that the boss has rejected your request. This scenario, beautifully analyzed in the Stanford Law Review by former student Michael Todisco, is a direct violation of the U.S. Civil Rights Act of 1964, which prohibits discrimination at public lodgings. And yet, it was likely occurring hundreds of times each day on Airbnb, with almost total impunity.

Who bears responsibility for Gregory Selden’s and Dyne Suh’s experiences? And what is Airbnb’s responsibility to prevent and respond to wrongdoing by hosts and guests? It’s tempting to condemn Airbnb for a host’s racist behavior. But as a new, blended business model, it was dealing with challenges that had never existed before—a non-binary ethical dilemma. Title II of the Civil Rights Act of 1964 specifically forbids “discrimination on the ground of race, color, religion, or national origin.” According to the act: “All persons shall be entitled to the full and equal enjoyment of the goods, services, facilities, privileges, advantages, and accommodations of any place of public accommodation.” The reference to “accommodations” covers “any inn, hotel, motel, or other establishment which provides lodging to transient guests.” But it does not technically cover private homes. Homeowners have the right to control whom they invite into their space. Airbnb hadn’t done anything illegal. But illegal is not the appropriate ethical standard.

Creators and innovators (founders like Chesky, Gebbia, and Blecharczyk) and investors in companies have outsized responsibility (though not all the responsibility) for ethical decision-making. Regulation will always lag behind innovation as governments struggle to amend existing laws or add new ones. Citizens and society will always need time to experience and evaluate the opportunities and risks of innovations.

Airbnb’s founding mission was to give anyone, anywhere a sense of connection: “We imagine a world you can belong anywhere.” (Today, it’s very similar: “Create a world where anyone can belong anywhere.”) Belonging is an inspiring goal, yet the founders neglected to ask: When and under what circumstances might their technology allow for, or even amplify, discrimination on the basis of race or other characteristics? When might guests who would be legally welcomed in hotels and inns feel unwelcome in Airbnb accommodations? When might they be treated like they don’t belong?

On the edge, companies must proactively anticipate where the law fails to offer sufficient guidelines for decision-making, and then be willing to do more than the law requires by committing to ethical decision-making. We as consumers, employees, parents, and citizens must do the same.



The framework for ethical decision-making can help us integrate ethics into any decision; it works for individuals, organizations, and governments; and it targets your specific dilemma and circumstances.

To start, the framework disciplines us to avoid oversimplification of edgy questions into binary questions because it generates a nuanced set of considerations rather than “do it” or “don’t do it” options. Sometimes, there is one outsized opportunity or risk that quickly leads you to a rare binary “yes or no” answer—such as with Boeing’s decision regarding safety or instances of racism. Most often on the edge, our decisions are much grayer, requiring attention to nuance. When you banish the binary and understand the other five forces influencing ethics, you are better prepared to tackle any ethical challenge.

I’ve road-tested this four-step framework globally with all sizes and sectors of organizations, from multinational corporations and tech start-ups to global NGOs, academic institutions, and hospitals. I have also tested it with individuals, from CEOs and students to journalists grappling with ethically complicated news stories, colleagues from boards on which I serve, subjects of my ethics research, and clients’ employees of all levels. Students often describe how they use the framework in their new roles, from a summer internship in a prosecutor’s office to a first job at a global bank. Corporate and NGO leaders that I advise use the framework when developing diversity and inclusion policies and guidelines regarding relationships at the office, and to assure that every employee at every level integrates ethics into their decision-making.

The framework can be applied to any decision, whether you’re dealing with a professional dilemma (should I quit my job because I disagree with my company’s policies?), personal matter (is it time to take the car keys away from an elderly relative?), or navigating how your choices have larger implications (if I purchase this T-shirt, am I harming the environment or contributing to poor working conditions in a foreign country?).

Using the framework also helps you assess and understand the decisions and behavior of others, whether it’s the politicians you voted (or didn’t vote) for, the leaders of the companies and organizations you’re affiliated with, or the public figures whose work you appreciate but whose private behavior is troubling. With practice, applying it becomes a constant and automatic response as you begin to use it for any ethical dilemma.

Four easily recallable steps, and the questions derived from these four words, will keep us focused: principles, information, stakeholders, and consequences.

Question #1: What are my guiding principles?

Who are you, as an individual or an organization? What do you stand for?

Our principles define our identity and tell the world what to expect from us, as well as how we expect others to behave. Principles apply to ethics choices in all aspects of our lives.

Principles are not fixed rules, like “no chocolate before bedtime” or “no smoking in the break room.” They are enduring guides that help us navigate complex problems so that we make consistent choices. This is why it’s crucial to establish principles up front and in advance of potential ethical decisions. We don’t change our principles, or cherry-pick the most convenient principles, depending on the situation. And an individual’s or organization’s principles should apply to everyone engaging with them.

Boeing lists Integrity, Quality, Safety, Diversity & Inclusion, Trust & Respect, Corporate Citizenship, and Stakeholder Success among its seven “Enduring Values.” On their face, these are laudable principles that seem appropriate for a global corporation with the responsibility for the safety of millions of people every day. Had Boeing leadership applied and respected all their principles, they would have immediately grounded the planes following the first crash, and if not at that time, then after the second crash. They also would have assured that the disagree alert was a mandatory safety feature, not a special option. In other words, Boeing would have been well on their way to integrating ethics into their decisions. Most decisions that are not edgy allow us to respect all our principles.

But Boeing failed to integrate any of these principles into their decisions. In fact, they prioritized profits and competitive advantage over all their principles. In its pursuit of profits, Boeing cut corners, pressured employees, played fast and loose with regulators, and insisted that its planes were safe. Boeing estimated that the Max crisis cost the company $14.6 billion in 2019 alone. Conflicting principles can be exceedingly difficult to resolve. But in this case, the principles should not have been in conflict at all. None needed to be sacrificed to achieve safety. All were sacrificed for greed and market dominance.

In 2015, when Airbnb became aware of challenges brought on by racism among its hosts, their principles were: Be a Host; Champion the Mission; Every Frame Matters; Be a “Cereal” Entrepreneur; Simplify; and Embrace the Adventure.

These are just about impossible to understand and don’t do the job principles should. Individually, they do not offer clear guides to decisions and behaviors. Collectively, they don’t create an identity for Airbnb. And they don’t apply to everyone who engages with the company. Does “Be a Host” apply to the chief financial officer or regulators? Will “Be a ‘Cereal’ Entrepreneur” (a nod to its early years when the company sold cereal to raise capital) have any meaning for a guest who’s just looking for a place to stay?

The framework should never be used to crush or unnecessarily block societally beneficial and useful innovations. But when principles are unclear, the resulting decisions will be inconsistent and create unnecessary conflicts. Airbnb tried to operate in accordance with its principles, but it missed some key standards for achieving the mission of connection and belonging for all guests. Where were principles like “respect” and “diversity and inclusion” as Boeing had? Unlike Boeing, Airbnb’s leaders were ethically responsive and committed to enforcing principles that were too unclear to guide their decision-making. As the founders acknowledge, Airbnb’s principles could have maximized opportunity while minimizing risks. Behaving respectfully and eradicating discrimination should not impede innovation.

On the edge, principles may conflict because there’s often right and wrong, opportunity and risk, on all sides of a decision. Conflicting principles can even break our hearts. For instance, if you see a homeless child in the subway station steal a bag of chips from a kiosk vendor, do you follow your principle of honesty and tell the vendor? Or do you follow your principle of compassion and let him be? A former student, who cited this incident, decided to pay the vendor for the stolen chips—a reasonable way of navigating conflicting principles in the service of solving a problem.

Every year I ask my Stanford students to send me their top seven principles. Some choose personal traits, like honesty and curiosity; others select priorities, such as education and family. I generally recommend that individuals and organizations consider somewhere in the range of five to eight principles.

Once you determine yours and begin to apply the framework, you’ll find that they automatically come to mind as you make decisions and evaluate the choices of others. And when your decisions falter, as they occasionally do for all of us, your principles become your first port of call.

STANFORD ETHICS ON THE EDGE CLASS STUDENT PRINCIPLES 2019—ranked in order of popularity


	Honesty

	Integrity

	Kindness

	Compassion

	Loyalty

	Empathy

	Authenticity

	Respect

	Responsibility

	Curiosity

	Accountability

	Humility

	Dedication

	Family

	Autonomy

	Growth

	Care

	Optimism

	Fairness

	Freedom

	Discipline

	Perseverance

	Justice

	Intelligence

	Dependability

	Adaptability

	Inclusion

	Hard-working

	Effort

	Joy

	Generosity

	Humanity

	Self-awareness

	Resilience

	Wisdom

	Challenge

	Equality

	Learning

	Happiness

	Efficiency

	Competency

	Gratitude

	Consistency

	Reliability

	Openness

	Community

	Friendship

	Altruism

	Conviction

	Drive

	Education

	Individuality

	Persistence

	Achievement

	Good intent

	Be charitable

	Be humble

	Equity

	Knowledge

	Open-mindedness

	Adventurous

	Independence



Question #2: Do I have the information I need to make this decision?


And what important information lies in the gap between the information you should know and the information you can know?


Entrepreneurs increasingly launch new products before we can fully assess the ways they might be used or misused, or before the creators fully comprehend the power and capability of the technologies behind them. We, as consumers, employees, and parents then use these new technologies before fully understanding their opportunities and risks. In between the two, regulators fail to keep pace. The complexity of technology has increased the complexity and unpredictability of information we must consider in order to make thoughtful ethical decisions before we launch, use, or regulate innovations. Much of the relevant information will be linked to the six forces. Do we want robots diagnosing cancer? Should we permit flying taxis? Should we ban vaping?

Today, there’s often a significant gap between the information we have or can access and the information we need to make an ethical decision. How do you mind this gap—the information we don’t have but need? You ask questions, listen, observe, examine, verify the influences on your decisions, and then repeat the process often to correct course when information changes. Consider:


	Have you consulted multiple sources and cross-checked your views with others?

	Might new information come to light in the future that would change your understanding in a meaningful way?

	Are you seeking out facts, or hearing and seeing only what you want to hear and see in order to support a prejudged point of view or quick-fix binary answer like “do it” or “don’t do it”?



When I gather information, I try to avoid words and phrases such as “assume,” “presume,” “seems,” “took it as a given,” “that’s gotta be right,” “must have,” or “my gut tells me,” because they can lead to risky shortcuts and bias rather than fact. Guesswork leads to an oversimplified black-or-white response rather than shade-of-gray reality because we never obtain nuanced information.

Sometimes we end up making poor decisions as a result of having insufficient information, and it’s helpful to look back at the reasons why. For instance, it could be that:


	You didn’t know an important fact and could not have known it.

	You didn’t know the fact but could have known it.

	You didn’t know the fact but should have known it.

	
You knew the fact but were lying by claiming not to know it.

	You knew the fact but ignored it.



Several of these hark back to Boeing’s story.

Boeing had crucial information at pivotal decision points but ignored it. For example, in 2016, before the planes were delivered, Boeing’s chief technical pilot described MCAS as “running rampant” in simulator testing. In June 2018, four months before the first crash, Boeing learned that if a pilot took more than ten seconds to properly react to an MCAS malfunction, the result could be “catastrophic.” Yet in October 2019, on the one-year anniversary of the Lion Air crash, and after the Ethiopian Airlines crash, CEO Dennis Muilenburg testified to the U.S. Senate, “If back then we knew everything that we know now, we would have made a different decision.” Boeing did have knowledge. But rather than taking responsibility for their failure to act on it, they placed part of the blame on the pilots.

In addition, it’s unlikely that the Lion Air pilots had sufficient knowledge of the risks: that the disagree alert was not functional, that MCAS existed, and that a single broken AOA sensor would activate this powerful anti-stall system—facts they needed to avert tragedy. Boeing withheld information from pilots. When we ignore and withhold information, we do so at our own and others’ peril.

Now let’s look at what Airbnb’s three founders actually knew—and what they could or should have known when they set out to match hosts with travelers. In July 2016, CEO Brian Chesky acknowledged that racism wasn’t on their minds when they founded the company. “There were lots of things we didn’t think about when we, as three white guys, designed the platform,” Chesky admitted. Airbnb’s blended business model comprises two parts: the internet and hospitality. It should have been clear to the founders that both elements (individually and together) had a risk of racism. Racism infiltrates online exchanges. For example, one in four Black individuals has suffered harassment online because of race, according to Pew Research in 2017. Additionally, it is widely known that hotels and their managers and employees have historically discriminated on the basis of race. Even if the specific antidiscrimination laws were not front of mind to Airbnb, the risk of racism infiltrating their platform through hosts and guests should have been. Given the combination of the extensive and persistent racially charged content online and known racism in the hospitality industry, Airbnb’s founders should have known (or at least could have known) that discrimination was a concern in a blended hotel and online business model.

Looking at the component parts of a blended business model through the framework allows one to ask “What more should (or could) I know?” The framework could have helped Airbnb’s founders select more effective principles, which in turn would have helped them see the relevant information. Principles of inclusion and diversity, for instance, would have spurred the founders to seek evidence and risk of discrimination as they assessed information.

Question #3: Who or what stakeholders matter to my decision?

Who or what could influence, or be affected by, your decision?

I define a stakeholder as any person, organization, object, or factor that could influence, or be affected by, a decision or situation. We often think stakeholders are only human beings, but stakeholders can also be inanimate objects if they have an impact on (or are impacted by) our choices. Even the digital assistant in your kitchen is a stakeholder if it gives you information (“It’s 35 degrees Fahrenheit outside”) that influences your decisions (I should put on a coat). Stakeholders can be a company, a policy, an algorithm, a chat bot, a test score, fake news, an edited gene, a government organization, and more. They can make positive or negative contributions to your decisions, and you can affect them positively or negatively.

In Boeing’s case, decisions made at many stages of the 737 Max tragedies had ripple effects on a wide array of stakeholders that, at minimum, included: Boeing employees, executives, and shareholders; Boeing’s suppliers and their employees; the commercial carriers that grounded planes and canceled flights; aircraft crews around the world, including the Southwest Airlines pilots suing Boeing for lost compensation; rival Airbus, which delivered twice the number of commercial aircraft as Boeing in 2019; the many businesses that rely on Boeing planes for travel; the FAA, diminishing in standing as a global safety leader; other industries developing automation technologies that are now looking to this tragedy for lessons to be learned; and, of course, the 346 victims, their loved ones, and people they’ve never even met who will be affected by their deaths.

We are never the only stakeholder in our decisions. Our decisions are never just our own. They affect many people and things—some of which we are not aware at the time of the decisions and may never know about. On the edge, identifying all the actual and potential stakeholders can be challenging, maybe even impossible. Airbnb, at the time of this writing, serves an average of two million guests per night in 220 countries and regions around the world. And that’s before you consider the hosts, their families and neighbors, the businesses affected by Airbnb, the regulators involved (or not), the tax consequences, and more.

How do we begin to identify all the stakeholders? We can start with those most directly affected by, or affecting, the outcome (such as an ineffective regulator) or those who suffer serious risks (such as airplane passengers). When we cannot identify the individuals, we can consider categories of stakeholders (such as employees of Boeing suppliers or Airbnb hosts). As we will see in Chapter 2, at times on the edge we cannot even imagine who the stakeholders could be because we cannot envision the potential uses or misuses of a technology or the human responses to situations.


Question #4: What are the potential consequences of my decision in the short, medium, and long term?

Have you considered the immediate and future impact of your decision at the time of the decision?

The framework requires us to a look at the short-, medium-, and long-term consequences of our decisions at the time they are being made. We should then do regular framework check-ins, so we can monitor consequences over time and keep up with evolving developments.

For example, after the first 737 Max 8 crash, the FAA determined that there was a high likelihood of a similar MCAS emergency within months. The alarms should have been blaring. Instead, Boeing promised the FAA that it would create a software patch for MCAS. The fix was still forthcoming when the second plane went down. At that point, the FAA should have known that another crash was a potential consequence; as noted earlier, additional data was not relevant to the question of whether or not to ground the fleet.

A senior FAA official would later testify before the Senate that “from the safety perspective, we felt strongly that what we did was adequate.” But the FAA had increasingly depended on Boeing to assess and certify safety, so status-quo adequate was not enough. On the contrary. When considering the ethics of the possible consequences of their decisions, here is what the FAA and Boeing should have asked—and here are the three immediate questions that will help you quickly assess the consequences of your own decisions:


	What potential consequences of this decision are both irreparable and important?

	What opportunity for doing good might be lost?

	How would I feel if I were directly affected by the decision?



If the FAA and Boeing had considered the first question, the decision would have been clear: Given the specific circumstances, a potential loss of human life is an unacceptable potential consequence. They didn’t even need to go on to the other two questions.

In the aftermath of the Boeing tragedy, after worldwide groundings, and a tremendous loss of reputation, Boeing CEO Muilenburg promised Congress that it was installing software updates, providing new training, strengthening safety culture, and other changes that he said would make its “safe airplanes even safer.” But these planes were not safe to begin with. If Boeing’s leadership refuses to acknowledge this fundamental problem, then how can anyone trust decisions that the company makes?



Allocating responsibility among stakeholders is the next step after properly applying the framework. This is where Airbnb’s story offers a laudable counter to Boeing because the leaders assumed responsibility. In 2016, after Gregory Selden’s experience and after the Harvard study, CEO Brian Chesky apologized for not responding more quickly and called discrimination “the greatest challenge we face as a company. It cuts to the core of who we are and the values that we stand for.” Airbnb began its own internal investigation into racial profiling on its platform and launched a comprehensive antidiscrimination effort. It added a “Community Commitment” pledge that all hosts were required to sign, promising to “treat everyone in the Airbnb community—regardless of their race, religion, national origin, ethnicity, disability, sex, gender identity, sexual orientation, or age—with respect, and without judgment or bias.”

Leadership also committed to a multi-stakeholder solution. To review the platform and devise antibias training for hosts, Airbnb hired highly respected expert advisors from government, academia, and the law. The company met with different groups to solicit a variety of viewpoints: employees, hosts, city officials, government agencies, tourism companies, civil rights groups, and Airbnb users who were previously targets of discrimination. The company also assembled a team of software engineers, data scientists, researchers, and designers with a mission to identify and stamp out bias on the platform.

Airbnb could have deflected (It’s not our responsibility what people do on our platform), or turned a complex ethical dilemma into an oversimplified, binary judgment (“pilot error” vs. “our error”), but instead it collected more information, kept the gaps in mind, and acted on them. The following year, when Dyne Suh and her friends found themselves stranded in the snowy mountains in early 2017, Airbnb quickly responded: It gave Suh a full refund, offered to reimburse her group for a hotel, and stripped Barker of her host status.

Suh, for her part, was also a stakeholder in this scenario. She took on that responsibility by telling her story to the media and filing a complaint with California’s fair housing agency, which ultimately reached an agreement with Barker to pay $5,000 in damages, issue a personal apology to Suh, take a college-level course in Asian American studies, and perform volunteer service at a civil rights organization, among other requirements.

Chesky demonstrated his ability to continually reassess information and consider the stakeholders and consequences of Airbnb’s decisions. Two years later, in 2019, a Halloween party at an Airbnb rental in the suburbs of Northern California turned into the scene of a deadly shooting. Chesky announced that they were creating a 24/7, worldwide “neighbor hotline”; they would also begin personally verifying every one of its seven million listings for accuracy, quality, and safety; they would conduct rigorous reviews of high-risk reservations; and stop unauthorized parties before they begin. In minding the gap, he was fortifying trust.

“Our real innovation is not allowing people to book a home; it’s designing a framework to allow millions of people to trust one another.…We intend to do everything possible to learn from these incidents when they occur,” Chesky said.

When they figured out they had a problem, Airbnb leadership didn’t deflect responsibility or promise a software patch, they made thoughtful changes that fortified trust. Boeing can repair its planes, and it can even fire its CEO. But repairing trust is a far greater challenge.

“Many of us in this industry over the last ten years are going from a hands-off model, where the internet is an immune system, to realizing that’s not really enough,” Airbnb’s Chesky said. “We have to take more responsibility for the stuff on our platform.”

All of us—from test pilots and FAA auditors to Airbnb hosts, guests, and software developers, to you and me—have the power and the responsibility to use our voices and take actions that prevent further harm. Recognize the hazards of binary thinking in a gray world. Apply the four steps of the framework for every ethical dilemma. Everything you do matters.






Chapter Two [image: Image] SCATTERED POWER


When Delaney Van Riper was a child, she was bubbly and full of energy, but her father noticed that she walked primarily on her tiptoes. As a genetic counselor, AJ Van Riper knew this could be the first sign of a genetic disorder. His fears were confirmed when, at age seven, Delaney was diagnosed with Charcot-Marie-Tooth (CMT), a disease that, while not fatal, has no cure. It would eventually cause his daughter’s ligaments to tighten, and her limbs and muscles to slowly atrophy and weaken.

As a child, Delaney wore leg braces that made her feel “unique” among her peers. But by the time she was a teenager, her physical differences were frustrating and emotionally painful. Then in 2017, during her senior year of high school, she received an email from the laboratory of Dr. Bruce Conklin, a senior investigator at the Gladstone Institutes (a nonprofit biomedical research center affiliated with UC San Francisco, where he is a professor). Dr. Conklin was seeking volunteers to participate in scientific research that could potentially be life-changing. In fact, he and his team were investigating the development of a cure for people with Delaney’s exact type of CMT, using a new gene-editing technology called CRISPR-Cas9.

In 1987, a team of Japanese scientists studying E. coli bacteria reported finding “an unusual structure”—repeated sequences of DNA that had not been seen before. Over the next twenty-five years, research exploded on these “clustered regularly interspaced short palindromic repeats,” or CRISPR. Scientists discovered that CRISPR was akin to a genetic defense system that, in conjunction with a protein called Cas9, acted like a pair of molecular scissors, detecting foreign DNA viruses and then cutting out the unwanted invaders. In 2012, a team of scientists led by UC Berkeley professor Dr. Jennifer Doudna and Dr. Emmanuelle Charpentier, a director at the Max Planck Institute in Berlin, published groundbreaking research showing how CRISPR-Cas9 could be used in the lab to snip, repair, and alter genes in any organism’s DNA.

Dr. Doudna, also a senior investigator at the Gladstone Institutes, credits her colleague Dr. Conklin with coining the phrase “genome surgery” to describe how CRISPR works. Just as a doctor uses surgical tools to remove tumors and repair organs, genome surgeons use CRISPR tools to remove or repair specific genes within a cell. Another way to think of it: Picture a giant book, 6.4 billion letters long, representing the human genome. Scientists can use CRISPR to find a single typo in that book, cut it, and paste in the correct letter. But they can also use it to change the book. CRISPR can make “precise changes to the code of life,” Doudna says. “It means that we can control human evolution now. We can control, essentially, anything that is alive.”

Delaney accepted the invitation to take part in the CRISPR study and made a visit to Conklin’s lab. In early 2020, we spoke on the phone. Delaney told me that her participation in the study required little more than giving the researchers a couple vials of blood. (She also signed a consent form allowing them to use her blood to study other diseases.) From her samples, researchers isolated her blood cells and slowly coaxed them into becoming induced pluripotent stem cells—or primitive cells that can be differentiated into any other kind of cell. The scientists would work to convert Delaney’s cells into the exact type of nerve cells that contain her genetic mutation. From there, they can use CRISPR tools to cut out the flawed genetic material, in the hope of one day injecting the improved nerve cells back into Delaney’s spine and muscles to alleviate her symptoms.

As Delaney explained it to me, she learned that it is much easier to cut unwanted material than to add new genetic material. “Genes have two strands—the famous double helix,” she says. “In my case, one strand is healthy, and one isn’t. I don’t need the unhealthy strand for cell reproduction.” Put another way, how she says her father describes it: “If you buy wood to build a house from two factories, and one sells good wood and one sells rotten wood, you cut out the rotten vendor and you buy wood only from the good factory, and you can still build the house.”

Three years after Delaney joined Conklin’s study at the Gladstone Institutes, Dr. Conklin and I spoke over the phone. He told me that they chose to work on the specific type of CMT that Delaney has because “we thought that it was one of the most likely to be treatable of the 6,000 disease genes” that science has identified in humans. “In the last three years,” he said, “continued progress in CRISPR technology has only increased our hopes that this will work.” He cautioned that developing a CMT treatment will take years, with many technical hurdles that still need to be overcome. But because Delaney’s disease progresses slowly, he is optimistic that he has time to conduct the research properly. In fact, Dr. Conklin considers a cure “very promising” and likens it to scaling Mount Kilimanjaro—hard but achievable. “Nothing in experimental medicine is one hundred percent sure… that is why we call it an experiment,” he says. “But I am very confident that we can reach our goals.”

In the meantime, Delaney says her confidence and ease has grown as she continues to contribute to the science and educate herself. When I asked her if she had any thoughts about how other people might approach gene therapies—whether as a potential patient, research subject, or to develop an opinion—I was impressed by her answer. Delaney says that the two most important questions we should ask ourselves include: First, why do you want to do it—what values are driving you? And second, what effect could it have on other people? In framework terms, she is asking us to consider our principles, as well as the stakeholders and consequences.

In a recent essay for the Gladstone Institutes blog, Delaney wrote that the opportunity to be a part of Dr. Conklin’s research gives her “one of the most dangerously wonderful gifts: hope. Hope that I could be cured. Hope that I could live as a normal person. And if not hope for me, then hope for someone else.”



CRISPR is an extraordinarily powerful agent of scattered power—for good or for ill. Scattered power, the second force driving ethical decision-making, refers to the indiscriminate distribution of power to do good or inflict harm.

Delaney’s story depicts the hopeful and ethically diligent side of how CRISPR technology can potentially impact life. CRISPR scatters power for good, as scientists and innovators use it in their pursuit of treatments for the millions of people who suffer from heart disease, cancer, Alzheimer’s, muscular dystrophy, cystic fibrosis, blindness, and a multitude of other illnesses. More broadly, CRISPR arms humans with a power that we have only imagined until now. Labs around the world are actively using the technology to make mosquitoes malaria-resistant, to create more resilient breeds of corn and wheat, and even to build a woolly mammoth out of Asian elephant DNA. The possibilities are vast.

But agents like CRISPR also disperse unprecedented, humanity-defining power more quickly, globally, and unpredictably than ever before. And that power is being spread to numerous actors who can deploy it without legal oversight, professional codes (such as the Hippocratic oath), accountability to institutional leadership, or any commitment to enforceable principles that serve and protect society.

The force of scattered power and its impact on ethical decision-making will be seen through two additional stories: One involves a high-risk and ethically criticized use of CRISPR, and the other explores how 3D-printing technologies are being literally weaponized. Then we’ll delve into some of the surprising challenges we face in allocating the responsibility for the ethics of scattered power.

The starting point is that power is no longer just in the hands of CEOs and heads of state. Power is a shell game on the edge: We don’t know where it is, who has it, how much they have, or how they will use it. Power now belongs to terrorists who use their smartphones to recruit followers; it’s in the hands of Russian propagandists who misuse social media to confuse and discourage people from voting; it resides with software engineers who write the algorithms for streaming services and websites that invade our privacy and collect data about our habits. Even the many well-meaning contributors to the development and distribution of technology don’t necessarily recognize how they could be scattering power and potentially causing serious ethical fallout.

CRISPR and other technologies on the edge present us with ethical dilemmas that are non-binary. And while gene editing is not a “do it” or “don’t do it” decision, there is one clear binary-threshold distinction between the two different categories of gene-editing therapies. Somatic therapies, like what Delaney hopes for, make changes to a patient’s nonreproductive cells, only affecting that patient but not their future offspring. CRISPR pioneer Doudna supports using CRISPR for somatic therapies in both children and adults, because the genetic consequences do not extend beyond the individual.

In contrast, germline therapies are a second category of gene editing that target the DNA in embryos, sperm, and eggs, making changes that not only impact the patient’s disease but also can be passed down to future generations. Germline editing holds grave and unknown risks. Because of that, many in the scientific community agree that CRISPR is unacceptable for editing the human germline. As of this writing, approximately thirty nations, including the United States and many countries in Europe, have enacted restrictions or even outright bans on human germline editing.

When I asked Dr. Conklin what two risks the public should be most concerned about with regard to CRISPR, he said we should be wary of unscrupulous and unregulated gene-editing clinics that may try to sell us unproven promises of cures for deadly diseases. These clinics risk patients’ physical and mental health. They also potentially skew research results if the placebo effect of the promise of a cure actually produces a positive outcome despite the inefficacy of the treatment.

He was also concerned about how CRISPR might be used as a way to craft so-called designer babies with a method known as preimplantation genetic diagnosis, or PGD. According to a study in the Journal of Assisted Reproduction and Genetics, over 75 percent of fertility clinics in the U.S. offer PGD. The technique, as described by the American Society for Reproductive Medicine, is used in combination with in vitro fertilization (IVF) and involves genetically testing a couple’s IVF-generated embryos at just a few days old. Parents may then choose to only implant the embryos that test negative for a genetic mutation, or ones that are carriers of the disease but will not develop it.

For parents who carry serious genetic mutations, PGD can help them avoid passing on to their children conditions such as Duchenne muscular dystrophy, Tay-Sachs, and sickle cell anemia. But as Dr. Conklin notes, CRISPR combined with PGD sends us toward a slippery slope of being able to potentially manipulate our progeny’s genetic traits—such as height, eye color, athleticism, or intelligence. Conklin’s urgent warnings speak to the impact of scattered power: Imagine a world in which each parent gets to custom-design their child without societal control over these decisions.

This is a major hallmark of scattered power: It is ungovernable because it is widely accessible and largely undetectable. Regulation can’t stop power from scattering because the law lags too far behind the technology; it’s hard to detect who is wielding the power, even after the consequences are apparent; and the technology is often accessible to nonexperts and individuals with limited budgets and equipment. Most importantly, as the next story demonstrates, scattered power is delinked from even a common human view of the very importance of ethics.



In June 2017, a thirty-three-year-old biophysicist named He Jiankui sat down in a conference room at the Southern University of Science and Technology in Shenzhen, China. Across from him were two Chinese couples hoping to become parents. They had unique challenges: The men were HIV positive.

According to an investigative series in the journal Science, as well as video of the meeting that Science reporter Jon Cohen reviewed, the couples were specifically recruited because the men had been able to manage their infections with antiviral drugs. Passing HIV down to their future children was not their concern, because sperm-washing during IVF had progressed to the point where the virus can be reliably removed before insemination. Rather, these couples wanted to ensure that their own children never contracted HIV—that they never had to endure the same pain and discrimination that they’d suffered. Dr. He, a highly accomplished, U.S.-educated scientist, offered them a chance to take part in a scientific experiment that could virtually eliminate that risk.

According to He’s listing in the Chinese Clinical Trials Registry, he was actively seeking out married heterosexual Chinese couples, between the ages of twenty-two to thirty-eight, in which only the man was HIV positive, in order to “obtain healthy children to avoid HIV, providing new insights for the future elimination of major genetic diseases in early human embryos.”

Dr. He provided couples with consent forms (also obtained by Science), which stated, “The main objective of this project is to produce infants who have the ability to immunize against HIV-1 virus.” But what was missing in the consent process was the full scope and potential consequences of He’s plan. For example, the consent form mentioned the possibility that there could be “off-target” effects—unwanted and unintended DNA mutations—at “sites other than the intended target.” The form also included a disclaimer of the research team’s responsibility for risks of such occurrences. (The consent form even provided for He’s team to retain the rights to, and publicize, baby photos on the day of birth.) What ordinary, well-meaning parent could possibly understand the types and likelihood of the risks?

The two couples in the meeting in Shenzhen would eventually become part of a group of eight hopeful couples that Dr. He recruited by September 2017. These couples would take part in what appeared to be the world’s first-ever experiment to create HIV-resistant babies using IVF and CRISPR-Cas9. Over the next year, He would use CRISPR to reproduce a genetic mutation called CCR5-delta 32 in the volunteer couples’ fertilized embryos. CCR5-delta 32 is a defect that has been known to provide HIV resistance among people who naturally carry it. Dr. He wanted to craft that same mutation in the couples’ offspring. When the IVF-generated embryos were several days old, a few cells were checked with PGD to be sure the genetic alteration had been successful before implanting the embryos in their respective mothers.

We cannot know what was in He’s heart and mind, but emails and documents examined by reputable media sources indicate that Dr. He was on an ambitious path to show the world how to use CRISPR to create HIV-resistant humans, and then do the same thing for genes linked to cardiovascular disease, cystic fibrosis, and other conditions. Science reviewed He’s medical ethics application, which he claimed had been approved by a hospital in China. In it, Dr. He wrote: “This is going to be a great science and medicine achievement ever since the IVF technology which was awarded the Nobel Prize in 2010, and will also bring hope to numerous genetic disease patients.” The hospital later claimed that the approval signatures on the application had been forged.

Without knowing the full extent of what Dr. He told the hospital, or how they processed the information, I would not presume to assess their oversight protocols. But the fact is that regardless of the Chinese hospital’s involvement, it should have been clear to Dr. He that his proposed actions crossed widely accepted ethical lines. Reputable scientists had discouraged him from these experiments or warned him to proceed with caution. Further, human germline editing was illegal in much of Europe and prohibited in the United States. In their article in The Lancet, researchers from the Chinese Academy of Medical Sciences pointed out that the Chinese government specifically prohibits “the genetic manipulation of human gametes, zygotes, and embryos for reproductive purposes,” as stated in its 2003 “Guiding Principles of Ethics for Human Embryonic Stem Cell Research.” So it appears that there was adequate knowledge and general professional and legal consensus that He should not be pursuing this irresponsible experimentation on human embryos.

Dr. He exemplifies the stealth rogue actor. His work, for example, occurred at a large university lab and two different hospitals, yet he was still able to act in secret. As The Atlantic and the Wall Street Journal reported, the IVF doctor who implanted the embryos didn’t know they’d been germline edited; the hospital where the mothers were to give birth didn’t know of Dr. He’s plans; Dr. He even falsified the fathers’ blood tests to be sure the hospital wouldn’t discover their HIV status. But soon, everyone would learn of Dr. He’s work.



By April 2018, one of the eight couples in the study was pregnant with twins. Tests showed that one twin had both copies of the CCR5 gene, meaning the procedure had worked with that fetus, while the other had just one mutated gene, and it was unclear if that twin was HIV-resistant.

Dr. He felt flush with “success,” as he described it in an email to a mentor. In August, he met with a fertility doctor in New York City to discuss the potential of opening a CRISPR gene-editing clinic together in China for couples hoping to become parents. He also hired an American public relations specialist who helped him form a plan to first publish a study in a reputable medical journal before announcing the twins’ births. But his plans did not go as he had hoped.

In October 2018, twin girls, the world’s first gene-edited babies, were born via cesarean section. Dr. He kept his secret under wraps until November 25, when MIT Technology Review broke the news; the Associated Press published a story the next day. Both articles included very critical viewpoints of He’s work from scientists in the field. In response, and to wrest back control of the narrative, He posted a series of YouTube videos announcing the birth of “Lulu” and “Nana,” to parents “Mark” and “Grace.” (Dr. He gave them these pseudonyms to maintain their privacy.) He said they were as “healthy as any other babies.” “As a father of two girls,” Dr. He said, “I can’t think of a gift more beautiful and wholesome for society than giving another couple the chance to start a loving family.”

On November 28, 2018, Dr. He attended the Second International Summit on Human Genome Editing in Hong Kong, a conference sponsored by major global institutions (including the U.S. National Academy of Sciences, the Royal Society of the United Kingdom, and the Academy of Sciences of Hong Kong) and featuring Dr. Doudna and other pioneering speakers. It was there that Dr. He told a packed crowd that he was “proud” of his work, and that another woman had already been implanted with a gene-edited embryo—a third CRISPR baby.

The scientific community was outraged. Summit organizers denounced He’s work as an experiment that was “misguided, premature, unnecessary and largely useless.” The National Institutes of Health, which oversees medical research in the U.S., called the medical necessity of the work “utterly unconvincing” and the informed consent “highly questionable.” Doudna said she was “horrified.” It was “inconceivable,” she said, why He would use CRISPR, “an experimental technology that’s never been tested in humans before,” when there were already “safe and effective” ways of avoiding passing HIV from parents to children.



It’s important to pause here and consider the importance of Dr. Doudna’s observation as we test the ethical legitimacy of unprecedented uses of power. We must always ask whether there are less risky and/or more beneficial alternatives. We are then responsible for choosing the most appropriate alternative or, on occasion, slamming on the brakes until science and robust ethics discussions can gain further insight.
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