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   I dedicate this book to all the readers who embark on this journey with me. 
Books are a powerful way for an author to connect with readers on a deeply personal 
level, chapter by chapter, page by page. In that shared experience of learning, 
exploring, and growing together, I find true meaning. May this book inspire you 
and challenge you, and help you see the incredible potential that AI agents hold— 
not just for the future but also for today.
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   preface
 

  
 

   

   My journey into the world of intelligent systems began back in the early 1980s. Like many people then, I believed artificial intelligence (AI) was just around the corner. It always seemed like one more innovation and technological leap would lead us to the intelligence we imagined. But that leap never came.
 

  
 

   

   Perhaps the promise of HAL, from Stanley Kubrick’s 2001: A Space Odyssey, captivated me with the idea of a truly intelligent computer companion. After years of effort, trial, and countless errors, I began to understand that creating AI was far more complex than we humans had imagined. In the early 1990s, I shifted my focus, applying my skills to more tangible goals in other industries.
 

  
 

   

   Not until the late 1990s, after experiencing a series of challenging and transformative events, did I realize my passion for building intelligent systems. I knew these systems might never reach the superintelligence of HAL, but I was okay with that. I found fulfillment in working with machine learning and data science, creating models that could learn and adapt. For more than 20 years, I thrived in this space, tackling problems that required creativity, precision, and a sense of possibility.
 

  
 

   

   During that time, I worked on everything from genetic algorithms for predicting unknown inputs to developing generative learning models for horizontal drilling in the oil-and-gas sector. These experiences led me to write, where I shared my knowledge by way of books on various topics—reverse-engineering Pokémon Go, building augmented and virtual reality experiences, designing audio for games, and applying reinforcement learning to create intelligent agents. I spent years knuckles-deep in code, developing agents in Unity ML-Agents and deep reinforcement learning.
 

  
 

   

   Even then, I never imagined that one day I could simply describe what I wanted to an AI model, and it would make it happen. I never imagined that, in my lifetime, I would be able to collaborate with an AI as naturally as I do today. And I certainly never imagined how fast—and simultaneously how slow—this journey would feel.
 

  
 

   

   In November 2022, the release of ChatGPT changed everything. It changed the world’s perception of AI, and it changed the way we build intelligent systems. For me, it also altered my perspective on the capabilities of these systems. Suddenly, the idea of agents that could autonomously perform complex tasks wasn’t just a far-off dream but instead a tangible, achievable reality. In some of my earlier books, I had described agentic systems that could undertake specific tasks, but now, those once-theoretical ideas were within reach.
 

  
 

   

   This book is the culmination of my decades of experience in building intelligent systems, but it’s also a realization of the dreams I once had about what AI could become. AI agents are here, poised to transform how we interact with technology, how we work, and, ultimately, how we live.
 

  
 

   

   Yet, even now, I see hesitation from organizations when it comes to adopting agentic systems. I believe this hesitation stems not from fear of AI but rather from a lack of understanding and expertise in building these systems. I hope that this book helps to bridge that gap. I want to introduce AI agents as tools that can be accessible to everyone—tools we shouldn’t fear but instead respect, manage responsibly, and learn to work with in harmony.
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   about this book
 

  
 

   

   AI Agents in Action is about building and working with intelligent agent systems—not just creating autonomous entities but also developing agents that can effectively tackle and solve real-world problems. The book starts with the basics of working with large language models (LLMs) to build assistants, multi-agent systems, and agentic behavioral agents. From there, it explores the key components of agentic systems: retrieval systems for knowledge and memory augmentation, action and tool usage, reasoning, planning, evaluation, and feedback. The book demonstrates how these components empower agents to perform a wide range of complex tasks through practical examples.
 

  
 

   

   This journey isn’t just about technology; it’s about reimagining how we approach problem solving. I hope this book inspires you to see intelligent agents as partners in innovation, capable of transforming ideas into actions in ways that were once thought impossible. Together, we’ll explore how AI can augment human potential, enabling us to achieve far more than we could alone.
 

  
 

   

   Who should read this book
 

  
 

   

   This book is for anyone curious about intelligent agents and how to develop agentic systems—whether you’re building your first helpful assistant or diving deeper into complex multi-agent systems. No prior experience with agents, agentic systems, prompt engineering, or working with LLMs is required. All you need is a basic understanding of Python and familiarity with GitHub repositories. My goal is to make these concepts accessible and engaging, empowering anyone who wants to explore the world of AI agents to do so with confidence.
 

  
 

   

   Whether you’re a developer, researcher, or hobbyist or are simply intrigued by the possibilities of AI, this book is for you. I hope that in these pages you’ll find inspiration, practical guidance, and a new appreciation for the remarkable potential of intelligent agents. Let this book guide understanding, creating, and unleashing the power of AI agents in action.
 

  
 

   

   How this book is organized: A road map
 

  
 

   

   This book has 11 chapters. Chapter 1, “Introduction to agents and their world,” begins by laying a foundation with fundamental definitions of large language models, chat systems, assistants, and autonomous agents. As the book progresses, the discussion shifts to the key components that make up an agent and how these components work together to create truly effective systems. Here is a quick summary of chapters 2 through 11:
 

  
 

   

   	 Chapter 2, “Harnessing the power of large language models”—We start by exploring how to use commercial LLMs, such as OpenAI. We then examine tools, such as LM Studio, that provide the infrastructure and support for running various open source LLMs, enabling anyone to experiment and innovate. 
 

   	 Chapter 3, “Engaging GPT assistants” —This chapter dives into the capabilities of the GPT Assistants platform from OpenAI. Assistants are foundational agent types, and we explore how to create practical and diverse assistants, from culinary helpers to intern data scientists and even a book learning assistant. 
 

   	 Chapter 4, “Exploring multi-agent systems” —Agentic tools have advanced significantly quickly. Here, we explore two sophisticated multi-agent systems: CrewAI and AutoGen. We demonstrate AutoGen’s ability to develop code autonomously and see how CrewAI can bring together a group of joke researchers to create humor collaboratively. 
 

   	 Chapter 5, “Empowering agents with actions” —Actions are fundamental to any agentic system. This chapter discusses how agents can use tools and functions to execute actions, ranging from database and application programming interface (API) queries to generating images. We focus on enabling agents to take meaningful actions autonomously. 
 

   	 Chapter 6, “Building autonomous assistants” —We explore the behavior tree—a staple in robotics and game systems—as a mechanism to orchestrate multiple coordinated agents. We’ll use behavior trees to tackle challenges such as code competitions and social media content creation. 
 

   	 Chapter 7, “Assembling and using an agent platform” —This chapter introduces Nexus, a sophisticated platform for orchestrating multiple agents and LLMs. We discuss how Nexus facilitates agentic workflows and enables complex interactions between agents, providing an example of a fully functioning multi-agent environment. 
 

   	 Chapter 8, “Understanding agent memory and knowledge” —Retrieval-augmented generation (RAG) has become an essential tool for extending the capabilities of LLM agents. This chapter explores how retrieval mechanisms can serve as both a source of knowledge by processing ingested files, and of memory, allowing agents to recall previous interactions or events. 
 

   	 Chapter 9, “Mastering agent prompts with prompt flow” —Prompt engineering is central to an agent’s success. This chapter introduces prompt flow, a tool from Microsoft that helps automate the testing and evaluation of prompts, enabling more robust and effective agentic behavior. 
 

   	 Chapter 10, “Agent reasoning and evaluation ”—Reasoning is crucial to solving problems intelligently. In this chapter, we explore various reasoning techniques, such as chain of thought (CoT), and show how agents can evaluate reasoning strategies even during inference, improving their capacity to solve problems autonomously. 
 

   	 Chapter 11, “Agent planning and feedback” —Planning is perhaps an agent’s most critical skill in achieving its goals. We discuss how agents can incorporate planning to navigate complex tasks and how feedback loops can be used to refine those plans. The chapter concludes by integrating all the key components—actions, memory and knowledge, reasoning, evaluation, planning, and feedback—into practical examples of agentic systems that solve real-world problems. 
 

  
 

   

   About the code
 

  
 

   

   The code for this book is spread across several open source projects, many of which are hosted by me or by other organizations in GitHub repositories. Throughout this book, I strive to make the content as accessible as possible, taking a low-code approach to help you focus on core concepts. Many chapters demonstrate how simple prompts can generate meaningful code, showcasing the power of AI-assisted development.
 

  
 

   

   Additionally, you’ll find a variety of assistant profiles and multi-agent systems that demonstrate how to solve real-world problems using generated code. These examples are meant to inspire, guide, and empower you to explore what is possible with AI agents. I am deeply grateful to the many contributors and the community members who have collaborated on these projects, and I encourage you to explore the repositories, experiment with the code, and adapt it to your own needs. This book is a testament to the power of collaboration and the incredible things we can achieve together.
 

  
 

   

   This book contains many examples of source code both in numbered listings and in line with normal text. In both cases, source code is formatted in a fixed-width font like this to separate it from ordinary text. Sometimes, some of the code is typeset in bold to highlight code that has changed from previous steps in the chapter, such as when a feature is added to an existing line of code. In many cases, the original source code has been reformatted; we’ve added line breaks and reworked indentation to accommodate the available page space in the book. In some cases, even this wasn’t enough, and listings include line-continuation markers (↪). Additionally, comments in the source code have often been removed from the listings when the code is described in the text. Code annotations accompany many of the listings, highlighting important concepts.
 

  
 

   

   You can get executable snippets of code from the liveBook (online) version of this book at https://livebook.manning.com/book/ai-agents-in-action. The complete code for the examples in the book is available for download from the Manning website at www.manning.com/books/ai-agents-in-action. In addition, the code developed for this book has been placed in three GitHub repositories that are all publicly accessible:
 

  
 

   

   	 GPT-Agents (the original book title), at https://github.com/cxbxmxcx/GPT-Agents, holds the code for several examples demonstrated in the chapters. 
 

   	 GPT Assistants Playground, at https://github.com/cxbxmxcx/GPTAssistantsPlayground, is an entire platform and tool dedicated to building OpenAI GPT assistants with a helpful web user interface and plenty of tools to develop autonomous agent systems. 
 

   	 Nexus, at https://github.com/cxbxmxcx/Nexus, is an example of a web-based agentic tool that can help you create agentic systems and demonstrate various code challenges. 
 

  
 

   

   liveBook discussion forum
 

  
 

   

   Purchase of AI Agents in Action includes free access to liveBook, Manning’s online reading platform. Using liveBook’s exclusive discussion features, you can attach comments to the book globally or to specific sections or paragraphs. It’s a snap to make notes for yourself, ask and answer technical questions, and receive help from the author and other users. To access the forum, go to https://livebook.manning.com/book/ai-agents-in-action/discussion. You can also learn more about Manning’s forums and the rules of conduct at https://livebook.manning.com/discussion.
 

  
 

   

   Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between readers and the author can take place. It isn’t a commitment to any specific amount of participation on the part of the author, whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the him challenging questions lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website as long as the book is in print.
 

  
 

 

   

   about the author
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   about the cover illustration
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   In those days, it was easy to identify where people lived and what their trade or station in life was just by their dress. Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity of regional culture centuries ago, brought back to life by pictures from collections such as this one.
 

  


 

   

   
1 Introduction to agents and their world

 

  
 

   

   This chapter covers
 

    

    	Defining the concept of agents
 

    	Differentiating the components of an agent
 

    	Analyzing the rise of the agent era: Why agents?
 

    	Peeling back the AI interface
 

    	Navigating the agent landscape
 

   
 

  
 

   

   The agent isn’t a new concept in machine learning and artificial intelligence (AI). In reinforcement learning, for instance, the word agent denotes an active decision-making and learning intelligence. In other areas, the word agent aligns more with an automated application or software that does something on your behalf.
 

  
 

   

   
1.1 Defining agents
 

  
 

   

   You can consult any online dictionary to find the definition of an agent. The Merriam-Webster Dictionary defines it this way (www.merriam-webster.com/dictionary/agent):
 

  
 

   

   	 One that acts or exerts power 
 

   	 Something that produces or can produce an effect 
 

   	 A means or instrument by which a guiding intelligence achieves a result 
 

  
 

   

   The word agent in our journey to build powerful agents in this book uses this dictionary definition. That also means the term assistant will be synonymous with agent. Tools like OpenAI’s GPT Assistants will also fall under the AI agent blanket. OpenAI avoids the word agent because of the history of machine learning, where an agent is self-deciding and autonomous.
 

  
 

   

   Figure 1.1 shows four cases where a user may interact with a large language model (LLM) directly or through an agent/assistant proxy, an agent/assistant, or an autonomous agent. These four use cases are highlighted in more detail in this list:
 

  
 

   

   	 Direct user interaction —If you used earlier versions of ChatGPT, you experienced direct interaction with the LLM. There is no proxy agent or other assistant interjecting on your behalf. 
 

   	 Agent/assistant proxy —If you’ve used Dall-E 3 through ChatGPT, then you’ve experienced a proxy agent interaction. In this use case, an LLM interjects your requests and reformulates them in a format better designed for the task. For example, for image generation, ChatGPT better formulates the prompt. A proxy agent is an everyday use case to assist users with unfamiliar tasks or models. 
 

   	 Agent/assistant —If you’ve ever used a ChatGPT plugin or GPT assistant, then you’ve experienced this use case. In this case, the LLM is aware of the plugin or assistant functions and prepares to make calls to this plugin/function. However, before making a call, the LLM requires user approval. If approved, the plugin or function is executed, and the results are returned to the LLM. The LLM then wraps this response in natural language and returns it to the user. 
 

   	 Autonomous agent —In this use case, the agent interprets the user’s request, constructs a plan, and identifies decision points. From this, it executes the steps in the plan and makes the required decisions independently. The agent may request user feedback after certain milestone tasks, but it’s often given free rein to explore and learn if possible. This agent poses the most ethical and safety concerns, which we’ll explore later.  
 

  
 

    

   [image: figure] 

   
Figure 1.1 The differences between the LLM interactions from direct action compared to using proxy agents, agents, and autonomous agents


  
 

   

   Figure 1.1 demonstrates the use cases for a single flow of actions on an LLM using a single agent. For more complex problems, we often break agents into profiles or personas. Each agent profile is given a specific task and executes that task with specialized tools and knowledge.
 

  
 

   

   Multi-agent systems are agent profiles that work together in various configurations to solve a problem. Figure 1.2 demonstrates an example of a multi-agent system using three agents: a controller or proxy and two profile agents as workers controlled by the proxy. The coder profile on the left writes the code the user requests; on the right is a tester profile designed to write unit tests. These agents work and communicate together until they are happy with the code and then pass it on to the user.
 

  
 

   

   Figure 1.2 shows one of the possibly infinite agent configurations. (In chapter 4, we’ll explore Microsoft’s open source platform, AutoGen, which supports multiple configurations for employing multi-agent systems.)
 

  
 

    

   [image: figure] 

   
Figure 1.2 In this example of a multi-agent system, the controller or agent proxy communicates directly with the user. Two agents—a coder and a tester—work in the background to create code and write unit tests to test the code.


  
 

   

   Multi-agent systems can work autonomously but may also function guided entirely by human feedback. The benefits of using multiple agents are like those of a single agent but often magnified. Where a single agent typically specializes in a single task, multi-agent systems can tackle multiple tasks in parallel. Multiple agents can also provide feedback and evaluation, reducing errors when completing assignments.
 

  
 

   

   As we can see, an AI agent or agent system can be assembled in multiple ways. However, an agent itself can also be assembled using multiple components. In the next section, we’ll cover topics ranging from an agent’s profile to the actions it may perform, as well as memory and planning.
 

  
 

   

   
1.2 Understanding the component systems of an agent
 

  
 

   

   Agents can be complex units composed of multiple component systems. These components are the tools the agent employs to help it complete its goal or assigned tasks and even create new ones. Components may be simple or complex systems, typically split into five categories.
 

  
 

   

   Figure 1.3 describes the major categories of components a single-agent system may incorporate. Each element will have subtypes that can define the component’s type, structure, and use. At the core of all agents is the profile and persona; extending from that are the systems and functions that enhance the agent.
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Figure 1.3 The five main components of a single-agent system (image generated through DALL-E 3)


  
 

   

   The agent profile and persona shown in figure 1.4 represent the base description of the agent. The persona—often called the system prompt —guides an agent to complete tasks, learn how to respond, and other nuances. It includes elements such as the background (e.g., coder, writer) and demographics, and it can be generated through methods such as handcrafting, LLM assistance, or data-driven techniques, including evolutionary algorithms.
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Figure 1.4 An in-depth look at how we’ll explore creating agent profiles


  
 

   

   We’ll explore how to create effective and specific agent profiles/personas through techniques such as rubrics and grounding. In addition, we’ll explain the aspects of human-formulated versus AI-formulated (LLM) profiles, including innovative techniques using data and evolutionary algorithms to build profiles.
 

  
 

   

   Note  The agent or assistant profile is composed of elements, including the persona. It may be helpful to think of profiles describing the work the agent/ assistant will perform and the tools it needs.
 

  
 

   

   Figure 1.5 demonstrates the component actions and tool use in the context of agents involving activities directed toward task completion or acquiring information. These actions can be categorized into task completion, exploration, and communication, with varying levels of effect on the agent’s environment and internal states. Actions can be generated manually, through memory recollection, or by following predefined plans, influencing the agent’s behavior and enhancing learning.
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Figure 1.5 The aspects of agent actions we’ll explore in this book


  
 

   

   Understanding the action target helps us define clear objectives for task completion, exploration, or communication. Recognizing the action effect reveals how actions influence task outcomes, the agent’s environment, and its internal states, contributing to efficient decision making. Lastly, grasping action generation methods equips us with the knowledge to create actions manually, recall them from memory, or follow predefined plans, enhancing our ability to effectively shape agent behavior and learning processes.
 

  
 

   

   Figure 1.6 shows the component knowledge and memory in more detail. Agents use knowledge and memory to annotate context with the most pertinent information while limiting the number of tokens used. Knowledge and memory structures can be unified, where both subsets follow a single structure or hybrid structure involving a mix of different retrieval forms. Knowledge and memory formats can vary widely from language (e.g., PDF documents) to databases (relational, object, or document) and embeddings, simplifying semantic similarity search through vector representations or even simple lists serving as agent memories.
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Figure 1.6 Exploring the role and use of agent memory and knowledge


  
 

   

   Figure 1.7 shows the reasoning and evaluation component of an agent system. Research and practical applications have shown that LLMs/agents can effectively reason. Reasoning and evaluation systems annotate an agent’s workflow by providing an ability to think through problems and evaluate solutions.
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Figure 1.7 The reasoning and evaluation component and details


  
 

   

   Figure 1.8 shows the component agent planning/feedback and its role in organizing tasks to achieve higher-level goals. It can be categorized into these two approaches:
 

  
 

   

   	 Planning without feedback —Autonomous agents make decisions independently. 
 

   	 Planning with feedback —Monitoring and modifying plans is based on various sources of input, including environmental changes and direct human feedback. 
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Figure 1.8 Exploring the role of agent planning and reasoning


  
 

   

   Within planning, agents may employ single-path reasoning, sequential reasoning through each step of a task, or multipath reasoning to explore multiple strategies and save the efficient ones for future use. External planners, which can be code or other agent systems, may also play a role in orchestrating plans.
 

  
 

   

   Any of our previous agent types—the proxy agent/assistant, agent/assistant, or autonomous agent—may use some or all of these components. Even the planning component has a role outside of the autonomous agent and can effectively empower even the regular agent.
 

  
 

   

   
1.3 Examining the rise of the agent era: Why agents?
 

  
 

   

   AI agents and assistants have quickly moved from the main commodity in AI research to mainstream software development. An ever-growing list of tools and platforms assist in the construction and empowerment of agents. To an outsider, it may all seem like hype intended to inflate the value of some cool but overrated technology.
 

  
 

   

   During the first few months after ChatGPT’s initial release, a new discipline called prompt engineering was formed: users found that using various techniques and patterns in their prompts allowed them to generate better and more consistent output. However, users also realized that prompt engineering could only go so far.
 

  
 

   

   Prompt engineering is still an excellent way to interact directly with LLMs such as ChatGPT. Over time, many users discovered that effective prompting required iteration, reflection, and more iteration. The first agent systems, such as AutoGPT, emerged from these discoveries, capturing the community’s attention.
 

  
 

   

   Figure 1.9 shows the original design of AutoGPT, one of the first autonomous agent systems. The agent is designed to iterate a planned sequence of tasks that it defines by looking at the user’s goal. Through each task iteration of steps, the agent evaluates the goal and determines if the task is complete. If the task isn’t complete, the agent may replan the steps and update the plan based on new knowledge or human feedback.
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Figure 1.9 The original design of the AutoGPT agent system


  
 

   

   AutoGPT became the first example to demonstrate the power of using task planning and iteration with LLM models. From this and in tandem, other agent systems and frameworks exploded into the community using similar planning and task iteration systems. It’s generally accepted that planning, iteration, and repetition are the best processes for solving complex and multifaceted goals for an LLM.
 

  
 

   

   However, autonomous agent systems require trust in the agent decision-making process, the guardrails/evaluation system, and the goal definition. Trust is also something that is acquired over time. Our lack of trust stems from our lack of understanding of an autonomous agent’s capabilities.
 

  
 

   

   Note  Artificial general intelligence (AGI) is a form of intelligence that can learn to accomplish any task a human can. Many practitioners in this new world of AI believe an AGI using autonomous agent systems is an attainable goal.
 

  
 

   

   For this reason, many of the mainstream and production-ready agent tools aren’t autonomous. However, they still provide a significant benefit in managing and automating tasks using GPTs (LLMs). Therefore, as our goal in this book is to understand all agent forms, many more practical applications will be driven by non-autonomous agents.
 

  
 

   

   Agents and agent tools are only the top layer of a new software application development paradigm. We’ll look at this new paradigm in the next section.
 

  
 

   

   
1.4 Peeling back the AI interface
 

  
 

   

   The AI agent paradigm is not only a shift in how we work with LLMs but is also perceived as a shift in how we develop software and handle data. Software and data will no longer be interfaced using user interfaces (UIs), application programming interfaces (APIs), and specialized query languages such as SQL. Instead, they will be designed to be interfaced using natural language.
 

  
 

   

   Figure 1.10 shows a high-level snapshot of what this new architecture may look like and what role AI agents play. Data, software, and applications adapt to support semantic, natural language interfaces. These AI interfaces allow agents to collect data and interact with software applications, even other agents or agent applications. This represents a new shift in how we interact with software and applications.
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Figure 1.10 A vision of how agents will interact with software systems


  
 

   

   An AI interface is a collection of functions, tools, and data layers that expose data and applications by natural language. In the past, the word semantic has been heavily used to describe these interfaces, and even some tools use the name; however, “semantic” can also have a variety of meanings and uses. Therefore, in this book, we’ll use the term AI interface.
 

  
 

   

   The construction of AI interfaces will empower agents that need to consume the services, tools, and data. With this empowerment will come increased accuracy in completing tasks and more trustworthy and autonomous applications. While an AI interface may not be appropriate for all software and data, it will dominate many use cases.
 

  
 

   

   
1.5 Navigating the agent landscape
 

  
 

   

   GPT agents represent an entire shift in how consumers and developers approach everything, from finding information to building software and accessing data. Almost daily, a new agent framework, component, or interface pops up on GitHub or in a research paper. This can be overwhelming and intimidating to the new user trying to grasp what agent systems are and how to use them.
 

  
 

   

   Summary
 

  
 

   

   	 An agent is an entity that acts or exerts power, produces an effect, or serves as a means for achieving a result. An agent automates interaction with a large language model (LLM) in AI. 
 

   	 An assistant is synonymous with an agent. Both terms encompass tools such as OpenAI’s GPT Assistants. 
 

   	 Autonomous agents can make independent decisions, and their distinction from non-autonomous agents is crucial. 
 

   	 The four main types of LLM interactions include direct user interaction, agent/ assistant proxy, agent/assistant, and autonomous agent. 
 

   	 Multi-agent systems involve agent profiles working together, often controlled by a proxy, to accomplish complex tasks. 
 

   	 The main components of an agent include the profile/persona, actions, knowledge/memory, reasoning/evaluation, and planning/feedback. 
 

   	 Agent profiles and personas guide an agent’s tasks, responses, and other nuances, often including background and demographics. 
 

   	 Actions and tools for agents can be manually generated, recalled from memory, or follow predefined plans. 
 

   	 Agents use knowledge and memory structures to optimize context and minimize token usage via various formats, from documents to embeddings. 
 

   	 Reasoning and evaluation systems enable agents to think through problems and assess solutions using prompting patterns such as zero-shot, one-shot, and few-shot. 
 

   	 Planning/feedback components organize tasks to achieve goals using single-path or multipath reasoning and integrating environmental and human feedback. 
 

   	 The rise of AI agents has introduced a new software development paradigm, shifting from traditional to natural language–based AI interfaces. 
 

   	 Understanding the progression and interaction of these tools helps develop agent systems, whether single, multiple, or autonomous. 
 

  


 

   

   
2 Harnessing the power of large language models

 

  
 

   

   This chapter covers
 

    

    	Understanding the basics of LLMs
 

    	Connecting to and consuming the OpenAI API
 

    	Exploring and using open source LLMs with LM Studio
 

    	Prompting LLMs with prompt engineering
 

    	Choosing the optimal LLM for your specific needs
 

   
 

  
 

   

   The term large language models (LLMs) has now become a ubiquitous descriptor of a form of AI. These LLMs have been developed using generative pretrained transformers (GPTs). While other architectures also power LLMs, the GPT form is currently the most successful.
 

  
 

   

   LLMs and GPTs are generative models, which means they are trained to generate rather than predict or classify content. To illustrate this further, consider figure 2.1, which shows the difference between generative and predictive/classification models. Generative models create something from the input, whereas predictive and classifying models classify it.
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Figure 2.1 The difference between generative and predictive models


  
 

   

   We can further define an LLM by its constituent parts, as shown in figure 2.2. In this diagram, data represents the content used to train the model, and architecture is an attribute of the model itself, such as the number of parameters or size of the model. Models are further trained specifically to the desired use case, including chat, completions, or instruction. Finally, fine-tuning is a feature added to models that refines the input data and model training to better match a particular use case or domain.
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Figure 2.2 The main elements that describe an LLM


  
 

   

   The transformer architecture of GPTs, which is a specific architecture of LLMs, allows the models to be scaled to billions of parameters in size. This requires these large models to be trained on terabytes of documents to build a foundation. From there, these models will be successively trained using various methods for the desired use case of the model.
 

  
 

   

   ChatGPT, for example, is trained effectively on the public internet and then fine-tuned using several training strategies. The final fine-tuning training is completed using an advanced form called reinforcement learning with human feedback (RLHF). This produces a model use case called chat completions.
 

  
 

   

   Chat completions LLMs are designed to improve through iteration and refinement—in other words, chatting. These models have also been benchmarked to be the best in task completion, reasoning, and planning, which makes them ideal for building agents and assistants. Completion models are trained/designed only to provide generated content on input text, so they don’t benefit from iteration.
 

  
 

   

   For our journey to build powerful agents in this book, we focus on the class of LLMs called chat completions models. That, of course, doesn’t preclude you from trying other model forms for your agents. However, you may have to significantly alter the code samples provided to support other model forms.
 

  
 

   

   We’ll uncover more details about LLMs and GPTs later in this chapter when we look at running an open source LLM locally. In the next section, we look at how to connect to an LLM using a growing standard from OpenAI.
 

  
 

   

   
2.1 Mastering the OpenAI API
 

  
 

   

   Numerous AI agents and assistant projects use the OpenAI API SDK to connect to an LLM. While not standard, the basic concepts describing a connection now follow the OpenAI pattern. Therefore, we must understand the core concepts of an LLM connection using the OpenAI SDK.
 

  
 

   

   This chapter will look at connecting to an LLM model using the OpenAI Python SDK/package. We’ll discuss connecting to a GPT-4 model, the model response, counting tokens, and how to define consistent messages. Starting in the following subsection, we’ll examine how to use OpenAI.
 

  
 

   

   
2.1.1 Connecting to the chat completions model
 

  
 

   

   To complete the exercises in this section and subsequent ones, you must set up a Python developer environment and get access to an LLM. Appendix A walks you through setting up an OpenAI account and accessing GPT-4 or other models. Appendix B demonstrates setting up a Python development environment with Visual Studio Code (VS Code), including installing needed extensions. Review these sections if you want to follow along with the scenarios.
 

  
 

   

   Start by opening the source code chapter_2 folder in VS Code and creating a new Python virtual environment. Again, refer to appendix B if you need assistance.
 

  
 

   

   Then, install the OpenAI and Python dot environment packages using the command in the following listing. This will install the required packages into the virtual environment.
 

  
 

   

   
Listing 2.1 pip installs 
 

    

    pip install openai python-dotenv
  

   
 

  
 

   

   Next, open the connecting.py file in VS Code, and inspect the code shown in listing 2.2. Be sure to set the model’s name to an appropriate name—for example, gpt-4. At the time of writing, the gpt-4-1106-preview was used to represent GPT-4 Turbo.
 

  
 

   

   
Listing 2.2 connecting.py 
 

    

    import os

from openai import OpenAI

from dotenv import load_dotenv



load_dotenv()                           #1

api_key = os.getenv('OPENAI_API_KEY')

if not api_key:                             #2

    raise ValueError("No API key found. Please check your .env file.")

client = OpenAI(api_key=api_key)                        #3



def ask_chatgpt(user_message):

    response = client.chat.completions.create(      #4

        model="gpt-4-1106-preview",

        messages=[{"role": "system",

 "content": "You are a helpful assistant."},

        {"role": "user", "content": user_message}],

        temperature=0.7,

        )

    return response.choices[0].message.content     #5



user = "What is the capital of France?"

response = ask_chatgpt(user)                #6

print(response)
 

    

     #1 Loads the secrets stored in the .env file

     
#2 Checks to see whether the key is set

     
#3 Creates a client with the key

     
#4 Uses the create function to generate a response

     
#5 Returns just the content of the response

     
#6 Executes the request and returns the response

     


    
 

   
 

  
 

   

   A lot is happening here, so let’s break it down by section, starting with the beginning and loading the environment variables. In the chapter_2 folder is another file called .env, which holds environment variables. These variables are set automatically by calling the load_dotenv function.
 

  
 

   

   You must set your OpenAI API key in the .env file, as shown in the next listing. Again, refer to appendix A to find out how to get a key and find a model name.
 

  
 

   

   
Listing 2.3 .env 
 

    

    OPENAI_API_KEY='your-openai-api-key'
  

   
 

  
 

   

   After setting the key, you can debug the file by pressing the F5 key or selecting Run > Start Debugging from the VS Code menu. This will run the code, and you should see something like “The capital of France is Paris.”
 

  
 

   

   Remember that the response from a generative model depends on the probability. The model will probably give us a correct and consistent answer in this case.
 

  
 

   

   You can play with these probabilities by adjusting the temperature of the request. If you want a model to be more consistent, turn the temperature down to 0, but if you want the model to produce more variation, turn the temperature up. We’ll explore setting the temperature further in the next section.
 

  
 

   

   
2.1.2 Understanding the request and response
 

  
 

   

   Digging into the chat completions request and response features can be helpful. We’ll focus on the request first, as shown next. The request encapsulates the intended model, the messages, and the temperature.
 

  
 

   

   
Listing 2.4 The chat completions request
 

    

    response = client.chat.completions.create(

    model="gpt-4-1106-preview",                 #1

    messages=[{"role": "system", 

"content": "You are a helpful assistant."},                     #2

              {"role": "user", "content": user_message}],      #3

    temperature=0.7,     #4

    )
 

    

     #1 The model or deployment used to respond to the request

     
#2 The system role message

     
#3 The user role message

     
#4 The temperature or variability of the request

     


    
 

   
 

  
 

   

   Within the request, the messages block describes a set of messages and roles used in a request. Messages for a chat completions model can be defined in three roles:
 

  
 

   

   	 System role —A message that describes the request’s rules and guidelines. It can often be used to describe the role of the LLM in making the request. 
 

   	 User role —Represents and contains the message from the user. 
 

   	 Assistant role —Can be used to capture the message history of previous responses from the LLM. It can also inject a message history when perhaps none existed. 
 

  
 

   

   The message sent in a single request can encapsulate an entire conversation, as shown in the JSON in the following listing.
 

  
 

   

   
Listing 2.5 Messages with history
 

    

    [

    {

        "role": "system",

        "content": "You are a helpful assistant."

    },

    {

        "role": "user",

        "content": "What is the capital of France?"

    },

    {

        "role": "assistant",

        "content": "The capital of France is Paris."

    },

    {

        "role": "user",

        "content": "What is an interesting fact of Paris."

    }

],
  

   
 

  
 

   

   You can see how this can be applied by opening message_history.py in VS Code and debugging it by pressing F5. After the file runs, be sure to check the output. Then, try to run the sample a few more times to see how the results change.
 

  
 

   

   The results will change from each run to the next due to the high temperature of .7. Go ahead and reduce the temperature to .0, and run the message_history.py sample a few more times. Keeping the temperature at 0 will show the same or similar results each time.
 

  
 

   

   Setting a request’s temperature will often depend on your particular use case. Sometimes, you may want to limit the responses’ stochastic nature (randomness). Reducing the temperature to 0 will give consistent results. Likewise, a value of 1.0 will give the most variability in the responses.
 

  
 

   

   Next, we also want to know what information is being returned for each request. The next listing shows the output format for the response. You can see this output by running the message_history.py file in VS Code.
 

  
 

   

   
Listing 2.6 Chat completions response
 

    

    {

    "id": "chatcmpl-8WWL23up3IRfK1nrDFQ3EHQfhx0U6",

    "choices": [                                      #1

        {

            "finish_reason": "stop",

            "index": 0,

            "message": {

                "content": "… omitted",

                "role": "assistant",       #2

                "function_call": null,

                "tool_calls": null

            },

            "logprobs": null

        }

    ],

    "created": 1702761496,

    "model": "gpt-4-1106-preview",     #3

    "object": "chat.completion",

    "system_fingerprint": "fp_3905aa4f79",

    "usage": {

        "completion_tokens": 78,     #4

        "prompt_tokens": 48,         #4

        "total_tokens": 126          #4

    }

}
 

    

     #1 A model may return more than one response.

     
#2 Responses returned in the assistant role

     
#3 Indicates the model used

     
#4 Counts the number of input (prompt) and output (completion) tokens used

     


    
 

   
 

  
 

   

   It can be helpful to track the number of input tokens (those used in prompts) and the output tokens (the number returned through completions). Sometimes, minimizing and reducing the number of tokens can be essential. Having fewer tokens typically means LLM interactions will be cheaper, respond faster, and produce better and more consistent results.
 

  
 

   

   That covers the basics of connecting to an LLM and returning responses. Throughout this book, we’ll review and expand on how to interact with LLMs. Until then, we’ll explore in the next section how to load and use open source LLMs.
 

  
 

   

   
2.2 Exploring open source LLMs with LM Studio
 

  
 

   

   Commercial LLMs, such as GPT-4 from OpenAI, are an excellent place to start to learn how to use modern AI and build agents. However, commercial agents are an external resource that comes at a cost, reduces data privacy and security, and introduces dependencies. Other external influences can further complicate these factors.
 

  
 

   

   It’s unsurprising that the race to build comparable open source LLMs is growing more competitive every day. As a result, there are now open source LLMs that may be adequate for numerous tasks and agent systems. There have even been so many advances in tooling in just a year that hosting LLMs locally is now very easy, as we’ll see in the next section.
 

  
 

   

   
2.2.1 Installing and running LM Studio
 

  
 

   

   LM Studio is a free download that supports downloading and hosting LLMs and other models locally for Windows, Mac, and Linux. The software is easy to use and offers several helpful features to get you started quickly. Here is a quick summary of steps to download and set up LM Studio:
 

  
 

   

   	 Download LM Studio from https://lmstudio.ai/. 
 

   	 After downloading, install the software per your operating system. Be aware that some versions of LM Studio may be in beta and require installation of additional tools or libraries. 
 

   	 Launch the software. 
 

  
 

   

   Figure 2.3 shows the LM Studio window running. From there, you can review the current list of hot models, search for others, and even download. The home page content can be handy for understanding the details and specifications of the top models.
 

  
 

    

   [image: figure] 

   
Figure 2.3 LM Studio software showing the main home page


  
 

   

   An appealing feature of LM Studio is its ability to analyze your hardware and align it with the requirements of a given model. The software will let you know how well you can run a given model. This can be a great time saver in guiding what models you experiment with.
 

  
 

   

   Enter some text to search for a model, and click Go. You’ll be taken to the search page interface, as shown in figure 2.4. From this page, you can see all the model variations and other specifications, such as context token size. After you click the Compatibility Guess button, the software will even tell you if the model will run on your system.
 

  
 

    

   [image: figure] 

   
Figure 2.4 The LM Studio search page


  
 

   

   Click to download any model that will run on your system. You may want to stick with models designed for chat completions, but if your system is limited, work with what you have. In addition, if you’re unsure of which model to use, go ahead and download to try them. LM Studio is a great way to explore and experiment with many models.
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