







Praise for At Large

“A real-life tale of cops vs. hackers, by two technology writers with a flair for turning a complicated crime and investigation into a fast-moving, edge-of-your-seat story…. With incisive descriptions and prose that’s never overburdened by jargon … the book works because of the authors’ skill at portraying their characters and building suspense and momentum from online events that are difficult to visualize.”

—Kirkus Reviews (starred review)

“The prose here is articulate, the research impressive … it should keep even dedicated Web surfers away from their screens and focused on paper pages for a few absorbing hours.”

—Publishers Weekly

“A thriller … spine-chilling … reads like a John Grisham novel.”

—Time Digital

“A fascinating book … it says quite a lot about computer security, none of it encouraging.”

—The Boston Globe

“Deeply troubling … a chilling portrait.”

—The Oregonian (Portland)

“A crafty thriller.”

—Newsweek

“The best non-fictional computer tale since Cliff Stoll’s The Cuckoo’s Egg…. You won’t be able to put this book down…. If any computer book is to approach blockbuster status this summer, my guess is it will be At Large.”

—San Jose Mercury News

“An impressive, and genuinely alarming, feat of Journalism.”

—Boston magazine

“An intricately researched non-fiction thriller … fascinating.”

—Ottawa Citizen



“A fascinating story…. Read it and you’ll never look at the Internet or your computer quite the same.”

—The San Diego Union-Tribune

“Freedman and Mann have given us the true, authentic world of computer intrusion: sordid, silly, very sad, slightly sinister, and deeply strange. At Large should be studied closely by everyone who still thinks that cracking into other people’s computers is a glamorous thing to do.”

—Bruce Sterling, author of The Hacker Crackdown

“A terrific, stylish detective story. At Large will make you want to keep reading—after a brief pause to disconnect your computer.”

—Gregg Easterbrook, author of A Moment on the Earth

“Freedman and Mann’s At Large is easily one of the most compelling books about computing I’ve ever read. Their tale of the quest for Phantom Dialer has the narrative drive of a Tom Clancy technothriller combined with the rich, funny, poignant humanity of The Soul of a New Machine. I can’t recommend it highly enough.”

—M. Mitchell Waldrop, author of Complexity: The Emerging Science at the Edge of Order and Chaos

“At Large is a gripping mystery story that rips the glossy, high-tech cover off the online world to reveal the nest of bizarre subcultures lurking below.”

—Dick Teresi, founding editor of Omni and coauthor of The God Particle and The Three-Pound Universe

“When it comes to computer security, we’re in denial, and one day we’re going to pay for our complacency big-time. Freedman and Mann have given us not only a wake-up call, but a hugely entertaining book about one of the most fascinating cracker cases yet.”

—Steven Levy, author of Hackers, Artificial Life, and Insanely Great
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A NOTE TO THE READER


This is a work of nonfiction. The story is true; the people, real. At their request, we have changed the names of a few characters—the members of the Singer family and a man we identify as “Riley.”
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PROLOGUE


San Diego, California
April 1995

Several hundred people sit restlessly in a windowless conference room at a Hyatt hotel on Harbor Island. In appearance, the group is homogeneous, almost improbably so: white, male, and pale; beepered, cell-phoned, and laptopped; a preponderance of facial hair—the gestalt of the computer-industry entrepreneur or technical manager. The group is attending the first annual summit of the Internet Society, a small organization that is as close as the vast global computer network comes to having a government. With the Internet exploding at an extraordinary rate, the Society has decided to go public—to meet and greet the businesses that are flooding on-line, and to work through some of the inevitable difficulties.

At the head of the room, clutching a cordless microphone, is Jeffrey I. Schiller. He’s untanned, not terribly tall, on his way to joining the ranks of the formerly thin. Short corkscrew curls explode from the top of his head. His features are dominated by a long but fragile mustache, which he has waxed into two slender prongs that curve out from his upper lip like the horns of a toy antelope. In deference to his speaker’s role he has upgraded his attire from his customary rumpled T-shirt to an oxford-cloth shirt that seems, in its unnatural crispness, to have been extracted minutes before from its cellophane wrapper. Schiller is the network manager for the Massachusetts Institute of Technology, which means that he is more or less in charge of designing, building, and maintaining one of the world’s bigger and more renowned computer networks. Because the celebrity of the MIT system has attracted electronic break-in artists since the dawn of computer networking, Schiller has been forced, to his chagrin, to become an expert in computer security.

Ebulliently striding beneath a banner with the emblem of the Internet Society, Schiller is a fine public speaker who retails jokes in a distinct Boston accent. Today, though, he is in apocalyptic mode. He is trying to convince the crowd that computer security is not a threat looming in the distant future, it’s a crisis right now, and it’s much worse than people realize. At MIT, he explains, we assume our computer networks are being monitored by elements hostile to us. He says. Thousands of people eavesdrop on computer networks every second of every hour. He says, Going after these guys ends up being like stomping cockroaches. It makes you feel good, but there’s always more of them. He says, The problems are getting worse by the day.

His audience is less than bowled over. Although attendees laugh politely at the funny bits, they don’t appear to be engaged by the substance. Part of the reason is that the conference is nearing its end. Outside, there’s glittering water, boats flashing in the San Diego sunshine, and terrific Mexi-Cali food in beachside stands; inside, there’s more thin hotel coffee, clip-on name badges, and technical speeches under long, wandlike fluorescent lights. But another part of the reason seems to be that many of his listeners are resolutely uninterested in hearing what he has to say.

The Internet Society summit is aimed at the commercial enterprises that sell access to the Internet. Unsurprisingly, these Internet service providers—ISPs, as they are called—are not eager to tell their customers about the dangers of cyberspace. They want families to feel comfortable and safe as they surf the World Wide Web. They do not want to hear why some security people consider hooking a modem to a computer to be a dangerous act.

Schiller has addressed enough conferences to know when he is losing his audience. So he tries to regain it by pushing a little harder. He keeps talking cheerfully, but his voice grows louder and his gestures become more emphatic; maybe he leaves the confines of his prepared speech. He ticks off a monitory catalog of computer-penetration terms like “Trojan horse,” “sniffer,” “stringing the binaries.” The reaction doesn’t seem to satisfy him. He’s ringing the bell, but everyone in the room is stubbornly asleep. Hey, out there, are you listening?

The inattention is exasperating, given what’s at stake here. This isn’t about digital pranks or purloined credit card numbers. Using the speed of computers and the astonishing reach of the Internet, a small group—even a single person—could slowly explore the nation’s electronic infrastructure, invisibly seizing command of point after point, until all fell under their control. And not only Internet computers are vulnerable—any computer that can be connected to a telephone is at risk. The incursion could knock out a nation’s electrical-power grid, telephone network, and air-traffic control system at a stroke; Wall Street and the banking system could fall, too. On an individual level, criminals could reach into hospital networks and change records, causing nurses to give patients the wrong medications. Or they could wipe out credit records and bank accounts. They also could be more indirect: someone could simply set all the traffic lights in Manhattan to constant red at rush hour—and do it every day for a month. In some sense, though, what worries Schiller most is the threat to the Internet itself. A passionate believer in the ability of computers to contribute to human welfare, he fears that a few big, dangerous security incidents may scare people away from the possibilities of the digital era, leading society to turn its back on the promise of the future.

Given this increasing threat, people like Schiller are appalled that the Internet as a whole may well be getting less, not more, secure. The reasons are several: the underlying software can never be made entirely loophole-free; the network has grown so fast that the average level of experience of its administrators has declined; and many Internet companies, such as the ISPs whose managers are listening to Schiller, brush off security concerns for fear of alienating their customers. But the greatest danger is people’s reluctance to believe that something as faraway as Information Age crime can affect them. Small example: no matter how many times Schiller and other experts beg computer users to pick passwords that can’t easily be guessed, many always choose something on the order of “hello.” It takes only one fool with “hello,” Schiller points out, to compromise a computer with thousands of users. Eighty, ninety percent of the systems out there, it’s a no-brainer getting into them, if you have a little time. The crime is easy to commit, and the potential consequences are huge. A bad combination.

The audience still seems unmoved. Frustration is evident in Schiller’s face as he wraps up with a few remarks on ways to protect against intrusions. Even as he speaks, most of the ISP managers are reaching for their leatherette laptop bags, preparing to make a fast getaway. Several rude souls are already striding toward the exits, snapping open flip-phones with one hand as they push through the doors with the other. Schiller thanks the audience, the lights rise, and everyone who hasn’t already left files out. Everyone, that is, except for a handful of people who push toward Schiller with mumbled questions about security problems that have afflicted their companies.

Schiller dispenses advice with every appearance of enthusiasm until one of the group blurts out: Why should we get all upset about computer intrusions? We’ve heard the worst of it—Kevin Mitnick, the Masters of Deception, the Legion of Doom. Who cares if a few exceptionally smart teenagers crash a couple of systems or steal a few files?

Look, Schiller says, sharply. Look …

But then he stops and pushes his hand through the tight curls of his hair. It appears that there’s something he wants to say, but he’s hesitant to come out with it. Finally he mutters: Well, why you should be scared is because … You want to know why you should be cared?

His audience gives him an expectant look.

If you truly want to know why you should be scared, Schiller finally says, I have a story for you.

The story, as it turns out, involves what was almost certainly the biggest attack on the Internet in its history. An attack that reached into every corner of the sprawling global network, and hence potentially into almost every corner of life in the industrialized world. An attack whose enormous scope was matched in shock value only by the nature of the perpetrator. Yet the affair never made the newspapers, television, or the on-line discussion groups; the only articles about it were published in school newspapers at St. John’s College (New Mexico) and MIT, and, for fear of compromising the investigation, distribution of the MIT report was limited. In fact, Schiller, although he was both one of the victims and a member of the nationwide team that traced the attack for almost two years, still didn’t know its full extent, or much about its perpetrator. Like everyone involved in the affair, Schiller rarely spoke of it, and never in detail.

He sometimes called it the scariest story he ever heard.

And he didn’t know the half of it.




1
BUSY SIGNALS


SEN. SAM NUNN: There are some who believe we are going to have to have an electronic Pearl Harbor, so to speak, before we really make [computer security] the kind of priority that many of us believe it deserves to be made. Do you think we’re going to need that kind of real awakening?

—U.S. SENATE COMMITTEE ON GOVERNMENT AFFAIRS, SUBCOMMITTEE FOR PERMANENT INVESTIGATIONS, VULNERABILITY OF UNITED STATES GOVERNMENT INFORMATION SYSTEMS TO COMPUTER ATTACKS, HEARINGS, JUNE 25, 1996

CIA DIRECTOR JOHN M. DEUTCH: I don’t know whether we will face an electronic Pearl Harbor, but we will have, I’m sure, some very unpleasant circumstances. I’m certainly very prepared to predict some very, very large and uncomfortable incidents.

Portland, Oregon
March 1991

Janaka Jayawardene hit the steps to his office at the crack of noon. Having been forced by hurry to skip his customary wake-up jolt of caffeine, he was not at his best; driving to work in the drizzle—he lived in Oregon, it was early March—had not improved his mood. He had the proverbial Monday-morning blues. Monday afternoon, now. A few blocks to the north rose Portland’s new postmodern skyscrapers, gray and cheerless with rain; five hundred yards to the south thrummed the main highway to the Pacific beaches, still windswept and gloomy this time of year. At the moment, both the dark buildings and the cold sand seemed more appealing to Janaka than climbing the wet, moldy steps that led from the basement parking garage to his office.

Jammed into a hill by the Willamette River, the Portland Center for Advanced Technology was an almost windowless two-story rectangle, sheathed in brickwork painted in two shades of dull, ceramic blue. At its heart was an atrium with two shallow concrete basins intended to hold water; people were supposed to congregate about them on sunny days. It being the Pacific Northwest, the requisite sunshine was rarely present. But even if it had been, the students and faculty in the building would never have gathered around the water. The Center housed Portland State University’s computer-science and electrical-engineering departments, and no one affiliated with either of them spent much time outdoors. This included Janaka, the Sri Lankan émigré who maintained the electrical-engineering department’s computer network.

Janaka exited the stairwell, turned right, went through the glass door, proceeded along the corridor that edged the atrium, then left into Room 136. Because the hour was still early, all movement was entrusted to autopilot. Shut door … move paper off swivel chair … switch on twenty-one-inch computer monitor … switch on second, equally large monitor on the other side of his workspace … momentarily consider cleaning up infestation of clutter … scroll through morning’s supply of electronic mail (fifty messages, all claiming to be urgent) … contemplate attractiveness of coffeepot steaming in next room … remember that past coffee abuse trashed GI tract, forcing reliance on Mountain Dew, the soft drink that computer jocks had discovered to be laced with caffeine….

Even in his sleepy state Janaka had noticed one of the student assistants waiting for his arrival. Spotting Janaka, the assistant had scurried away, mouse-style, eyes fixed on the lint-gray squares of the linoleum. Moments later, Janaka heard raised voices in the room down the hall where the heart of the network resided. If people were shouting at each other there, it meant trouble of some sort. Extraordinary: the first minutes of the first day of the workweek, and trouble already. He wondered how long it would take to find him.

Room 136 was a rectangular space perhaps twenty feet on a side that contained several desks, half a dozen computer terminals, many yards of fat electrical cable sheathed in gray plastic, and a long, parti-colored heap of pizza boxes, soft-drink cans, and snackfood wrappers. Curiously, the mess was all on one side of the room—the side in which Janaka was sitting, reading his e-mail. The other side belonged to Trent Fisher, the administrator for the computer-science network and a man whose personal style was to Janaka’s as matter is to antimatter.

Janaka worked late, irregular hours, often staying with a problem until his eyes got baggy and his thick, curly hair flopped over his forehead and even the loudest death-metal rock failed to revive him; Trent came to work at seven every morning, his long, straight hair tidily ponytailed, plugged his headphones into a bootleg tape of Bob Dylan, and began working down his to-do list. Janaka covered the walls near his desk with a constantly changing gallimaufry of Dilbert cartoons, tabloid clippings about Elvis, UFOs, and reincarnation, and drawings of robots by his adored seven-year-old son, Christopher. He loved bustle and activity and the sound of people having fun. On the other half of the room, Trent liked the lights down and the computers quietly running and the music clearly audible. In his small, precise handwriting, he had filled a whiteboard by his desk with numbered instructions about rules to follow in his absence.

Orderly, almost fastidious, Trent acted as if life could be treated like a problem in computing—establish procedures correctly the first time, stick to them carefully, and everything will work out automatically. If randomness were kept out of the system, administrators wouldn’t have to come up with ad hoc schemes to solve problems and everyone would be better off. Janaka, too, acted as if life were like computing. But in his view computers were prone to failures too unpredictable for anyone to anticipate. Following procedures, though important, was no substitute for being ready to solve unexpected problems when they arose, as they inevitably would. In practice, the only way to plan everything at the beginning was to restrict the users to a setup determined by the administrator, which was too sclerotic for Janaka’s taste; indeed, some students referred to Trent’s half of the room as East Germany. Given that the electrical-engineering network and the computer-science network were intimately entwined, the two men had a hard time not antagonizing each other.

About five minutes after Janaka entered the office, his doorway was filled by half a dozen undergraduates—computer-science or electrical-engineering majors who helped run the networks. Janaka stretched back in his swivel chair, making the springs creak, and presented the group with his avuncular smile. Yeeessss?

They all began to talk at once. Whoa, whoa, Janaka said, still leaning way back in his swivel chair, as if pinned by the verbal blast. Maybe if just one person talked….

Wendy Wilhelm took the lead. She had a round face, dark hair cut straight across the back, and a direct, cheerful manner of speaking that suggested healthful formative experiences; she communicated equally well in person and via e-mail, a more unusual trait in digital circles than one might expect. We’ve been broken into, she said.

The swivel chair snapped to its upright position.

The students, Wendy explained, had been in the Center last night, working on the burdensome shroud of unfinished administrative tasks that always envelops computer networks. At a certain point they had noticed that an unusual volume of calls was coming through the university’s rack of modems to a small, little-used computer on the periphery of the electrical-engineering network. Modems are small devices that transform the electronic signals understood by computers into the kind of signals transmitted through telephone wires; the university kept a dozen or so operating twenty-four hours a day. Surprised at the traffic, the students inspected the computer—lifted up the hood, so to speak, and looked at the engine. And inside they found someone who called himself “Phantomd.”

By itself, the odd name set off no alarms—something about computers seems to invite people to come up with bizarre handles like Zyzzx, MegadOOd, and DeathStar. Phantomd sounded typical; the user list identified the account as belonging to one “Phantom Dialer.” Phantom Dialer, in Wendy’s opinion, was just the sort of dopey, immature moniker that would appeal to a college student. But this particular dopey name did not belong to any legitimate user at Portland State. Phantom Dialer, it appeared, had simply made himself an account.

This was dismaying. Under most circumstances users couldn’t create an account—they didn’t have the power. Which meant that Phantom Dialer had become something known as “root.” In practice, anyone on a computer network is either an ordinary user or root. Ordinary users can’t do much on the network except work with their own data and execute their own programs. Root, by contrast, has almost limitless power. Root has root access, in the jargon, which means that root can go anywhere, read any file, execute any program. Root users are sometimes called wheels or superusers, but the idea is the same. “God = Root,” according to a sticker sometimes found in computer-terminal rooms.

Root access was invented to let network administrators fix problems from their desks without having to travel to wherever the problem is physically located. Root access lets managers control networks by preventing anyone but root from creating new accounts on the system. Root access ensures that the administrators alone have the ability to adjust the programs at the heart of the network—unless the wrong people become root, which was apparently what had happened at Portland State. The system had a new supreme deity.

Talk to me, guys, Janaka said to the students. What did you do about it?

They’d panicked, Wendy admitted. Crackers—she knew better than to call them “hackers,” a term of respect in heavy-duty computer circles—had invaded on the students’ watch and they hadn’t known what to do about it. Some wanted to comb through the network logs for clues to Phantom Dialer’s identity. Others wanted to shut down the entire network until it could be made secure. Still others, Wendy among them, wanted to do nothing until the problem had been assessed. If somebody broke into your house, she argued, you’d first find out how bad the damage was before you went burglar chasing.

Guessing what was coming, Janaka was hit by the abdominal sinking that is the advance guard of dismay. Even as they argued about the correct course of action, the students had been reading files and executing programs, which disturbed the electronic scene of the crime. Some of the group assailed the competence of the student who ran the attacked machine, who responded by blaming the student in charge of the modems, who in turn yelled at the student in charge of maintaining the software, the whole devolving into a knot of recrimination. By the time they spoke to Janaka, they had already been up all night arguing and were, he observed, one severely pissed-off group of modern American youths.

Setting aside their clash in style, Janaka and Trent moved to their keyboards. The first order of business was to find where Phantomd had been. What computers had he visited? What files had he read? What programs had he executed? And how the hell had he gone root?

Obviously, Janaka thought, something had failed; it had best get fixed ASAP. But as he hunched into the enormous monitor, his stubby, nail-bitten fingers flying, he had no notion how difficult the task would be or how widespread the break-in would prove. Nor did he know that he was launching a bizarre two-year hunt that would sweep up hundreds of people across the United States and involve half a dozen branches of the federal government. All he knew was that his hankering for a Mountain Dew had entered a critical stage.

Washington, D.C.
June 1991

As usual, the afternoon rush hour traffic was thick from downtown D.C. to suburban Alexandria, Virginia. Jim Settle played with the radio, hoping to come across a station that wasn’t playing rap or grunge. He finally settled for a talk show. It felt good to let someone else do the talking. He’d spent the day, as he’d spent many other days in the last year, trying to convince his employer, the Federal Bureau of Investigation, that the growth of computer networks had created vast new opportunities for crime and destruction. For three hours that afternoon he’d warned an FBI-Secret Service interagency committee on telecommunications security of the troubles to come, only to realize that the eyes of his audience were covered with a cataractous film of incomprehension.

Settle turned up the A/C; the Washington sun, already vicious in June, was beating through the windshield. It didn’t help that he was, as he was quick to admit, a touch heavy. He’d starved himself for three months to make the FBI entry requirements, and had been overweight on every monthly checkup in the nineteen years since. An agent’s weight—that was the kind of thing the Bureau concerned itself with. Not what was actually happening beyond the stately brass doors of the J. Edgar Hoover Building.

In his frustrated mood he was content to let the talk-show host hector his guests. Anyway, the news would soon come on.

The D.C. spot news still gave Settle a vestigial tingle. It came from having served for almost a decade in the Bureau’s metropolitan Washington field office, where he had worked the robberies, murders, and kidnappings that were the lifeblood of local news. When caught by the cameras at some particularly ghastly crime scene, Settle always tried to utter the clichés expected from a good company man without coming off like Agent Boo-Boo Bear. In the back-ground the other investigators would be hopping around, trying not to get their shoes in the blood.

Oddly, though, the very hairiest episodes—the ones in which Settle had come closest to being shot or having his head kicked in—never came from the sociopaths. Those guys knew how the game was played: when the feds came to your door, you were caught, and you gave up without making a fuss. Settle had once learned that a multiple murderer had escaped from prison and was hiding out at an aunt’s house in the city. He telephoned the aunt, who cheerfully informed him that the escapee would be back in an hour; if Mr. Settle would leave his number at the FBI, she’d make sure her nephew rang him back. The murderer was a monster: he’d burned his victims to death without compunction. Nonetheless, he returned Settle’s call. Settle made an offer: Turn yourself in tomorrow morning and I’ll take you in without handcuffs. When the man showed up, on time and sober, Settle rewarded him with a handcuff-free trip to the station. Half a block away from their destination Settle apologetically snapped on the bracelets to make the capture look official.

In Settle’s experience, the dangerous ones were the confused amateurs who had never imagined they would get into trouble. Deserters were the worst—real pains in the patoots. They had absolutely no sense. To evade capture, they would jump out of third-story windows, thinking they were in the movies. Someone would have to peel them off the sidewalk. Settle had once picked up a deserter with a cast on his neck, which apparently he’d broken in his flight from the military. Sitting in the backseat of Settle’s car as they roared down the highway, the fool unlocked the door and rolled out, broken neck and all. God only knew whether he ever made it out of the hospital.

The newscaster’s voice, resonant and powerful yet curiously characterless, cut in with the four o’clock news. Settle desultorily cocked an ear, trying to predict what would come next: Drug deal gone bad in … Drive-by shooting leaves … New charges against Congressman …

Then he almost drove off the road with surprise.

The top story on the afternoon of June 26, 1991, was that the central telephone network in Baltimore had blacked out at eleven that morning. The outage had spread through Maryland and Washington into parts of Virginia and West Virginia, leaving six million phone lines as useless as so much string. Police, fire, and ambulance services were interrupted; the federal government was in irons. No one knew when service would be restored. On top of that, the central telephone network in Los Angeles had crashed just about an hour ago, at two o’clock eastern standard time, knocking out another few million lines on the West Coast.

Settle experienced a momentary difficulty with reality. He had been trying to convince his bosses that massive telephone collapses could occur at the same time that exactly such a collapse was occurring. And, beautifully, the outage had nuked Washington, D.C. That meant national television and irate members of Congress. Best of all, it meant headlines in the Washington PostSettle had observed that the higher echelons at the Bureau lived and died by Post headlines.

If L.A. had gone down at 2:00 eastern time, Settle realized, it had crashed at 11:00 A.M. Pacific time. Eleven in the morning was the same local time that Baltimore had been hit. It was as if an electronic time bomb had been set to explode at the same hour in both cities.

Settle drove the last ten minutes to his house in five minutes. No one but the dog was around. His wife, Judy, was at work; his two grown children were at their own homes. Once in the living room, he stood for a moment, excited but unsure of what to do next. Finally he grabbed the phone and called the Department of Justice. Fast busy signal.

The implications went beyond the phone system, he thought, redialing. Although the phone disaster would attract attention, it was only a stand-in for the real problem: computer networks. The telecommunications system was vulnerable not because saboteurs could cut fiberoptic cables—the companies had backup systems that would handle the traffic—but because it depended on computer networks. Not only telephone companies were vulnerable. Utilities, insurance firms, and governments depended on computer networks, too. All were at risk.

Last winter, after months of agitation, Settle had been asked to produce a report on the threat, and what the Bureau needed to do to be ready for it. He recommended creating a squad of agents focused on computer networks. The report had been officially approved—whatever that meant—in May. But nobody seemed ready to do anything. Now maybe this was the incident that would make people wake up.

Another fast busy signal. Settle muttered to himself. He began to try a third time, then dropped the receiver on the hook, feeling stupid. He had forgotten: the phones were down.

Cambridge, Massachusetts
Spring 1991

At the edge of the Massachusetts Institute of Technology is a nine-story structure known as Building NE43 or, more colloquially, 545 Technology Square. Across its facade march rows of windows with rounded frames that recall the shape of computer screens—a bald architectural metaphor, for 545 Technology Square is the site of two institutions that have made signal contributions to the digital age. They are the Laboratory for Computer Science, which occupies the bottom four floors, and the Artificial Intelligence Laboratory, on the top floors. In fine academic style, the two labs have been feuding for decades. As a nod to the vendetta, one of the two groups that neutrally employs researchers from both departments is known as the Swiss Project. Its computers are decorated with Swiss flags.

The other group that balances between the two labs is the Free Software Foundation, an unusual gathering of anarchic programmers that emerged from the AI Lab but is physically based in the Laboratory for Computer Science. In the spring of 1991, its staff had just moved into two small offices on the fourth floor, having spent years working on tables crammed into a corridor. They were small in number but had lofty goals. The Foundation sought to nudge society toward a utopia of sharing by creating computer programs that unlike ordinary software could be freely copied and passed around.

It was no accident that the Free Software Foundation arose from MIT in general, and the Artificial Intelligence Laboratory in particular. Since its founding in 1972 the AI Lab had acted as a proselytizer for computers. In the days when computers were big, costly, and used mainly by coteries of obsessed engineers, this meant giving almost any interested party a guest account on the machines. As long as the tourists didn’t disturb other users or consume too much computer power, they were free to do whatever they wanted. Indeed, staffers were delighted when new people wanted to learn about the amazing devices they were inventing.

Much as Berkeley, Columbia, and Michigan incubated one strain of American society in the 1960s and 1970s, MIT—and especially the AI Lab—was the Petri dish for another strain. And just as the counterculture spread from enclave to enclave, the attitudes at MIT replicated themselves in computer centers across the nation. In many ways, especially their emphasis on personal freedom, the two cultures were surprisingly similar, although one arose in the very mathematics and engineering departments picketed by the other during the Vietnam War. Berkeley, Columbia, and Michigan helped create the potent mix of sex, drugs, amplified music, and grassroots activism that has characterized the nation ever since. The MIT computer culture took longer to swim into public view, but in the long run may have had even more impact.

At Tech Square, programmers traded their work back and forth without restraint, often throwing the latest incarnation of a program into a wire basket in the AI Lab for the next round of modifications and improvements. All parties contributed to the common pursuit of better, more efficient, and more elegant means of computing. As software grew into big business in the 1980s, the old openness was difficult to sustain. Programs became encrusted by copyrights, patents, and trademarks; software, from the MIT perspective, was expensive to obtain, difficult to work with, illegal to improve. MIT types were stunned to learn that programmers could be arrested for tinkering with a program and passing the fixed-up version to friends. Imagine it—laws that stopped people from enhancing the use of computers! The Free Software Foundation was founded to preserve the spirit of joyful inquiry that had marked the AI Lab. Funded by donations and user fees, it produced software that people could freely copy and change.

The Foundation’s tradition of unbounded exploration had long extended beyond Tech Square. In 1972 MIT became the second site on the East Coast to connect to the experimental national computer network that would develop into the Internet.* Although warnings about network security appeared as early as the next year, the AI Lab ignored them. In its view, the act of securing machines—closing them off from the outside world—was antithetical to the spirit of networking, which was intended to open computers to the outside world.

As the Internet expanded from its original audience in academia and the military, much of MIT rethought its policy of open access. Passwords appeared, along with codes of computer conduct. But the Foundation kept its computers available to anybody on the national network who wanted to use them for any purpose, provided that their activities did not interfere with the work of the Foundation itself. A certain sector of the emerging Internet society found this liberality attractive in ways not intended by the Free Software Foundation. Using its computers as a headquarters, some Internauts broke into other networks and tried out new tricks on them. Then they would report back to their friends via the Foundation computers. At any moment dozens of people might be on the system, all happily anonymized by their computer monikers, chatting about secret ways of breaking into systems.

Tiresomely, the invaded networks kept bleating in the direction of Cambridge about the electronic slumber party at Tech Square. They were not happy to hear that the real problem was their desire to lock out people. Why not just give the intruders accounts? Foundation staffers asked. We let them freely use our systems, and they often become good users. We don’t try to control anyone.

You’re maintaining a public nuisance, other network administrators charged. The whole insistence on security is counterproductive, the Foundation replied. You are busy locking the door, which prevents you from hearing what other people are up to. We can assure you that the people outside your locked doors are talking to each other. Your very insistence on maintaining “security” is dooming you to a race you cannot win.

In the hubbub on the Foundation network, few paid attention to the arrival that spring of a visitor who called himself Phantomd. Phantomd had set his sights on another Foundation visitor, a break-in artist who styled himself Grok, after a term in the science fiction novel Stranger in a Strange Land. An elusive figure who was fanatically careful about concealing his tracks, Grok was renowned for his encyclopedic knowledge of the software flaws that permitted unauthorized access. He had briefly encountered Phantomd in a chat session—a sort of Internet party line.

On-line, Grok apparently made the mistake of telling the inexperienced Phantomd that he was often at the Foundation, with the result that Phantomd followed him there, constantly pestering him for tips. Every time Grok worked on the Foundation computers, his would-be friend was waiting with more questions. Grok invariably blew him off, which didn’t in the least deter Phantomd, who seemed to be extraordinarily persistent. Indeed, as Grok—and, later, many others—would discover, the persistence of Phantomd was like nothing they had encountered before.

*The first was Bolt Beranek and Newman, a Cambridge-based engineering firm founded and largely staffed by former MIT faculty. BBN built the first Internet-capable computers; the emerging network was then called the ARPANET, after the Advanced Research Projects Agency of the Department of Defense, which funded much of the initial research into computer networks.
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CRAZY HOUSE


The thing is that the really, really good ones no one knows about. I mean, they may be kicked off systems, but they’re never caught. Most of the time you don’t know who they were, by any name.

—DAN FARMER ,AUTHOR OF THE SECURITY PROGRAMS COPS AND SATAN

Birmingham, Alabama
July 1991

Beth Barnett read the teletype message in her hand for the seventh or eighth time. Report to Washington, D.C. Expected Monday, July 8. She was being TDY’d—removed from her current assignment and placed on temporary duty.

Twenty-four hours earlier, she’d received a call from headquarters: Michael Gibbons in the Bureau’s intelligence division. Gibbons, whom Barnett knew slightly, asked if she were interested in coming to D.C. to investigate last week’s telephone outages.

Sounds fascinating, she’d replied. It would be delightful to work on the outages—in three months. At the moment, though, she was in the middle of a difficult corruption inquiry that she wanted to take through to the end. Finishing the case would be the best way Barnett, a young agent, could develop as an investigator. Okay, that’s the way it is, Gibbons said, as she later recalled it.

Twenty-four hours later, she looked up to see the ASAC—assistant special agent in charge—drop a teletype on her desk.

She called up Gibbons. Not to be irate, but hadn’t she made it clear what she wanted? Which was not to be transferred to the Beltway? Plus she had friends coming to Birmingham to stay with her for the Fourth of July. Was she supposed to pack while they were visiting?

Gibbons was contrite. As the apologies issued from the receiver, she sorted through the paper on her desktop. We need your skills, he was saying. There simply aren’t that many agents with master’s degrees in computer science.

But I don’t have a master’s degree in computer science, she said.

You don’r? Clearly, this was embarrassing. The master’s degree, he told her, appeared on the Bureau’s skills-evaluation database.

Nonplussed, Bar nett explained that she had completed an undergraduate degree in computer science and had worked as a low-level programmer, but that by now her last contact with the electronic world was three years ago—a lifetime in computer terms. It was like having a degree in physics from before the invention of the atomic bomb. On the other hand, the FBI was so far behind, electronically speaking, Barnett might be the closest thing it had to an expert. And she had known that sooner or later she’d be pulled into some sort of computer work—it was a big reason the FBI had accepted her application.

Bored and unfulfilled as a programmer, she had been considering law school, thinking that she might become a prosecutor. Something about investigating appealed to her. She liked the idea of picking apart nasty circumstances, unraveling the factual skein, identifying the guilty party. Then she learned that prosecutors did little more than negotiate with other lawyers and present facts in court that had been gathered by the police and FBI, who did the actual investigatory work. The Bureau was almost impossible to get into, but computer jocks had a leg up on the competition. Trying to increase its expertise in technology, accounting, and foreign languages, the FBI was placing applicants with backgrounds in those fields in special pools with lower entrance requirements. It was affirmative action for geeks.

After sweating through the torturously hot summer of 1988 at the Bureau’s training academy in Quantico, Virginia, Barnett was thrown in with the regular applicants anyway. This was a compliment; her scores were high enough without help. Her first assignment, unusually, was a TDY. She was sent to the Washington Metro field office to help with the wiretaps in Operation Illwind, the inquiry into Pentagon procurement fraud. You’re going to love it, an instructor told her at Quantico. Wiretaps are a lot of fun.

In this way Barnett learned a valuable lesson about the Federal Bureau of Investigation: never believe anything said at Quantico. Illwind was boring beyond belief. She pored through thousands of pages of transcriptions of wiretapped dialogue, almost all of it banal. And that was the interesting part; most of her time was spent photocopying those transcripts and performing the clerical jobs needed to support a wiretap operation, with its tidal wave of legal and procedural requirements. By contrast, low-level programming was a giddy roller coaster of excitement. She felt like a secretary, but she reminded herself that she was paying her dues. The good jobs would come later. Besides, she managed to make a few contacts in Washington, Mike Gibbons among them.

After two months with Illwind, Barnett went to her first real assignment. At Quantico, fledgling agents are usually presented with two options. The first is moving to one of the hundreds of tiny “resident” offices that the Bureau maintains as satellites to the main offices in big cities. The resident offices are one- or two-person shops that have little independent activity. The other option is New York City. Most agents choose the resident office. The Big Apple, in Bureau folklore, is the sewer of all assignments. It has the highest cost of living and an unending stream of crime. The only reason some graduates pick New York is because after their stint in the city they probably won’t ever have to return. Meanwhile, the agents who picked resident offices often end up in New York on their second assignment.

Raised in a small midwestern town, Barnett had no desire to immure herself in the nation’s premier semibankrupt metropolis. She asked for a regional office, which, she knew, almost certainly meant the Deep South. That was the routine for midwesterners. If she had been raised in the South, she would have been given a small midwestern town. The geographical shuffle was the Bureau’s notion of broadening agents’ horizons. Barnett moved to Birmingham, Alabama.

There Barnett was put on white-collar crime, which included corruption, bank fraud, money laundering, and—the bane of new agents—background investigations of FBI applicants. In larger offices, greenhorns sometimes do little but applicant investigations. Happily, the Birmingham office was too small to stick agents with a single task. Indeed, Barnett found herself occasionally pulled away from the plodding inquiry that characterizes white-collar cases into reactive work—the adrenaline-surging madness of a kidnapping or bank robbery.

Almost none of the job involved computers. She supposed that would come later, maybe her second assignment (ugh, probably New York). Which would be fine with her. She had clocked enough time in front of the monitor in her pre-FBI life to enjoy being away from its cathode-ray glow for a while.

In addition, she liked Alabama. She had a nice apartment and a short commute. The food was sweet and mushy and nobody got too excited about dressing for success. The office, like the Bureau itself, wasn’t exactly crawling with women, but the guys treated her fine, although they kept telling her she looked like a sixteen-year-old. It was true; even at thirty, she could still pass for a high-school senior with her straight blond hair, shy smile, and big, porcelain-blue eyes.

And then, this teletype message.

She didn’t want to leave the friendly people in Birmingham. She remembered what people in Washington were like. She remembered what summer in Washington was like.

Obviously, though, this TDY wasn’t negotiable. The FBI wasn’t known for giving new agents a big say in what they did.

It could have been worse. They could have been sending her to New York.

Portland

Many people regard computers as frightening, remorselessly logical machines that coldly grind out numbers without human intervention. In truth, behind the apparently automatic responses of every console on a computer network is a system administrator—“sysadmins,” as they are called. What sysadmins do is simple to describe but hard to understand: they run computer networks.

The profession of sysadmin came into existence because computer networks have transformed society but still do not work very well. In 1925 the United States already depended completely on the automobile, but drivers expected to break down at least once in the course of a hundred-mile trip. In those days every new car came with a tool kit to fix the problems that inevitably developed on the road. Now, more than seventy years later, automobiles are much more reliable; computers have taken over their role as pivotal but unstable ingenues. They constantly misfire, exhibit mysterious behavior, suddenly cease to function altogether. Their manufacturers equip them with tool kits, but most people don’t understand the tool kits. When things go wrong, they summon a sysadmin.

Janaka was the sysadmin for the electrical-engineering network at Portland State University. Like a doctor, Janaka had to know the solutions to a staggering number of problems. He had to know the quirks of dozens of types of computers and programs, many of which in his opinion didn’t work well even when they were running perfectly. Like a doctor, he had to be patient when hypochondriacs told him that something was terribly wrong and had to be looked at right now, and then it developed that the hypochondriacs hadn’t known that pressing the D key would delete their e-mail. He had to pretend not to be gritting his teeth when told that someone wanted to attach just onemore new machine to the network, I know you’ve never heard of this brand but the department got it for next to nothing … hey, uh, can you make it work because I don’t understand it myself, actually?

Unlike doctors, though, sysadmins are not respected figures in society. Nor are they especially well paid. Because human beings generally do not want to think about their computers until they go wrong, sysadmins in most organizations are usually associated with catastrophe, and everybody dreads their appearance; they’re the disheveled folks who seem to be taking forever to fix whatever the problem is. Positive reinforcement from the user community is infrequent.

Networks arose when computers were scarce resources that had to be parceled out among hungry users. To keep the books, users were given accounts identified by their names; every time they began using the system, they logged on—that is, they typed in their names and passwords—which signaled the network to start running the meter. Although processing power is much cheaper today, the system hasn’t changed. Every program and data file on the network is still labeled with the name of its owner—the accounts permitted to use it. As a rule, only the owner of a program can execute it; nobody else has permission. Only the owner of a file can read it; nobody else can take a peek. (Root, usually reserved to sysadmins, is the exception; root can read and examine everyone’s files.) And when users log into a computer network, their every move is automatically monitored: time of entry, programs used, machines contacted, duration of computer session. In this way computer networks are a combination of libertarian dreamworld (every byte privatized, every second of computer-processing time allocated and paid for) and Orwellian nightmare (every byte subject to recording, every second of computer-processing time held accountable).

Unauthorized users are trespassers. They are random elements in the complex systems that people like Janaka spend their days nurturing. If sysadmins are jugglers, keeping the pins of a hundred users in the air, intruders are spectators who suddenly throw their own pins into the mix. Unauthorized users read mail that doesn’t belong to them, execute programs that aren’t theirs, alter files that are owned by someone else, crash the whole system, then walk away. They are not accountable. To people like Janaka, they violate the Aesthetic of the Network.

That was why he was upset by the arrival of Phantom Dialer.

Phantom Dialer had entered a computer called Serena that belonged to the computer-science department. (All computers on networks are given names so that sysadmins can distinguish them.) Serena was a NeXT, a trendy but financially unsuccessful brand of computer. Sitting at his keyboard in Room 136, Janaka, who had root access, electronically stretched across the building and performed the digital equivalent of exploratory surgery on Serena. With Trent’s help, he examined the computer’s inventory of approved users. Phantom Dialer was on the list, exactly as Wendy had said.

Janaka tapped through the rest of the user list to see if anything else looked—wait. Tucked into the list was an account named Power. Power had no password. When Serena asked for a user name, anyone who typed “power” was in—just like that. What could Power do? It turned out Power owned just one program, which was also called Power. The program activated a routine that switched off the computer. Power made it easy to shut down Serena in an emergency. From any computer in the network you simply contacted Serena, typed “power” to get in, then typed “power” again. No muss, no fuss, no nonsense about passwords. Janaka realized that one of the sysadmins—possibly himself—must have installed the account for some reason that doubtless seemed plausible at the time.

Alas, the Power account had root access, which meant that anyone who logged on as Power had all the capabilities of root. Power could create a new account in any name—Phantomd, for instance.

This carelessness was inexcusable, in Janaka’s view. Not only had the sysadmins left a door open for intruders, they had rolled out the red carpet.

There was more bad news.

When users work on several computers in a network, they get tired of having to enter passwords every time they switch from one machine to another. As a convenience, sysadmins can set up a special file—its name is .rhosts (pronounced “dot-are-hosts”)—which permits the people registered in the file to jump freely among certain machines. (The initial dot in .rhosts indicates, more or less, that the file should be looked at only by sysadmins.) When users contact a computer with a .rhosts file, in other words, it first checks to see if they are listed in the file. If they are, it lets them in forthwith; if not, they must provide a password.

Serena’s hard drive contained a .rhosts file. One of the computers in it was Jove, a powerful box made by Sun Microsystems. Serena, in the jargon, “trusted” Jove with the users listed in .rhosts and accepted them without question. The system was more useful, Janaka and Trent knew, if the trust went both ways—that is, if Jove also trusted Serena, so that users who could jump freely to Serena could also return freely to Jove. To trust Serena, Jove would need its own .rhosts file. Did it have one? Yes. Certain users on Serena could switch to Jove without hindrance, including anybody with root access. Power, for instance.

This discovery caused Janaka to look at Trent, and Trent to look at Janaka. They felt exceedingly stupid. That crackers could surreptitiously obtain root access on Serena was annoying, but not much damage could be inflicted from such a small, peripheral machine. Root access on Jove was a different matter. Jove was a central file server, which meant that it was a computer with big hard drives that contained much of the data on the network.* If someone in the computer-science department had information worth stealing or wrecking, it would probably reside somewhere on Jove. If the information were elsewhere, anybody with root on such a central computer would quickly be able to get to it.
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