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1
Introduction



It ain’t so much the things we don’t know that get us into trouble. It’s the things we know that just ain’t so.

Artemus Ward





It is widely believed that infertile couples who adopt a child are subsequently more likely to conceive than similar couples who do not. The usual explanation for this remarkable phenomenon involves the alleviation of stress. Couples who adopt, it is said, become less obsessed with their reproductive failure, and their new-found peace of mind boosts their chances for success.

On closer inspection, however, it becomes clear that the remarkable phenomenon we need to explain is not why adoption increases a couple’s fertility; clinical research has shown that it does not.1 What needs explanation is why so many people hold this belief when it is not true.

People who are charged with deciding who is to be admitted to a distinguished undergraduate institution, a prestigious graduate school, or a select executive training program all think they can make more effective admissions decisions if each candidate is seen in a brief, personal interview. They cannot. Research indicates that decisions based on objective criteria alone are at least as effective as those influenced by subjective impressions formed in an interview.2 But then why do people believe the interview to be informative?

Nurses who work on maternity wards believe that more babies are born when the moon is full. They are mistaken.3 Again, why do they believe it if it “just ain’t so?”

This book seeks to answer these questions. It examines how questionable and erroneous beliefs are formed, and how they are maintained. As the examples above make clear, the strength and resiliency of certain beliefs cry out for explanation. Today, more people believe in ESP than in evolution,4 and in this country there are 20 times as many astrologers as there are astronomers.5 Both formal opinion polls and informal conversation reveal widespread acceptance of the reality of astral projection, of the authenticity of “channeling,” and of the spiritual and psychic value of crystals. This book attempts to increase our understanding of such beliefs and practices, and, in so doing, to shed some light on various broader issues in the study of human judgment and reasoning.

Several things are clear at the outset. First, people do not hold questionable beliefs simply because they have not been exposed to the relevant evidence. Erroneous beliefs plague both experienced professionals and less informed laypeople alike. In this respect, the admissions officials and maternity ward nurses should “know better.” They are professionals. They are in regular contact with the data. But they are mistaken.

Nor do people hold questionable beliefs simply because they are stupid or gullible. Quite the contrary. Evolution has given us powerful intellectual tools for processing vast amounts of information with accuracy and dispatch, and our questionable beliefs derive primarily from the misapplication or overutilization of generally valid and effective strategies for knowing. Just as we are subject to perceptual illusions in spite of, and largely because of, our extraordinary perceptual capacities, so too are many of our cognitive shortcomings “closely related to, or even an unavoidable cost of, [our] greatest strengths.”6 And just as the study of perceptual illusions has illuminated general principles of perception, and the study of psychopathology has enhanced our knowledge of personality, so too should the study of erroneous beliefs enlarge our understanding of human judgment and reasoning. By design, then, this book dwells on beliefs that are wrong, but in doing so we must not lose sight of how often we are right.

As these remarks suggest, many questionable and erroneous beliefs have purely cognitive origins, and can be traced to imperfections in our capacities to process information and draw conclusions. We hold many dubious beliefs, in other words, not because they satisfy some important psychological need, but because they seem to be the most sensible conclusions consistent with the available evidence. People hold such beliefs because they seem, in the words of Robert Merton, to be the “irresistible products of their own experience.”7 They are the products, not of irrationality, but of flawed rationality.

So it is with the erroneous belief that infertile couples who adopt are subsequently more likely to conceive. Our attention is automatically drawn to couples who conceive after adopting, but not to those who adopt but do not conceive, or those who conceive without adopting. Thus, to many people, the increased fertility of couples who adopt a child is a “fact” of everyday experience. People do not hold this belief because they have much of an emotional stake in doing so; they do so because it seems to be the only sensible conclusion consistent with the information that is most available to them.

Many of these imperfections in our cognitive and inferential tools might never surface under ideal conditions (just as many perceptual illusions are confined to impoverished settings). But the world does not play fair. Instead of providing us with clear information that would enable us to “know” better, it presents us with messy data that are random, incomplete, unrepresentative, ambiguous, inconsistent, unpalatable, or secondhand. As we shall see, it is often our flawed attempts to cope with precisely these difficulties that lay bare our inferential shortcomings and produce the facts we know that just ain’t so.

Returning to the infertility example once again, we can readily see how the world does not play fair. Couples who conceive after adopting are noteworthy. Their good fortune is reported by the media, transmitted by friends and neighbors, and therefore is more likely to come to our attention than the fate of couples who adopt but do not conceive, or those who conceive without adopting. Thus, even putting our own cognitive and inferential limitations aside, there are inherent biases in the data upon which we base our beliefs, biases that must be recognized and overcome if we are to arrive at sound judgments and valid beliefs.

In tackling this subject of questionable and erroneous beliefs, I continue the efforts of many social and cognitive psychologists who in the past several years have sought to understand the bounded rationality of human information processing. Part I of this book, “Cognitive determinants of questionable beliefs,” contains three chapters that analyze our imperfect strategies for dealing with the often messy data of the real world. Chapter 2 concerns random data and our tendency to see regularity and order where only the vagaries of chance are operating. Chapter 3 deals with incomplete and unrepresentative data and our limited ability to detect and correct for these biases. Chapter 4 discusses our eagerness to interpret ambiguous and inconsistent data in light of our pet theories and a priori expectations.

Although an examination of these cognitive biases is enormously helpful in understanding questionable and erroneous beliefs, the richness and diversity of such beliefs require a consideration of other factors as well. Accordingly, Part II contains three chapters on the “Motivational and social determinants of questionable beliefs.” Chapter 5 locates the roots of erroneous belief in wishful thinking and self-serving distortions of reality. This chapter provides a revisionist interpretation of motivational effects by examining how our motives collude with our cognitive processes to produce erroneous, but self-serving, beliefs. Chapter 6 examines the pitfalls of secondhand information and the distortions introduced by communicators—including the mass media—who are obliged to summarize and tempted to entertain. Chapter 7 takes a psychological truism, “we tend to believe what we think others believe” and turns it around: We tend to think others believe what we believe. This chapter examines a set of cognitive, social, and motivational processes that prompt us to overestimate the extent to which others share our beliefs, further bolstering our credulity.

Part III adopts a case study approach by bringing all the mechanisms introduced in Parts I and II together in an attempt to understand the origins and durability of several widely held but empirically dubious beliefs. These include beliefs in the efficacy of untested or ineffective health practices (Chapter 8), in the effectiveness of self-defeating interpersonal strategies (Chapter 9), and in the existence of ESP (Chapter 10). These chapters necessarily tread more lightly at times, for it cannot always be said with certainty that the beliefs under examination are false. Nevertheless, there is a notable gap in all cases between belief and evidence, and it is this gap that these chapters seek to explain.

Part IV ends the book with a discussion of how we might improve the way we evaluate the evidence of everyday life, and thus how we can steer clear of erroneous beliefs.

WHY WORRY ABOUT ERRONEOUS BELIEFS?

It is a great discredit to humankind that a species as magnificant as the rhinoceros can be so endangered. Their numbers thinned by the encroachment of civilization in the first half of this century, they now face the menace of deliberate slaughter. In the last 15 years, 90% of the rhinos in Africa have been killed by poachers who sell their horns on the black market. The horns fetch a high price in the Far East where they are used, in powdered form, to reduce fevers, cure headaches, and (less commonly) increase sexual potency. As a consequence of this senseless killing, there are now only a few thousand black rhinos left in Africa, and even fewer in Asia and Indonesia.8

Unhappily, the rhinoceros is not alone in this plight. Six hundred black bears were killed in the Great Smoky Mountains during the last three years, their gall bladders exported to Korea where they are thought to be an effective aid for indigestion (bears, the logic runs, are omnivores and are rarely seen to be ill). To understand the severity of this slaughter, it should be noted that the entire bear population in the Great Smoky Mountains at any one time is estimated to be approximately six hundred. A recent raid of a single black-market warehouse in San Francisco uncovered 40,000 seal penises that were to be sold, predictably, for use as aphrodisiacs. The Chinese green-haired turtle has been trapped to near extinction, in part because the Taiwanese believe that it can cure cancer. The list of species that have been slaughtered in the service of human superstition could go on and on.9

I mention these depressing facts to provide an unconventional answer to the familiar questions of “What’s wrong with a few questionable beliefs?” or “Why worry about a little superstition?” This senseless killing makes it clear that the costs of our superstitions are real and severe, and that they are paid for not only by ourselves but by others—including other species. That our mistaken beliefs about aphrodisiacs and cancer cures have brought a number of species to the brink of extinction should challenge our own species to do better—to insist on clearer thinking and the effort required to obtain more valid beliefs about the world. “A little superstition” is a luxury we should not be allowed and can ill afford.

Of course, there are other, more conventional answers to this question of what is wrong with having a few questionable beliefs, answers that focus more on the costs to the believers themselves. The most striking are those cases we all hear about from time to time in which someone dies because a demonstrably effective medical treatment was ignored in favor of some quack therapy. Consider the fate of 7 year-old Rhea Sullins.10 Her father was once president of the American Natural Hygiene Society, which advocates “natural” cures such as fasting and the consumption of fruit and vegetable juices in lieu of drugs and other conventional treatments. When Rhea became ill, her father put her on a water-only fast for 18 days and then on a diet of fruit juice for 17 more. She died of malnutrition at the end of this regimen. I trust the reader has read about a number of similar cases elsewhere. Is there anything more pitiful than a life lost in the service of some unsound belief? As the tragedies of people like Rhea Sullins make clear, there are undeniable benefits in perceiving and understanding the world accurately, and terrible costs in tolerating mistakes.

There is still another, less direct price we pay when we tolerate flawed thinking and superstitious belief. It is the familiar problem of the slippery slope: How do we prevent the occasional acceptance of faulty reasoning and erroneous beliefs from influencing our habits of thought more generally? Thinking straight about the world is a precious and difficult process that must be carefully nurtured. By attempting to turn our critical intelligence off and on at will, we risk losing it altogether, and thus jeopardize our ability to see the world clearly. Furthermore, by failing to fully develop our critical faculties, we become susceptible to the arguments and exhortations of those with other than benign intentions. In the words of Stephen Jay Gould, “When people learn no tools of judgment and merely follow their hopes, the seeds of political manipulation are sown.”11 As individuals and as a society, we should be less accepting of superstition and sloppy thinking, and should strive to develop those “habits of mind” that promote a more accurate view of the world.
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Cognitive Determinants
of Questionable Beliefs








2
Something Out of Nothing


The Misperception and Misinterpretation of Random Data


The human understanding supposes a greater degree of order and equality in things than it really finds; and although many things in nature be sui generis and most irregular, will yet invest parallels and conjugates and relatives where no such thing is.

Francis Bacon, Novum Organum





In 1677, Baruch Spinoza wrote his famous words, “Nature abhors a vacuum,” to describe a host of physical phenomena. Three hundred years later, it seems that his statement applies as well to human nature, for it too abhors a vacuum. We are predisposed to see order, pattern, and meaning in the world, and we find randomness, chaos, and meaninglessness unsatisfying. Human nature abhors a lack of predictability and the absence of meaning. As a consequence, we tend to “see” order where there is none, and we spot meaningful patterns where only the vagaries of chance are operating.

People look at the irregularities of heavenly bodies and see a face on the surface of the moon or a series of canals on Mars. Parents listen to their teenagers’ music backwards and claim to hear Satanic messages in the chaotic waves of noise that are produced.1 While praying for his critically ill son, a man looks at the wood grain on the hospital room door and claims to see the face of Jesus; hundreds now visit the clinic each year and confirm the miraculous likeness.2 Gamblers claim that they experience hot and cold streaks in random rolls of the dice, and they alter their bets accordingly.

The more one thinks about Spinoza’s phrase, the better it fits as a description of human nature. Nature does not “abhor” a vacuum in the sense of “to loathe” or “to regard with extreme repugnance” (Webster’s definition). Nature has no rooting interest. The same is largely true of human nature as well. Often we impose order even when there is no motive to do so. We do not “want” to see a man in the moon. We do not profit from the illusion. We just see it.

The tendency to impute order to ambiguous stimuli is simply built into the cognitive machinery we use to apprehend the world. It may have been bred into us through evolution because of its general adaptiveness: We can capitalize on ordered phenomena in ways that we cannot on those that are random. The predisposition to detect patterns and make connections is what leads to discovery and advance. The problem, however, is that the tendency is so strong and so automatic that we sometimes detect coherence even when it does not exist.

This touches on a theme that will be raised repeatedly in this book. Many of the mechanisms that distort our judgments stem from basic cognitive processes that are usually quite helpful in accurately perceiving and understanding the world. The structuring and ordering of stimuli is no exception. Ignaz Semmelweis detected a pattern in the occurrence of childbed fever among women who were assisted in giving birth by doctors who had just finished a dissection. His observation led to the practice of antisepsis. Charles Darwin saw order in the distribution of different species of finches in the Galapagos, and his insight furthered his thinking about evolution and natural selection.

Clearly, the tendency to look for order and to spot patterns is enormously helpful, particularly when we subject whatever hunches it generates to further, more rigorous test (as both Semmelweis and Darwin did, for example). Many times, however, we treat the products of this tendency not as hypotheses, but as established facts. The predisposition to impose order can be so automatic and so unchecked that we often end up believing in the existence of phenomena that just aren’t there.

To get a better sense of how our structuring of events can go awry, it is helpful to take a closer look at a specific example. The example comes from the world of sports, but the reader who is not a sports fan need not dismay. The example is easy to follow even if one knows nothing about sports, and the lessons it conveys are quite general.

THE MISPERCEPTION OF RANDOM EVENTS


“If I’m on, I find that confidence just builds…. you feel nobody can stop you. It’s important to hit that first one, especially if it’s a swish. Then you hit another, and … you feel like you can do anything.”

—World B. Free





I must caution the reader not to construe the sentences above as two distinct quotations, the first a statement about confidence, and the second an anti-imperialist slogan. Known as Lloyd Free before legally changing his first name, World B. Free is a professional basketball player. His statement captures a belief held by nearly everyone who plays or watches the sport of basketball, a belief in a phenomenon known as the “hot hand.” The term refers to the putative tendency for success (and failure) in basketball to be self-promoting or self-sustaining. After making a couple of shots, players are thought to become relaxed, to feel confident, and to “get in a groove” such that subsequent success becomes more likely. In contrast, after missing several shots a player is considered to have “gone cold” and is thought to become tense, hesitant, and less likely to make his next few shots.

The belief in the hot hand, then, is really one version of a wider conviction that “success breeds success” and “failure breeds failure” in many walks of life. In certain areas it surely does. Financial success promotes further financial success because one’s initial good fortune provides more capital with which to wheel and deal. Success in the art world promotes further success because it earns an artist a reputation that exerts a powerful influence over people’s judgments of inherently ambiguous stimuli. However, there are other areas—gambling games immediately come to mind—where the belief may be just as strongly held, but where the phenomenon simply does not exist. What about the game of basketball? Does success in this sport tend to be self-promoting?

My colleagues and I have conducted a series of studies to answer this question.3 The first step, as always, involved translating the idea of the hot hand into a testable hypothesis. If a player’s performance is subject to periods of hot and cold shooting, then he should be more likely to make a shot after making his previous shot (or previous several shots) than after missing his previous shot. This implies, in turn, that a player’s hits (and misses) should cluster together more than one would expect by chance. We interviewed 100 knowledgeable basketball fans to determine whether this constitutes an appropriate interpretation of what people mean by the hot hand. Their responses indicated that it does: 91% thought that a player has “a better chance of making a shot after having just made his last two or three shots than he does after having just missed his last two or three shots.” In fact, when asked to consider a hypothetical player who makes 50% of his shots, they estimated that his shooting percentage would be 61% “after having just made a shot,” and 42% “after having just missed a shot.” Finally, 84% of the respondents thought that “it is important to pass the ball to someone who has just made several shots in a row.”

To find out whether players actually shoot in streaks, we obtained the shooting records of the Philadelphia 76ers during the 1980-81 season. (The 76ers are the only team, we were told, who keep records of the order in which a player’s hits and misses occurred, rather than simple cumulative totals.) We then analyzed these data to determine whether players’ hits tended to cluster together more than one would expect by chance. Table 2.1 presents the relevant data. Contrary to the expectations expressed by our sample of fans, players were not more likely to make a shot after making their last one, two, or three shots than after missing their last one, two, or three shots. In fact, there was a slight tendency for players to shoot better after missing their last shot. They made 51% of their shots after making their previous shot, compared to 54% after missing their previous shot; 50% after making their previous two shots, compared to 53% after missing their previous two; 46% after making three in a row, compared to 56% after missing three in a row. These data flatly contradict the notion that “success breeds success” in basketball and that hits tend to follow hits and misses tend to follow misses.

We also examined each player’s performance record to determine whether the number of streaks of various lengths exceeded the number to be expected if individual shots were statistically independent. Were there more streaks of, say, 4, 5, or 6 hits in a row than chance would allow? Were there more, for example, than the number of streaks of 4, 5, or 6 heads in a row that one observes when flipping coins? The relevant statistical tests indicated that there was no such tendency. A variety of additional, more complicated, analyses led to the same conclusion: A player’s performance on a given shot is independent of his performance on previous shots. (It is interesting to note that an interview with eight members of the 76ers that year revealed that these very players believed that they tended to shoot in streaks.)

Table 2.1 Probability of Making a Shot Conditioned on the Outcome of Previous Shots for Nine Members of the 76ers













	Player

	P(x|ooo)

	P(x|oo)

	P(x|o)

	P(x)

	P(x|x)

	P(x|xx)

	P(x|xxx)

	r




	
C. Richardson


	
.50


	
.47


	
.56


	
.50


	
.49


	
.50


	
.48


	
−.02





	
J. Erving


	
.52


	
.51


	
.51


	
.52


	
.53


	
.52


	
.48


	
.02





	
L. Hollins


	
.50


	
.49


	
.46


	
.46


	
.46


	
.46


	
.32


	
.00





	
M. Cheeks


	
.77


	
.60


	
.60


	
.56


	
.55


	
.54


	
.59


	
−.04





	
C. Jones


	
.50


	
.48


	
.47


	
.47


	
.45


	
.43


	
.27


	
−.02





	
A. Toney


	
.52


	
.53


	
.51


	
.46


	
.43


	
.40


	
.34


	
−.08





	
B. Jones


	
.61


	
.58


	
.58


	
.54


	
.53


	
.47


	
.53


	
−.05





	
S. Mix


	
.70


	
.56


	
.52


	
.52


	
.51


	
.48


	
.36


	
−.02





	
D. Dawkins


	
.88


	
.73


	
.71


	
.62


	
.57


	
.58


	
.51


	
−.14





	
Mean =


	
.56


	
.53


	
.54


	
.52


	
.51


	
.50


	
.46


	
−.04





	NOTE: x = a hit; o = a miss. r = the correlation between the outcomes of consecutive shots







How can we reconcile the widespread belief in the hot hand with the startling disconfirmation provided by these data? Most people’s first response is to insist that the belief is valid and the data are not. The hot hand exists, the argument goes, it just did not show up in our sample of data. Perhaps it did not appear because being hot is perfectly compensated for by a hot player’s tendency to take more difficult shots or receive more attention by the defensive team. The hot hand may have been masked, in other words, by other phenomena that work in the opposite direction. To test such an alternative interpretation, one must examine players’ performance records when the difficulty of the shot and the amount of defensive pressure have been held constant. The most direct way of doing so is to examine players’ “free-throw” records—penalty shots taken in pairs from the same distance and without defensive pressure. If success promotes success, then we would expect a player’s shooting percentage on his second shot to be higher after making his first shot than after missing his first. It is not. Our analysis of two seasons of free-throw statistics by the Boston Celtics indicate that the outcomes of consecutive free throws are independent. On average, the players made 75% of their second free throws after making their first, and 75% after missing their first.

Still unconvinced, a number of people have tried to salvage their belief in the hot hand by suggesting that perhaps we have not adequately captured what is meant by the term (our initial survey results notwithstanding). Perhaps players’ hits and misses do not cluster together more than do heads and tails, but, unlike coin flips, the player can predict in advance whether he is likely to make the next shot. In other words, maybe the hot hand really refers to the predictability of hits and misses rather than the clustering together of success with success and failure with failure.

This too was tested and found wanting. We asked a group of college basketball players to take 100 shots from along an arc that was everywhere an equal distance from the basket. Before each shot the players chose either a risky or conservative bet corresponding to whether they felt more or less likely to make their upcoming shot. The results indicated that the players believed that they shot in streaks: They tended to make risky bets after hitting their previous shot and conservative bets after missing their previous shot. However, there was no correlation between the outcome of consecutive shots, and hence no connection between their bets and the outcome of the next shot. In other words, not only do players fail to shoot in streaks, but they cannot predict in advance whether they are likely to make a given shot. Even according to this revised definition, the hot hand does not seem to exist.

Why Players Seem to Shoot in Streaks. It is important to note that although a player’s performance record does not contain more or longer streaks than chance would allow, it does not mean that the player’s performance is chance determined. It is not. Whether a given shot is hit or missed is determined by a host of non-chance factors, foremost among them being the skill of the offensive and defensive players involved. However, one factor that does not influence the outcome, or does not have any predictable influence, is the outcome of the previous shot(s). That is what our research shows.

This qualification aside, why do people believe in the hot hand when it does not exist? There are at least two possible explanations. The first involves the tendency for people’s preconceptions to bias their interpretations of what they see. Because people have theories about how confidence affects performance, they may expect to see streak shooting even before watching their first basketball game. This preconception could then influence their interpretation and memory of the game’s events. Streaks of successive hits or misses may stand out and be remembered, while sequences of frequent alternation between the two may go unnoticed and be forgotten. Or, the common occurrence of a shot popping out of the basket after having seemingly been made might be counted as a “near miss” if the player had made his last several shots, but as evidence of being extremely cold if the player had missed his last several shots.4 (The biasing effects of people’s theories and preconceptions is discussed more thoroughly in Chapter 4.)

A second explanation involves a process that appears to be more fundamental, and thus operates even in the absence of any explicit theories people might have. Psychologists have discovered that people have faulty intuitions about what chance sequences look like.5 People expect sequences of coin flips, for example, to alternate between heads and tails more than they actually do. Because chance produces less alternation than our intuition leads us to expect, truly random sequences look too ordered or “lumpy.” Streaks of 4, 5, or 6 heads in a row clash with our expectations about the behavior of a fair coin, although in a series of 20 tosses there is a 50-50 chance of getting 4 heads in a row, a 25 percent chance of five in a row, and a 10 percent chance of a streak of six. Because the average basketball player makes about 50% of his shots, he has a reasonably good chance of looking like he has the hot hand by making four, five, or even six shots in a row if he takes 20 shots in a game (as many players do).

To determine whether this general misconception of the laws of chance might be responsible for the belief in the hot hand, we showed basketball fans sequences of X’s and O’s that we told them represented a player’s hits and misses in a basketball game. We also asked them to indicate whether each sequence constituted an example of streak shooting. For instance, one of the sequences was OXXXOXXXOXXOOOXOOXXOO, a sequence in which the order of hits and misses is perfectly random.* Nevertheless, 62% of our subjects thought that it constituted streak shooting.

Note that although these judgments are wrong, it is easy to see why they were made. The sequence above does look like streak shooting. Six of the first eight shots were hits, as were eight of the first eleven! Thus, players and fans are not mistaken in what they see: Basketball players do shoot in streaks. But the length and frequency of such streaks do not exceed the laws of chance and thus do not warrant an explanation involving factors like confidence and relaxation that comprise the mythical concept of the hot hand. Chance works in strange ways, and the mistake made by players and fans lies in how they interpret what they see.

The Clustering Illusion. The intuition that random events such as coin flips should alternate between heads and tails more than they do has been described by statisticians as a “clustering illusion.” Random distributions seem to us to have too many clusters or streaks of consecutive outcomes of the same type, and so we have difficulty accepting their true origins. The term illusion is well-chosen because, like a perceptual illusion, it is not eliminated by repeated examination.6

Consider the picture of St. Louis’s Gateway Arch depicted in Figure 2.1.7 The arch is one of the world’s largest optical illusions: It appears to be much taller than it is wide, although its height and base are equal in length. More important, even when one is told that the height and base are equal, they still do not seem to be. The illusion cannot be overcome simply by taking another look; only an objective measurement will do. (The reader is encouraged to make the necessary measurements.)

The reaction of the professional basketball world to our research on the hot hand is instructive in this regard. Do those close to the game give up their belief in the hot hand when confronted with the relevant data? Hardly. Red Auerbach, the brains behind what is arguably the most successful franchise in American sports history, the Boston Celtics, had this to say upon hearing about our results: “Who is this guy? So he makes a study. I couldn’t care less.” Another prominent coach, Bobby Knight of the 1987 NCAA champion Indiana Hoosiers, responded by saying“… there are so many variables involved in shooting the basketball that a paper like this really doesn’t mean anything.” These comments are not terribly surprising. Because a truly random arrangement of hits and misses contains a number of streaks of various lengths, the belief in the hot hand should be held most strongly by those closest to the game. Furthermore, simply hearing that the hot hand does not exist, or merely taking another look at the game is not sufficient to disabuse oneself of this belief. It is only through the kind of objective assessment we performed that the illusion can be overcome.

Judgment by Representativeness. In the grand scheme of things, whether or not basketball players shoot in streaks is not particularly important. What is important is the suggestion—conveyed with unusual clarity by the basketball example—that people chronically misconstrue random events, and that there may be other cases in which truly random phenomena are erroneously thought to be ordered and “real.” If so, we arrive at the more critical question of why people expect random sequences to alternate more than they do. Why, beyond noting that human nature abhors a vacuum, do people fall prey to the clustering illusion?

Figure 2.1 Gateway Arch
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The best explanation to date of the misperception of random sequences is offered by psychologists Daniel Kahneman and Amos Tversky, who attribute it to people’s tendency to be overly influenced by judgments of “representativeness.”8 Representativeness can be thought of as the reflexive tendency to assess the similarity of outcomes, instances, and categories on relatively salient and even superficial features, and then to use these assessments of similarity as a basis of judgment. People assume that “like goes with like”: Things that go together should look as though they go together. We expect instances to look like the categories of which they are members; thus, we expect someone who is a librarian to resemble the prototypical librarian. We expect effects to look like their causes; thus, we are more likely to attribute a case of heartburn to spicy rather than bland food, and we are more inclined to see jagged handwriting as a sign of a tense rather than a relaxed personality.

Judgment by representativeness is often valid and helpful because objects, instances, and categories that go together often do in fact share a resemblance. Many librarians fit the prototype of a librarian—after all, the prototype came from somewhere. Causes often resemble their effects: All else being equal, “bigger” effects require “bigger” causes, complex effects stem from complex causes, etc. It is the overapplication of representativeness that gets us into trouble. All else is not always equal. Not all librarians are prototypical; Some big effects (e.g., an epidemic) have humble causes (e.g., a virus) and some complex effects (e.g., the alteration of a region’s ecological balance) have simple causes (e.g., the introduction of a single pesticide).

It is easy to see how judgment by representativeness could contribute to the clustering illusion. In the case of coin flipping, one of the most salient features of a fair coin is the set of outcomes it produces—an approximate 50-50 split of heads and tails. In examining a sequence of coin flips, this 50-50 feature of the coin is automatically compared to the sequence of outcomes itself. If the sequence is split roughly 50-50, it strikes us as random because the outcome appears representative of a random generating process. A less even split is harder to accept. These intuitions are correct, but only in the long term. The law of averages (called the “law of large numbers” by statisticians) ensures that there will be close to a 50-50 split after a large number of tosses. After only a few tosses, however, even very unbalanced splits are quite likely. There is no “law of small numbers.”

The clustering illusion thus stems from a form of over-generalization: We expect the correct proportion of heads and tails or hits and misses to be present not only globally in a long sequence, but also locally in each of its parts. A sequence like the one shown previously with 8 hits in the first 11 shots does not look random because it deviates from the expected 50-50 split. In such a short sequence, however, such a split is not terribly unlikely.

Misperceptions of Random Dispersions. The hot hand is not the only erroneous belief that stems from the compelling nature of the clustering illusion. People believe that fluctuations in the prices of stocks on Wall Street are far more patterned and predictable than they really are. A random series of changes in stock prices simply does not look random; it seems to contain enough coherence to enable a wily investor to make profitable predictions of future value from past performance. People who work in maternity wards witness streaks of boy births followed by streaks of girl births that they attribute to a variety of mysterious forces like the phases of the moon. Here too, the random sequences of births to which they are exposed simply do not look random.

The clustering illusion also affects our assessments of spatial dispersions. As noted earlier, people “see” a face on the surface of the moon and a series of canals on Mars, and many people with a religious orientation have reported seeing the likeness of various religious figures in unstructured stimuli such as grains of wood, cloud formations, even skillet burns. A particularly clear illustration of this phenomenon occurred during the latter stages of World War II, when the Germans bombarded London with their “vengeance weapons”—the V-1 buzz bomb and the V-2 rocket. During this “Second Battle of London,” Londoners asserted that the weapons appeared to land in definite clusters, making some areas of the city more dangerous than others.9 However, an analysis carried, out after the war indicated that the points of impact of these weapons were randomly dispersed throughout London.10 Although with time the Germans became increasingly accurate in terms of having a higher percentage of these weapons strike London, within this general target area their accuracy was sufficiently limited that any location was as likely to be struck as any other.

Still, it is hard not to empathize with those who thought the weapons fell in clusters. A random dispersion of events often does not look random, as Figure 2.2 indicates. This figure shows the points of impact of 67 V-1 bombs in Central London.11 Even after learning the results of the proper statistical analysis, the points do not look randomly dispersed. The lower right quadrant looks devastated and the upper left quadrant also looks rather hard hit; the upper right and lower left quadrants, however, appear to be relatively tranquil. We can easily imagine how the presence of special target areas could have seemed to Londoners to be an “irresistible product of their own experience.”

A close inspection of Figure 2.2 sheds further light on why people “detect” order in random dispersions. Imagine Figure 2.2 being bisected both vertically and horizontally, creating four quadrants of equal area. As already discussed, this results in an abundance of points in the upper-left and lower-right quadrants, and a dearth of points in the other two areas. In fact, the appropriate statistical test shows this clustering to be a significant departure from an independent, random dispersion.* In other words, when the dispersion of points is carved up in this particular way, non-chance clusters can be found. It is the existence of such clusters, no doubt, that creates the impression that the bombs did not fall randomly over London.

Figure 2.2 Points of Impact of 67 V-1 Bombs in Central London
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But why carve the map this way? (Indeed, why conduct the statistical analysis only on the data from this particular area of London?) Why not bisect this figure with two diagonal lines? Bisected that way, there are no significant clusters.

The important point here is that with hindsight it is always possible to spot the most anomalous features of the data and build a favorable statistical analysis around them. However, a properly-trained scientist (or simply a wise person) avoids doing so because he or she recognizes that constructing a statistical analysis retrospectively capitalizes too much on chance and renders the analysis meaningless. To the scientist, such apparent anomalies merely suggest hypotheses that are subsequently tested on other, independent sets of data. Only if the anomaly persists is the hypothesis to be taken seriously.

Unfortunately, the intuitive assessments of the average person are not bound by these constraints. Hypotheses that are formed on the basis of one set of results are considered to have been proven by those very same results. By retrospectively and selectively perusing the data in this way, people tend to make too much of apparent anomalies and too often end up detecting order where none exists.

CEMENTING OUR MISPERCEPTIONS WITH CAUSAL THEORIES

The main thrust of these examples, and the major point of this chapter, lies in the inescapable conclusion that our difficulty in accurately recognizing random arrangements of events can lead us to believe things that are not true—to believe something is systematic, ordered, and “real” when it is really random, chaotic, and illusory. Thus, one of the most fundamental tasks that we face in accurately perceiving and understanding our world—that of determining whether there is a phenomenon “out there” that warrants attention and explanation—is a task that we perform imperfectly.

Furthermore, once we suspect that a phenomenon exists, we generally have little trouble explaining why it exists or what it means. People are extraordinarily good at ad hoc explanation. According to past research, if people are erroneously led to believe that they are either above or below average at some task, they can explain either their superior or inferior performance with little difficulty.12 If they are asked to account for how a childhood experience such as running away from home could lead during adulthood to outcomes as diverse as suicide or a job in the Peace Corps, they can do so quite readily and convincingly.13 To live, it seems, is to explain, to justify, and to find coherence among diverse outcomes, characteristics, and causes. With practice, we have learned to perform these tasks quickly and effectively.

A dramatic illustration of our facility with ad hoc explanation comes from research on split-brain patients. In nearly all of these patients, language ability is localized in the left cerebral hemisphere, as it is in most people. The one difference between split-brain patients and other individuals is that communication between the two hemispheres is prevented in the split-brain patient because of a severed corpus callosum. Imagine, then, that two different pictures are presented to the two hemispheres of a split-brain patient. A picture of a snow-filled meadow is presented to the nonverbal right hemisphere (by presenting it in the left visual field). Simultaneously, a picture of a bird’s claw is presented to the verbal left hemisphere (by presenting it in the right visual field). Afterwards, the patient is asked to select from an array of pictures the one that goes with the stimuli he or she had just seen.

What happens? The usual response is that the patient selects two pictures. In this instance, the person’s left hand (controlled by the right hemisphere) might select a shovel to go with the snow scene originally presented to the right hemisphere. At the same time, the right hand (controlled by the left hemisphere) might select a picture of a chicken to go with the claw originally presented to the left hemisphere. Both responses fit the relevant stimulus because the response mode—pointing—is one that can be controlled by each cerebral hemisphere. The most interesting response occurs when the patient is asked to explain the choices he or she made. Here we might expect some difficulty because the verbal response mode is controlled solely by the left hemisphere. However, the person generally provides an explanation without hesitation: “Oh, that’s easy. The chicken claw goes with the chicken and you need a shovel to clean out the chicken shed.”14 Note that the real reason the subject pointed to the shovel was not given, because the snow scene that prompted the response is inaccessible to the left hemisphere that must fashion the verbal explanation. This does not stop the person from giving a “sensible” response: He or she examines the relevant output and invents a story to account for it. It is as if the left hemisphere contains an explanation module along with, or as part of, its language center—an explanation module that can quickly and easily make sense of even the most bizarre patterns of information.15

OEBPS/images/img01_1-2.png
|¥p)





OEBPS/images/img01_017.png





OEBPS/images/img01_020.png





OEBPS/images/9781439106747.jpg
WY

[10W i
W N
Koy @
WHATISNT

v, | JLIISHII






