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The Bell Curve Phenomenon

“The Bell Curve’s implications will be as profound for the beginning of the new century as Michael Harrington’s discovery of ‘the other America’ was for the final part of the old. Richard Herrnstein’s bequest to us is a work of great value. Charles Murray’s contribution goes on.”

—Chester E. Finn, Jr., Commentary

“[The authors] have been cast as racists and elitists and The Bell Curve has been dismissed as pseudoscience . . . . The book’s message cannot be dismissed so easily. Herrnstein and Murray have written one of the most provocative social science books published in many years . . . . This is a superbly written and exceedingly well documented book.”

—Prof. Thomas J. Bouchard, Contemporary Psychology

“The Bell Curve is a comprehensive treatment of its subject, never mean-spirited or gloating. It gives a fair hearing to those who dissent scientifically from its propositions—in fact, it bends over backward to be fair . . . . Among the dozens of hostile articles that have thus far appeared, none has successfully refuted any of its science.”

—Christopher Caldwell, American Spectator

“Mr. Murray and Mr. Herrnstein write that ‘for the last 30 years, the concept of intelligence has been a pariah in the world of ideas,’ and that the time has come to rehabilitate rational discourse on the subject. It is hard to imagine a democratic society doing otherwise.”

—Malcolme W. Browne, The New York Times Book Review

“Richard Herrnstein and Charles Murray might not feel at home with Daniel Patrick Moynihan and Lani Guinier, but they should . . . . They have all [made] brave attempts to force a national debate on urgent matters that will not go away. And they have met the same fate. Once again, academia and the mass media are straining every muscle to suppress debate.”

—Prof. Eugene D. Genovese, National Review

“The first reactions to The Bell Curve were expressions of public outrage. In the second round of reaction, some commentators suggested that Herrnstein and Murray were merely bringing up facts that were well known in the scientific community, but perhaps best not discussed in public. A Papua New Guinea language has a term for this, Mokita. It means ‘truth that we all know, but agree not to talk about.’ . . . There are fascinating questions here for those interested in the interactions between sociology, economics, anthropology and cognitive science. We do not have the answers yet. We may need them soon, for policy makers who rely on Mokita are flying blind.”

—Prof. Earl Hunt, American Scientist

“From beginning to end, it is apparent that Herrnstein and Murray are eminently reasonable, responsible, civilized and compassionate human beings. Throughout their work opposing arguments and schools of thought are assiduously canvassed. Readers are alerted over and over again to contrary views and differing interpretations of the evidence presented. The expository chapters are written without jargon. The prose is exceptionally lucid, often elegant; far from being a boring, heavy-footed tome, the book is a good read from start to finish.”

—Prof. E. L. Patullo, Society

“This is one of the most sober, responsible, thorough and thoughtful books to be published in years. I don’t happen to agree with everything in it, but that is beside the point.”

—Thomas Sowell, author of Race and Culture: A World View
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For JULIA, MAX, JAMES, NARISARA, SARAWAN, ANNA, AND BENNETT

We wrote with your world in our thoughts


There is a most absurd and audacious Method of reasoning avowed by some Bigots and Enthusiasts, and through Fear assented to by some wiser and better Men; it is this. They argue against a fair Discussion of popular Prejudices, because, say they, tho’ they would be found without any reasonable Support, yet the Discovery might be productive of the most dangerous Consequences. Absurd and blasphemous Notion! As if all Happiness was not connected with the Practice of Virtue, which necessarily depends upon the Knowledge of Truth.

EDMUND BURKE

A Vindication of Natural Society
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A Note to the Reader

We have designed The Bell Curve to be read at several levels.

At the simplest level, it is only about thirty pages long. Each chapter except the Introduction and the final two chapters opens with a precis of the main findings and conclusions minus any evidence for them, written in an informal style free of technical terms. You can get a good idea of what we have to say by reading just those introductory essays.

The next level is the main text. It is accessible to anyone who enjoys reading, for example, the science section of the news magazines. No special knowledge is assumed; everything you need to know to follow all of the discussion is contained within the book. The main text does include considerable technical material, however. The documentation becomes especially extensive when we come to a topic so controversial that many readers will have a “This can’t possibly be true” reaction.

Sprinkled throughout the book are boxes that add more detail, discuss alternative ways of thinking about the data, or relate tidbits that don’t quite fit in the text. You may skip any of these without interrupting the flow of the narrative, but we think they add something (or they wouldn’t be there), and we encourage you to dip into them.

The endnotes provide the usual scholarly references. Some of them, indicated in text by endnote numbers enclosed in brackets, add short discussions that will be of interest mostly to specialists.

Finally, the appendixes elaborate on key issues. For example, readers who come to the book unfamiliar with statistics will find that Appendix 1 supplies the basics; if you want to know more about the debate over cultural bias in intelligence tests, Appendix 5 guides you through the literature on that issue; and so on. Other appendixes lay out the statistical detail that could not be fit into the main text and was too bulky for a note.

Regarding those pesky impersonal third-person singular pronouns and other occasions when the authors must assign a gender to a fictitious person used to illustrate a point, it seems to us there is a simple, fair solution, which we hereby endorse: Unless there are obvious reasons not to, use the gender of the first author. We use he throughout.



Preface

This book is about differences in intellectual capacity among people and groups and what those differences mean for America’s future. The relationships we will be discussing are among the most sensitive in contemporary America—so sensitive that hardly anyone writes or talks about them in public. It is not for lack of information, as you will see. On the contrary, knowledge about the connections between intelligence and American life has been accumulating for years, available in the journals held by any good university library and on the computer tapes and disks of public use databases.

People have shied from the topic for many reasons. Some think that the concept of intelligence has been proved a fraud. Others recall totalitarian eugenic schemes based on IQ scores or worry about such schemes arising once the subject breaks into the open. Many fear that discussing intelligence will promote racism.

The friends and colleagues whose concerns we take most seriously say something like this: “Yes, we acknowledge that intelligence is important and that people differ. But the United States is founded on the principle that people should be equal under the law. So what possible relevance can individual differences in intelligence have to public policy? What good can come of writing this book?” In answer, we ask these friends and you, the reader, to share for a moment our view of the situation, perhaps suppressing some doubts and assuming as true things that we will subsequently try to prove are true. Here is our story:

A great nation, founded on principles of individual liberty and self-government that constitute the crowning achievement of statecraft, approaches the end of the twentieth century. Equality of rights—another central principle—has been implanted more deeply and more successfully than in any other society in history. Yet even as the principle of equal rights triumphs, strange things begin to happen to two small segments of the population.

In one segment, life gets better in many ways. The people in this group are welcomed at the best colleges, then at the best graduate and professional schools, regardless of their parents’ wealth. After they complete their education, they enter fulfilling and prestigious careers. Their incomes continue to rise even when income growth stagnates for everyone else. By their maturity, these fortunate ones commonly have six-figure incomes. Technology works in their behalf, expanding their options and their freedom, putting unprecedented resources at their command, enhancing their ability to do what they enjoy doing. And as these good things happen to them, they gravitate to one another, increasingly enabled by their affluence and by technology to work together and live in one another’s company—and in isolation from everybody else.

In the other group, life gets worse, and its members collect at the bottom of society. Poverty is severe, drugs and crime are rampant, and the traditional family all but disappears. Economic growth passes them by. Technology is not a partner in their lives but an electronic opiate. They live together in urban centers or scattered in rural backwaters, but their presence hovers over the other parts of town and countryside as well, creating fear and resentment in the rest of society that is seldom openly expressed but festers nonetheless.

Pressures from these contrasting movements at the opposite ends of society put terrific stress on the entire structure. The mass of the nation belongs to neither group, but their lives are increasingly shaped by the power of the fortunate few and the plight of the despairing few. The culture’s sense of what is right and wrong, virtuous and mean, attainable and unattainable—most important, its sense of how people are to live together—is altered in myriad ways. The fragile web of civility, mutual regard, and mutual obligations at the heart of any happy society begins to tear.

In trying to think through what is happening and why and in trying to understand thereby what ought to be done, the nation’s social scientists and journalists and politicians seek explanations. They examine changes in the economy, changes in demographics, changes in the culture. They propose solutions founded on better education, on more and better jobs, on specific social interventions. But they ignore an underlying element that has shaped the changes: human intelligence—the way it varies within the American population and its crucially changing role in our destinies during the last half of the twentieth century. To try to come to grips with the nation’s problems without understanding the role of intelligence is to see through a glass darkly indeed, to grope with symptoms instead of causes, to stumble into supposed remedies that have no chance of working.

We are not indifferent to the ways in which this book, wrongly construed, might do harm. We have worried about them from the day we set to work. But there can be no real progress in solving America’s social problems when they are as misperceived as they are today. What good can come of understanding the relationship of intelligence to social structure and public policy? Little good can come without it.
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Introduction

That the word intelligence describes something real and that it varies from person to person is as universal and ancient as any understanding about the state of being human. Literate cultures everywhere and throughout history have had words for saying that some people are smarter than others. Given the survival value of intelligence, the concept must be still older than that. Gossip about who in the tribe is cleverest has probably been a topic of conversation around the fire since fires, and conversation, were invented.

Yet for the last thirty years, the concept of intelligence has been a pariah in the world of ideas. The attempt to measure it with tests has been variously dismissed as an artifact of racism, political reaction, statistical bungling, and scholarly fraud. Many of you have reached this page assuming that these accusations are proved. In such a context comes this book, blithely proceeding on the assumption that intelligence is a reasonably well-understood construct, measured with accuracy and fairness by any number of standardized mental tests. The rest of this book can be better followed if you first understand why we can hold such apparently heterodox views, and for this it is necessary to know something about the story of measured intelligence.

INTELLIGENCE ASCENDANT

Variation in intelligence became the subject of productive scientific study in the last half of the nineteenth century, stimulated, like so many other intellectual developments of that era, by Charles Darwin’s theory of evolution. Darwin had asserted that the transmission of inherited intelligence was a key step in human evolution, driving our simian ancestors apart from the other apes. Sir Francis Galton, Darwin’s young cousin and already a celebrated geographer in his own right, seized on this idea and set out to demonstrate its continuing relevance by using the great families of Britain as a primary source of data. He presented evidence that intellectual capacity of various sorts ran in families in Hereditary Genius, published just a decade after the appearance of Origin of Species in 1859. So began a long and deeply controversial association between intelligence and heredity that remains with us today.1

Galton realized that he needed a precise, quantitative measure of the mental qualities he was trying to analyze, and thus he was led to put in formal terms what most people had always taken for granted: People vary in their intellectual abilities and the differences matter, to them personally and to society.2 Not only are some people smarter than others, said Galton, but each person’s pattern of intellectual abilities is unique. People differ in their talents, their intellectual strengths and weaknesses, their preferred forms of imagery, their mental vigor.

Working from these observations, Galton tried to devise an intelligence test as we understand the term today: a set of items probing intellectual capacities that could be graded objectively. Galton had the idea that intelligence would surface in the form of sensitivity of perceptions, so he constructed tests that relied on measures of acuity of sight and hearing, sensitivity to slight pressures on the skin, and speed of reaction to simple stimuli. His tests failed, but others followed where Galton had led. His most influential immediate successor, a French psychologist, Alfred Binet, soon developed questions that attempted to measure intelligence by measuring a person’s ability to reason, draw analogies, and identify patterns.3 These tests, crude as they were by modern standards, met the key criterion that Galton’s tests could not: Their results generally accorded with common understandings of high and low intelligence.

By the end of the nineteenth century, mental tests in a form that we would recognize today were already in use throughout the British Commonwealth, the United States, much of continental Europe, and Japan.4 Then, in 1904, a former British Army officer named Charles Spearman made a conceptual and statistical breakthrough that has shaped both the development and much of the methodological controversy about mental tests ever since.5

By that time, considerable progress had been made in statistics. Unlike Galton in his early years, investigators in the early twentieth century had available to them an invaluable number, the correlation coefficient first devised by Galton himself in 1888 and elaborated by his disciple, Karl Pearson.6 Before the correlation coefficient was available, scientists could observe that two variables, such as height and weight, seemed to vary together (the taller the heavier, by and large), but they had no way of saying exactly how much they were related. With Pearson’s r, as the coefficient was labeled, they now could specify “how much” of a relationship existed, on a scale ranging from a minimum of −1 (for perfectly inverse relationships) to +1 (for perfectly direct relationships).

Spearman noted that as the data from many different mental tests were accumulating, a curious result kept turning up: If the same group of people took two different mental tests, anyone who did well (or poorly) on one test tended to do similarly well (or poorly) on the other. In statistical terms, the scores on the two tests were positively correlated. This outcome did not seem to depend on the specific content of the tests. As long as the tests involved cognitive skills of one sort or another, the positive correlations appeared. Furthermore, individual items within tests showed positive correlations as well. If there was any correlation at all between a pair of items, a person who got one of them right tended to get the other one right, and vice versa for those who got it wrong. In fact, the pattern was stronger than that. It turned out to be nearly impossible to devise items that plausibly measured some cognitive skill and were not positively correlated with other items that plausibly measured some cognitive skill, however disparate the pair of skills might appear to be.

The size of the positive correlations among the pairs of items in a test did vary a lot, however, and it was this combination—positive correlations throughout the correlation matrix, but of varying magnitudes—that inspired Spearman’s insight.7 Why are almost all the correlations positive? Spearman asked. Because, he answered, they are tapping into the same general trait. Why are the magnitudes different? Because some items are more closely related to this general trait than others.8

Spearman’s statistical method, an early example of what has since become known as factor analysis, is complex, and we will explore some of those complexities. But, for now, the basis for factor analysis can be readily understood. Insofar as two items tap into the same trait, they share something in common. Spearman developed a method for estimating how much sharing was going on in a given set of data. From almost any such collection of mental or academic test scores, Spearman’s method of analysis uncovered evidence for a unitary mental factor, which he named g, for “general intelligence.” The evidence for a general factor in intelligence was pervasive but circumstantial, based on statistical analysis rather than direct observation. Its reality therefore was, and remains, arguable.

Spearman then made another major contribution to the study of intelligence by defining what this mysterious g represented. He hypothesized that g is a general capacity for inferring and applying relationships drawn from experience. Being able to grasp, for example, the relationship between a pair of words like harvest and yield, or to recite a list of digits in reverse order, or to see what a geometrical pattern would look like upside down, are examples of tasks (and of test items) that draw on g as Spearman conceived of it. This definition of intelligence differed subtly from the more prevalent idea that intelligence is the ability to learn and to generalize what is learned. The course of learning is affected by intelligence, in Spearman’s view, but it was not the thing in itself. Spearmanian intelligence was a measure of a person’s capacity for complex mental work.

Meanwhile, other testers in Europe and America continued to refine mental measurement. By 1908, the concept of mental level (later called mental age) had been developed, followed in a few years by a slightly more sophisticated concept, the intelligence quotient. IQ at first was just a way of expressing a person’s (usually a child’s) mental level relative to his or her contemporaries. Later, as the uses of testing spread, IQ became a more general way to express a person’s intellectual performance relative to a given population. Already by 1917, soon after the concept of IQ was first defined, the U.S. Army was administering intelligence tests to classify and assign recruits for World War I. Within a few years, the letters “IQ” had entered the American vernacular, where they remain today as a universally understood synonym for intelligence.

To this point, the study of cognitive abilities was a success story, representing one of the rare instances in which the new soft sciences were able to do their work with a rigor not too far short of the standards of the traditional sciences. A new specialty within psychology was created, psychometrics. Although the debates among the psychometricians were often fierce and protracted, they produced an expanded understanding of what was involved in mental capacity. The concept of g survived, embedded in an increasingly complex theory of the structure of cognitive abilities.

Because intelligence tests purported to test rigorously an important and valued trait about people (including ourselves and our loved ones), IQ also became one of the most visible and controversial products of social science. The first wave of public controversy occurred during the first decades of the century, when a few testing enthusiasts proposed using the results of mental tests to support outrageous racial policies. Sterilization laws were passed in sixteen American states between 1907 and 1917, with the elimination of mental retardation being one of the prime targets of the public policy. “Three generations of imbeciles are enough,” Justice Oliver Wendell Holmes declared in an opinion upholding the constitutionality of such a law.9 It was a statement made possible, perhaps encouraged, by the new enthusiasm for mental testing.

In the early 1920s, the chairman of the House Committee on Immigration and Naturalization appointed an “Expert Eugenical Agent” for his committee’s work, a biologist who was especially concerned about keeping up the American level of intelligence by suitable immigration policies.10 An assistant professor of psychology at Princeton, Carl C. Brigham, wrote a book entitled A Study of American Intelligence using the results of the U.S. Army’s World War I mental testing program to conclude that an influx of immigrants from southern and eastern Europe would lower native American intelligence, and that immigration therefore should be restricted to Nordic stock (see the box about tests and immigration).11


Fact and Fiction About Immigration and Intelligence Testing



Two stories about early IQ testing have entered the folklore so thoroughly that people who know almost nothing else about that history bring them up at the beginning of almost any discussion of IQ. The first story is that Jews and other immigrant groups were thought to be below average in intelligence, even feebleminded, which goes to show how untrustworthy such tests (and the testers) are. The other story is that IQ tests were used as the basis for the racist immigration policies of the 1920s, which shows how dangerous such tests (and the testers) are.12

The first is based on the work done at Ellis Island by H. H. Goddard, who explicitly preselected his sample for evidence of low intelligence (his purpose was to test his test’s usefulness in screening for feeblemindedness), and did not try to draw any conclusions about the general distribution of intelligence in immigrant groups.13 The second has a stronger circumstantial case: Brigham published his book just a year before Congress passed the Immigration Restriction Act of 1924, which did indeed tip the flow of immigrants toward the western and northern Europeans. The difficulty with making the causal case is that a close reading of the hearings for the bill shows no evidence that Brigham’s book in particular or IQ tests in general played any role.14



Critics responded vocally. Young Walter Lippmann, already an influential columnist, was one of the most prominent, fearing power-hungry intelligence testers who yearned to “occupy a position of power which no intellectual has held since the collapse of theocracy.”15 In a lengthy exchange in the New Republic in 1922 and 1923 with Lewis Terman, premier American tester of the time and the developer of the Stanford-Binet IQ test, Lippmann wrote, “I hate the impudence of a claim that in fifty minutes you can judge and classify a human being’s predestined fitness in life. I hate the pretentiousness of that claim. I hate the abuse of scientific method which it involves. I hate the sense of superiority which it creates, and the sense of inferiority which it imposes.”16

Lippmann’s characterization of the tests and the testers was sometimes unfair and often factually wrong, as Terman energetically pointed out.17 But while Terman may have won the technical arguments, Lippmann was right to worry that many people were eager to find connections between the results of testing and the more chilling implications of social Darwinism. Even if the psychometricians generally made modest claims for how much the tests predicted, it remained true that “IQ”—that single number with the memorable label—was seductive. As Lippmann feared, people did tend to give more credence to an individual’s specific IQ score and make broader generalizations from it than was appropriate. And not least, there was plenty to criticize in the psychometricians’ results. The methods for collecting and analyzing quantitative psychological data were still new, and some basic inferential mistakes were made.

If the tests had been fatally flawed or merely uninformative, they would have vanished. Why this did not happen is one of the stories we will be telling, but we may anticipate by observing that the use of tests endured and grew because society’s largest institutions—schools, military forces, industries, governments—depend significantly on measurable individual differences. Much as some observers wished it were not true, there is often a need to assess differences between people as objectively, fairly, and efficiently as possible, and even the early mental tests often did a better job of it than any of the alternatives.

During the 1930s, mental tests evolved and improved as their use continued to spread throughout the world. David Wechsler worked on the initial version of the tests that would eventually become the Wechsler Adult Intelligence Scale and the Wechsler Intelligence Scale for Children, the famous WAIS and WISC. Terman and his associates published an improved version of the Stanford-Binet. But these tests were individually administered and had to be scored by trained personnel, and they were therefore too expensive to administer to large groups of people. Psychometricians and test publishers raced to develop group-administered tests that could be graded by machine. In the search for practical, economical measurements of intelligence, testing grew from a cottage industry to big business.

World War II stimulated another major advance in the state of the art, as psychologists developed paper-and-pencil tests that could accurately identify specific military aptitudes, even ones that included a significant element of physical aptitude (such as an aptitude for flying airplanes). Shortly after the war, psychologists at the University of Minnesota developed the Minnesota Multiphasic Personality Inventory, the first machine-gradable standardized test with demonstrated validity as a predictor of various personality disorders. Later came the California Psychological Inventory, which measured personality characteristics within the normal range—“social presence” and “self-control,” for example. The testing industry was flourishing, and the annual Mental Measurements Yearbook that cataloged the tests grew to hundreds of pages. Hundreds of millions of people throughout the world were being psychologically tested every year.

Attacks on testing faded into the background during this period. Though some psychometricians must have known that the tests were capturing human differences that had unsettling political and social implications, no one of any stature was trying to use the results to promote discriminatory, let alone eugenic, laws. And though many intellectuals outside the testing profession knew of these results, the political agendas of the 1940s and 1950s, whether of New Deal Democrats or Eisenhower Republicans, were more pragmatic than ideological. Yes, intelligence varied, but this was a fact of life that seemed to have little bearing on the way public policy was conducted.

INTELLIGENCE BESIEGED

Then came the 1960s, and a new controversy about intelligence tests that continues to this day. It arose not from new findings but from a new outlook on public policy. Beginning with the rise of powerful social democratic and socialist movements after World War I and accelerating across the decades until the 1960s, a fundamental shift was taking place in the received wisdom regarding equality. This was most evident in the political arena, where the civil rights movement and then the War on Poverty raised Americans’ consciousness about the nature of the inequalities in American society. But the changes in outlook ran deeper and broader than politics. Assumptions about the very origins of social problems changed profoundly. Nowhere was the shift more pervasive than in the field of psychology.

Psychometricians of the 1930s had debated whether intelligence is almost entirely produced by genes or whether the environment also plays a role. By the 1960s and 1970s the point of contention had shifted dramatically. It had somehow become controversial to claim, especially in public, that genes had any effect at all on intelligence. Ironically, the evidence for genetic factors in intelligence had greatly strengthened during the very period when the terms of the debate were moving in the other direction.

In the psychological laboratory, there was a similar shift. Psychological experimenters early in the century were, if anything, more likely to concentrate on the inborn patterns of human and animal behavior than on how the learning process could change behavior.18 But from the 1930s to the 1960s, the leading behaviorists, as they were called, and their students and disciples were almost all specialists in learning theory. They filled the technical journals with the results of learning experiments on rats and pigeons, the tacit implication being that genetic endowment mattered so little that we could ignore the differences among species, let alone among human individuals, and still discover enough about the learning process to make it useful and relevant to human concerns.19 There are, indeed, aspects of the learning process that cross the lines between species, but there are also enormous differences, and these differences were sometimes ignored or minimized when psychologists explained their findings to the lay public. B. F. Skinner, at Harvard University, more than any other of the leading behaviorists, broke out of the academic world into public attention with books that applied the findings of laboratory research on animals to human society at large.20

To those who held the behaviorist view, human potential was almost perfectly malleable, shaped by the environment. The causes of human deficiencies in intelligence—or parenting, or social behavior, or work behavior—lay outside the individual. They were caused by flaws in society. Sometimes capitalism was blamed, sometimes an uncaring or incompetent government. Further, the causes of these deficiencies could be fixed by the right public policies—redistribution of wealth, better education, better housing and medical care. Once these environmental causes were removed, the deficiencies should vanish as well, it was argued.

The contrary notion—that individual differences could not easily be diminished by government intervention—collided head-on with the enthusiasm for egalitarianism, which itself collided head-on with a half-century of IQ data indicating that differences in intelligence are intractable and significantly heritable and that the average IQ of various socioeconomic and ethnic groups differs.

In 1969, Arthur Jensen, an educational psychologist and expert on testing from the University of California at Berkeley, put a match to this volatile mix of science and ideology with an article in the Harvard Educational Review.21 Asked by the Review’s editors to consider why compensatory and remedial education programs begun with such high hopes during the War on Poverty had yielded such disappointing results, Jensen concluded that the programs were bound to have little success because they were aimed at populations of youngsters with relatively low IQs, and success in school depended to a considerable degree on IQ. IQ had a large heritable component, Jensen also noted. The article further disclosed that the youngsters in the targeted populations were disproportionately black and that historically blacks as a population had exhibited average IQs substantially below those of whites.

The reaction to Jensen’s article was immediate and violent. From 1969 through the mid-1970s, dozens of books and hundreds of articles appeared denouncing the use of IQ tests and arguing that mental abilities are determined by environment, with the genes playing a minor role and race none at all. Jensen’s name became synonymous with a constellation of hateful ways of thinking. “It perhaps is impossible to exaggerate the importance of the Jensen disgrace,” wrote Jerry Hirsch, a psychologist specializing in the genetics of animal behavior who was among Jensen’s more vehement critics. “It has permeated both science and the universities and hoodwinked large segments of government and society. Like Vietnam and Watergate, it is a contemporary symptom of serious affliction.”22 The title of Hirsch’s article was “The Bankruptcy of ‘Science’ Without Scholarship.” During the first few years after the Harvard Educational Review article was published, Jensen could appear in no public forum in the United States without triggering something perilously close to a riot.

The uproar was exacerbated by William Shockley, who had won the Nobel Prize in physics for his contributions to the invention of the transistor but had turned his attention to human variation toward the end of his career. As eccentric as he was brilliant, he often recalled the eugenicists of the early decades of the century. He proposed, as a “thought exercise,” a scheme for paying people with low IQs to be sterilized.23 He supported (and contributed to) a sperm bank for geniuses. He seemed to relish expressing sensitive scientific findings in a way that would outrage or disturb as many people as possible. Jensen and Shockley, utterly unlike as they were in most respects, soon came to be classed together as a pair of racist intellectual cranks.

Then one of us, Richard Herrnstein, an experimental psychologist at Harvard, strayed into forbidden territory with an article in the September 1971 Atlantic Monthly.24 Herrnstein barely mentioned race, but he did talk about heritability of IQ. His proposition, put in the form of a syllogism, was that because IQ is substantially heritable, because economic success in life depends in part on the talents measured by IQ tests, and because social standing depends in part on economic success, it follows that social standing is bound to be based to some extent on inherited differences. By 1971, this had become a controversial thing to say. In media accounts of intelligence, the names Jensen, Shockley, and Herrnstein became roughly interchangeable.

That same year, 1971, the U.S. Supreme Court outlawed the use of standardized ability tests by employers unless they had a “manifest relationship” to the specific job in question because, the Supreme Court held, standardized tests acted as “built-in headwinds” for minority groups, even in the absence of discriminatory intent.25 A year later, the National Education Association called upon the nation’s schools to impose a moratorium on all standardized intelligence testing, hypothesizing that “a third or more of American citizens are intellectually folded, mutilated or spindled before they have a chance to get through elementary school because of linguistically or culturally biased standardized tests.”26 A movement that had begun in the 1960s gained momentum in the early 1970s, as major school systems throughout the country, including those of Chicago, New York, and Los Angeles, limited or banned the use of group-administered standardized tests in public schools. A number of colleges announced that they would no longer require the Scholastic Aptitude Test as part of the admissions process. The legal movement against tests reached its apogee in 1978 in the case of Larry P. Judge Robert Peckham of the U.S. District Court in San Francisco ruled that it was unconstitutional to use IQ tests for placement of children in classes for the educably mentally retarded if the use of those tests resulted in placement of “grossly disproportionate” numbers of black children.27

Meanwhile, the intellectual debate had taken a new and personalized turn. Those who claimed that intelligence was substantially inherited were not just wrong, the critics now discovered, they were charlatans as well. Leon Kamin, a psychologist then at Princeton, opened this phase of the debate with a 1974 book, The Science and Politics of IQ. “Patriotism, we have been told, is the last refuge of scoundrels,” Kamin wrote in the opening pages. “Psychologists and biologists might consider the possibility that heritability is the first.”28 Kamin went on to charge that mental testing and belief in the heritability of IQ in particular had been fostered by people with right-wing political views and racist social views. They had engaged in pseudoscience, he wrote, suppressing the data they did not like and exaggerating the data that agreed with their preconceptions. Examined carefully, the case for the heritability of IQ was nil, concluded Kamin.

In 1976, a British journalist, Oliver Gillie, published an article in the London Sunday Times that seemed to confirm Kamin’s thesis with a sensational revelation: The recently deceased Cyril Burt, Britain’s most eminent psychometrician, author of the largest and most famous study of the intelligence of identical twins who grew up apart, was charged with fraud.29 He had made up data, fudged his results, and invented coauthors, the Sunday Times declared. The subsequent scandal was as big as the Piltdown Man hoax. Cyril Burt had not been just another researcher but one of the giants of twentieth-century psychology. Nor could his colleagues find a ready defense (the defense came later, as described in the box). They protested that the revelations did not compromise the great bulk of the work that bore on the issue of heritability, but their defenses sounded feeble in the light of the suspicions that had preceded Burt’s exposure.

For the public observing the uproar in the academy from the sidelines, the capstone of the assault on the integrity of the discipline occurred in 1981 when Harvard paleobiologist Stephen Jay Gould, author of several popular books on biology, published The Mismeasure of Man.32 Gould examined the history of intelligence testing, found that it was peopled by charlatans, racists, and self-deluded fools, and concluded that “determinist arguments for ranking people according to a single scale of intelligence, no matter how numerically sophisticated, have recorded little more than social prejudice.”33 The Mismeasure of Man became a best-seller and won the National Book Critics Circle Award.


The Burt Affair



It would be more than a decade before the Burt affair was subjected to detailed reexamination. In 1989 and 1991, two accounts of the Burt allegations, by psychologist Robert Joynson and sociologist Ronald Fletcher, written independently, concluded that the attacks against Burt had been motivated by a mixture of professional and ideological antagonism and that no credible case of data falsification or fictitious research or researchers had ever been presented.30 Both authors also concluded that some of Burt’s leading critics were aware that their accusations were inaccurate even at the time they made them. An ironic afterword centers on Burt’s claim that the correlation between the IQs of identical twins reared apart is +.77. A correlation this large almost irrefutably supports a large genetic influence on IQ. Since the attacks on Burt began, it had been savagely derided as fraudulent, the product of Burt’s fiddling with the data to make his case. In 1990, the Minnesota twin study, accepted by most scholars as a model of its kind, produced its most detailed estimates of the correlation of IQ between identical twins reared apart. The procedure that most closely paralleled Burt’s yielded a correlation of +.78.31



Gould and his allies had won the visible battle. By the early 1980s, a new received wisdom about intelligence had been formed that went roughly as follows:

Intelligence is a bankrupt concept. Whatever it might mean—and nobody really knows even how to define it—intelligence is so ephemeral that no one can measure it accurately. IQ tests are, of course, culturally biased, and so are all the other “aptitude” tests, such as the SAT. To the extent that tests such as IQ and SAT measure anything, it certainly is not an innate “intelligence.” IQ scores are not constant; they often change significantly over an individual’s life span. The scores of entire populations can be expected to change over time—look at the Jews, who early in the twentieth century scored below average on IQ scores and now score well above the average. Furthermore, the tests are nearly useless as tools, as confirmed by the well-documented fact that such tests do not predict anything except success in school. Earnings, occupation, productivity—all the important measures of success—are unrelated to the test scores. All that tests really accomplish is to label youngsters, stigmatizing the ones who do not do well and creating a self-fulfilling prophecy that injures the socioeconomically disadvantaged in general and blacks in particular.

INTELLIGENCE REDUX

As far as public discussion is concerned, this collection of beliefs, with some variations, remains the state of wisdom about cognitive abilities and IQ tests. It bears almost no relation to the current state of knowledge among scholars in the field, however, and therein lies a tale. The dialogue about testing has been conducted at two levels during the last two decades—the visible one played out in the press and the subterranean one played out in the technical journals and books.

The case of Arthur Jensen is illustrative. To the public, he surfaced briefly, published an article that was discredited, and fell back into obscurity. Within the world of psychometrics, however, he continued to be one of the profession’s most prolific scholars, respected for his meticulous research by colleagues of every theoretical stripe. Jensen had not recanted. He continued to build on the same empirical findings that had gotten him into such trouble in the 1960s, but primarily in technical publications, where no one outside the profession had to notice. The same thing was happening throughout psychometrics. In the 1970s, scholars observed that colleagues who tried to say publicly that IQ tests had merit, or that intelligence was substantially inherited, or even that intelligence existed as a definable and measurable human quality, paid too high a price. Their careers, family lives, relationships with colleagues, and even physical safety could be jeopardized by speaking out. Why speak out when there was no compelling reason to do so? Research on cognitive abilities continued to flourish, but only in the sanctuary of the ivory tower.

In this cloistered environment, the continuing debate about intelligence was conducted much as debates are conducted within any other academic discipline. The public controversy had surfaced some genuine issues, and the competing parties set about trying to resolve them. Controversial hypotheses were put to the test. Sometimes they were confirmed, sometimes rejected. Often they led to new questions, which were then explored. Substantial progress was made. Many of the issues that created such a public furor in the 1970s were resolved, and the study of cognitive abilities went on to explore new areas.

This is not to say that controversy has ended, only that the controversy within the professional intelligence testing community is much different from that outside it. The issues that seem most salient in articles in the popular press (Isn’t intelligence determined mostly by environment? Aren’t the tests useless because they’re biased?) are not major topics of debate within the profession. On many of the publicly discussed questions, a scholarly consensus has been reached.34 Rather, the contending parties within the professional community divide along other lines. By the early 1990s, they could be roughly divided into three factions for our purposes: the classicists, the revisionists, and the radicals.

The Classicists: Intelligence as a Structure

The classicists work within the tradition begun by Spearman, seeking to identify the components of intelligence much as physicists seek to identify the structure of the atom. As of the 1990s, the classicists are for practical purposes unanimous in accepting that g sits at the center of the structure in a dominating position—not just as an artifact of statistical manipulation but as an expression of a core human mental ability much like the ability Spearman identified at the turn of the century. In their view, g is one of the most thoroughly demonstrated entities in the behavioral sciences and one of the most powerful for understanding socially significant human variation.

The classicists took a long time to reach this level of consensus. The ink on Spearman’s first article on the topic in 1904 was barely dry before others were arguing that intellectual ability could not be adequately captured by g or by any other unitary quantity—and understandably so, for common sense rebels against the idea that something so important about people as their intellects can be captured even roughly by variations in a single quantity. Many of the famous names in the history of psychometrics challenged the reality of g, starting with Galton’s most eminent early disciple, Karl Pearson, and continuing with many other creative and influential psychometricians.

In diverse ways, they sought the grail of a set of primary and mutually independent mental abilities. For Spearman, there was just one such primary ability, g. For Raymond Cattell, there are two kinds of g, crystallized and fluid, with crystallized g being general intelligence transformed into the skills of one’s own culture, and fluid g being the all-purpose intellectual capacity from which the crystallized skills are formed. In Louis Thurstone’s theory of intelligence, there are a half-dozen or so primary mental abilities, such as verbal, quantitative, spatial, and the like. In Philip Vernon’s theory, intellectual capacities are arranged in a hierarchy with g at its apex; in Joy Guilford’s, the structure of intellect is refined into 120 or more intellectual components. The theoretical alternatives to unitary, general intelligence have come in many sizes, shapes, and degrees of plausibility.

Many of these efforts proved to have lasting value. For example, Cattell’s distinction between fluid and crystallized intelligence remains a useful conceptual contrast, just as other work has done much to clarify what lies in the domain of specific abilities that g cannot account for. But no one has been able to devise a set of tests that do not reveal a large general factor of intellectual ability—in other words, something very like Spearman’s g. Furthermore, the classicists point out, the best standardized tests, such as a modern IQ test, do a reasonably good job of measuring g. When properly administered, the tests are not measurably biased against socioeconomic, ethnic, or racial subgroups. They predict a wide variety of socially important outcomes.

This is not the same as saying that the classicists are satisfied with their understanding of intelligence, g is a statistical entity, and current research is probing the underlying neurologic basis for it. Arthur Jensen, the archetypal classicist, has been active in this effort for the last decade, returning to Galton’s intuition that performance on elementary cognitive tasks, such as reaction time in recognizing simple patterns of lights and shapes, provides an entry point into understanding the physiology of g.

The Revisionists: Intelligence as Information Processing

A theory of intelligence need not be structural. The emphasis may be on process rather than on structure. In other words, it may try to figure out what a person is doing when exercising his or her intelligence, rather than what elements of intelligence are put together. The great Swiss psychologist, Jean Piaget, started his career in Alfred Binet’s laboratory trying to adapt Cyril Burt’s intelligence tests for Parisian children. Piaget discovered quickly that he was less interested in how well the children did than in what errors they made.35 Errors revealed what the underlying processes of thought must have been, Piaget believed. It was the processes of intelligence that fascinated him during his long and illustrious career, which led in time to his theory of the stages of cognitive development.

Starting in the 1960s, research on human cognition became the preoccupation of experimental psychologists, displacing the animal learning experiments of the earlier period. It was inevitable that the new experimentalists would turn to the study of human intelligence in natural settings. John B. Carroll and Earl B. Hunt led the way from the cognition laboratory to the study of human intelligence in everyday life. Today Yale psychologist Robert Sternberg is among the leaders of this development.

The revisionists share much with the classicists. They accept that a general mental ability much like Spearman’s g has to be incorporated into any theory of the structure of intelligence, although they would not agree that it accounts for as much of the intellectual variation among people as many classicists claim. They use many of the same statistical tools as the classicists and are prepared to subject their work to the same standards of rigor. Where they differ with the classicists, however, is their attitude toward intellectual structure and the tests used to measure it.

Yes, the revisionists argue, human intelligence has a structure, but is it worth investing all that effort in discovering what it is? The preoccupation with structure has engendered preoccupation with summary scores, the revisionists say. That, after all, is what an IQ score represents: a composite of scores that individually measure quite distinct intellectual processes. “Of course,” Sternberg writes, “a tester can always average over multiple scores. But are such averages revealing, or do they camouflage more than they reveal? If a person is a wonderful visualizer but can barely compose a sentence, and another person can write glowing prose but cannot begin to visualize the simplest spatial images, what do you really learn about these two people if they are reported to have the same IQ?”36

By focusing on processes, the revisionists argue, they are working richer veins than are those who search for static structure. What really counts about intelligence are the ways in which people process the information they receive. What problem-solving mechanisms do they employ? How do they trade off speed and accuracy? How do they combine different problem-solving resources into a strategy? Sternberg has fashioned his own thinking on this topic into what he calls a “triarchy of intelligence,” or “three aspects of human information processing.”37

The first part of Sternberg’s triarchy attempts to describe the internal architecture of intellectual functioning, the means by which humans translate sensory inputs into mental representations, allocate mental resources, infer conclusions from raw material, and acquire skills. This architectural component of Sternberg’s theory bears a family resemblance to the classicists’ view of the dimensions of intelligence, but it emphasizes process over structure.

The second part of the triarchic theory addresses the role of intelligence in routinizing performance, starting with completely novel tasks that test a person’s insightfulness, flexibility, and creativity, and eventually converting them to routine tasks that can be done without conscious thought. Understand this process, Sternberg argues, and we have leverage not just for measuring intelligence but for improving it.

The third part of Sternberg’s triarchy attacks the question that has been central to the controversy over intelligence tests: the relationship of intelligence to the real world in which people function. In Sternberg’s view, people function by means of three mechanisms: adaptation (roughly, trying to make the best of the situation), shaping the external environment so that it conforms more closely to the desired state of affairs, or selecting a new environment altogether. Sternberg laments the inadequacies of traditional intelligence tests in capturing this real-world aspect of intelligence and seeks to develop tests that will do so—and, in addition, lead to techniques for teaching people to raise their intelligence.

The Radicals: The Theory of Multiple Intelligences

Walter Lippmann’s hostility toward intelligence testing was grounded in his belief that this most important of all human qualities was too diverse, too complex, too changeable, too dependent on cultural context, and, above all, too subjective to be measured by answers to a mere list of test questions. Intelligence seemed to him, as it does to many other thoughtful people who are not themselves expert in testing, more like beauty or justice than height or weight. Before something can be measured, it must be defined, this argument goes.38 And the problems of definition for beauty, justice, or intelligence are insuperable. To people who hold these views, the claims of the intelligence testers seem naive at best and vicious at worst. These views, which are generally advanced primarily by nonspecialists, have found an influential spokesman from the academy, which is mainly why we include them here. We refer here to the theory of multiple intelligences formulated by Howard Gardner, a Harvard psychologist.

Gardner’s general definition of intelligent behavior does not seem radical at all. For Gardner, as for many other thinkers on intelligence, the notion of problem solving is central. “A human intellectual competence must entail a set of skills of problem solving,” he writes, “enabling the individual to resolve genuine problems or difficulties that he or she encounters and, when appropriate, to create an effective product—and also must entail the potential for finding or creating problems—thereby laying the groundwork for the acquisition of new knowledge.”39

Gardner’s view is radical (a word he uses himself to describe his theory) in that he rejects, virtually without qualification, the notion of a general intelligence factor, which is to say that he denies g. Instead, he argues the case for seven distinct intelligences: linguistic, musical, logical-mathematical, spatial, bodily-kinesthetic, and two forms of “personal intelligence,” the intrapersonal and the interpersonal, each based on its own unique computational capacity.40 Gardner rejects the criticism that he has merely redefined the word intelligence by broadening it to include what may more properly be called talents: “I place no particular premium on the word intelligence, but I do place great importance on the equivalence of various human faculties,” he writes. “If critics [of his theory] were willing to label language and logical thinking as talents as well, and to remove these from the pedestal they currently occupy, then I would be happy to speak of multiple talents.”41

Gardner’s approach is also radical in that he does not defend his theory with quantitative data. He draws on findings from anthropology to zoology in his narrative, but, in a field that has been intensely quantitative since its inception, Gardner’s work is uniquely devoid of psychometric or other quantitative evidence. He dismisses factor analysis: “[G]iven the same set of data, it is possible, using one set of factoranalytic procedures, to come up with a picture that supports the idea of a ‘g’ factor; using another equally valid method of statistical analysis, it is possible to support the notion of a family of relatively discrete mental abilities.”42 He is untroubled by the fact that tests of the varying intelligences in his theory seem to be intercorrelated: “I fear . . . that I cannot accept these correlations at face value. Nearly all current tests are so devised that they call principally upon linguistic and logical facility. . . . Accordingly, individuals with these skills are likely to do well even in tests of musical or spatial abilities, while those who are not especially facile linguistically and logically are likely to be impaled on such standardized tests.”43 And in general, he invites his readers to disregard the thorny complexities of the classical and revisionist approaches: “When it comes to the interpretation of intelligence testing, we are faced with an issue of taste or preference rather than one on which scientific closure is likely to be reached.”44

THE PERSPECTIVE OF THIS BOOK

Given these different ways of understanding intelligence, you will naturally ask where our sympathies lie and how they shape this book.

We will be drawing most heavily from the classical tradition. That body of scholarship represents an immense and rigorously analyzed body of knowledge. By accepted standards of what constitutes scientific evidence and scientific proof, the classical tradition has in our view given the world a treasure of information that has been largely ignored in trying to understand contemporary policy issues. Moreover, because our topic is the relationship of human abilities to public policy, we will be dealing in relationships that are based on aggregated data, which is where the classical tradition has the most to offer. Perhaps an example will illustrate what we mean.

Suppose that the question at issue regards individuals: “Given two 11 year olds, one with an IQ of 110 and one with an IQ of 90, what can you tell us about the differences between those two children?” The answer must be phrased very tentatively. On many important topics, the answer must be, “We can tell you nothing with any confidence.” It is well worth a guidance counselor’s time to know what these individual scores are, but only in combination with a variety of other information about the child’s personality, talents, and background. The individual’s IQ score all by itself is a useful tool but a limited one.

Suppose instead that the question at issue is: “Given two sixth-grade classes, one for which the average IQ is 110 and the other for which it is 90, what can you tell us about the difference between those two classes and their average prospects for the future?” Now there is a great deal to be said, and it can be said with considerable confidence—not about any one person in either class but about average outcomes that are important to the school, educational policy in general, and society writ large. The data accumulated under the classical tradition are extremely rich in this regard, as will become evident in subsequent chapters.

If instead we were more concerned with the development of cognitive processes than with aggregate social and economic outcomes, we would correspondingly spend more time discussing the work of the revisionists. That we do not reflects our focus, not a dismissal of their work.

With regard to the radicals and the theory of multiple intelligences, we share some common ground. Socially significant individual differences include a wide range of human talents that do not fit within the classical conception of intelligence. For certain spheres of life, they matter profoundly. And even beyond intelligence and talents, people vary temperamentally, in personality, style, and character. But we confess to reservations about using the word intelligence to describe such factors as musical abilities, kinesthetic abilities, or personal skills. It is easy to understand how intelligence (ordinarily understood) is part of some aspects of each of those human qualities—obviously, Bach was engaging in intelligent activity, and so was Ted Williams, and so is a good used-car salesman—but the part intelligence plays in these activities is captured fairly well by intelligence as the classicists and revisionists conceive of it. In the case of music and kinesthetics, talent is a word with a domain and weight of its own, and we are unclear why we gain anything by discarding it in favor of another word, intelligence, that has had another domain and weight. In the case of intrapersonal and interpersonal skills, conventional intelligence may play some role, and, to the extent that other human qualities matter, words like sensitivity, charm, persuasiveness, insight—the list could go on and on—have accumulated over the centuries to describe them. We lose precision by using the word intelligence to cover them all. Similarly, the effect that an artist or an athlete or a salesman creates is complex, with some aspects that may be dominated by specific endowments or capacities, others that may be the product of learned technique, others that may be linked to desires and drives, and still others that are characteristic of the kind of cognitive ability denoted by intelligence. Why try to make intelligence do triple or quadruple duty?

We agree emphatically with Howard Gardner, however, that the concept of intelligence has taken on a much higher place in the pantheon of human virtues than it deserves. One of the most insidious but also widespread errors regarding IQ, especially among people who have high IQs, is the assumption that another person’s intelligence can be inferred from casual interactions. Many people conclude that if they see someone who is sensitive, humorous, and talks fluently, the person must surely have an above-average IQ.

This identification of IQ with attractive human qualities in general is unfortunate and wrong. Statistically, there is often a modest correlation with such qualities. But modest correlations are of little use in sizing up other individuals one by one. For example, a person can have a terrific sense of humor without giving you a clue about where he is within thirty points on the IQ scale. Or a plumber with a measured IQ of 100—only an average IQ—can know a great deal about the functioning of plumbing systems. He may be able to diagnose problems, discuss them articulately, make shrewd decisions about how to fix them, and, while he is working, make some pithy remarks about the president’s recent speech.

At the same time, high intelligence has earmarks that correspond to a first approximation to the commonly understood meaning of smart. In our experience, people do not use smart to mean (necessarily) that a person is prudent or knowledgeable but rather to refer to qualities of mental quickness and complexity that do in fact show up in high test scores. To return to our examples: Many witty people do not have unusually high test scores, but someone who regularly tosses off impromptu complex puns probably does (which does not necessarily mean that such puns are very funny, we hasten to add). If the plumber runs into a problem he has never seen before and diagnoses its source through inferences from what he does know, he probably has an IQ of more than 100 after all. In this, language tends to reflect real differences: In everyday language, people who are called very smart tend to have high IQs.

All of this is another way of making a point so important that we will italicize it now and repeat elsewhere: Measures of intelligence have reliable statistical relationships with important social phenomena, but they are a limited tool for deciding what to make of any given individual. Repeat it we must, for one of the problems of writing about intelligence is how to remind readers often enough how little an IQ score tells about whether the human being next to you is someone whom you will admire or cherish. This thing we know as IQ is important but not a synonym for human excellence.


Idiot Savants and Other Anomalies



To add one final complication, it is also known that some people with low measured IQ occasionally engage in highly developed, complex cognitive tasks. So-called idiot savants can (for example) tell you on what day Easter occurred in any of the past or future two thousand years.45 There are also many less exotic examples. For example, a study of successful track bettors revealed that some of them who used extremely complicated betting systems had below-average IQs and that IQ was not correlated with success.46 The trick in interpreting such results is to keep separate two questions: (1) If one selects people who have already demonstrated an obsession and success with racetrack betting systems, will one find a relationship with IQ (the topic of the study in question)? versus (2) if one selects a thousand people at random and asks them to develop racetrack betting systems, will there be a relationship with IQ (in broad terms, the topic of this book)?



Howard Gardner has also convinced us that the word intelligence carries with it undue affect and political baggage. It is still a useful word, but we shall subsequently employ the more neutral term cognitive ability as often as possible to refer to the concept that we have hitherto called intelligence, just as we will use IQ as a generic synonym for intelligence test score. Since cognitive ability is an uneuphonious phrase, we lapse often so as to make the text readable. But at least we hope that it will help you think of intelligence as just a noun, not an accolade.

We have said that we will be drawing most heavily on data from the classical tradition. That implies that we also accept certain conclusions undergirding that tradition. To draw the strands of our perspective together and to set the stage for the rest of the book, let us set them down explicitly. Here are six conclusions regarding tests of cognitive ability, drawn from the classical tradition, that are by now beyond significant technical dispute:

1. There is such a thing as a general factor of cognitive ability on which human beings differ.

2. All standardized tests of academic aptitude or achievement measure this general factor to some degree, but IQ tests expressly designed for that purpose measure it most accurately.

3. IQ scores match, to a first degree, whatever it is that people mean when they use the word intelligent or smart in ordinary language.

4. IQ scores are stable, although not perfectly so, over much of a person’s life.

5. Properly administered IQ tests are not demonstrably biased against social, economic, ethnic, or racial groups.

6. Cognitive ability is substantially heritable, apparently no less than 40 percent and no more than 80 percent.

All six points have an inverse worth noting. For example, some people’s scores change a lot; cognitive ability is not synonymous with test scores or with a single general mental factor, and so on. When we say that all are “beyond significant technical dispute,” we mean, in effect, that if you gathered the top experts on testing and cognitive ability, drawn from all points of view, to argue over these points, away from television cameras and reporters, it would quickly become apparent that a consensus already exists on all of the points, in some cases amounting to near unanimity. And although dispute would ensue about some of the points, one side—the side represented by the way the points are stated—would have a clear preponderance of evidence favoring it, and those of another viewpoint would be forced to lean heavily on isolated studies showing anomalous results.

This does not mean that the experts should leave the room with their differences resolved. All six points can be accurate as general rules and still leave room for differences in the theoretical and practical conclusions that people of different values and perspectives draw from them (and from the mass of material about cognitive ability and testing not incorporated in the six points). Radicals in the Gardner mold might still balk at all the attention being paid to intelligence as the tests measure it. But these points, in themselves, are squarely in the middle of the scientific road.

Having said this, however, we are left with a dilemma. The received wisdom in the media is roughly 180 degrees opposite from each of the six points. To prove our case, taking each point and amassing a full account of the evidence for and against, would lead us to write a book just about them. Such books have already been written. There is no point in our trying to duplicate them.47

We have taken two steps to help you form your own judgments within the limits of this book. First, we deal with specific issues involving the six points as they arise in the natural course of the discussion—cultural bias when discussing differences in scores across ethnic groups, for example. Second, we try to provide a level of detail that will satisfy different levels of technical curiosity through the use of boxed material (you have already come across some examples), notes, and appendixes. Because we expect (and fear) that many readers will go directly to chapters that especially interest them rather than read the book from cover to cover, we also insert periodic reminders about where discussion of certain key topics may be found.



PART I

The Emergence of a Cognitive Elite

The twentieth century dawned on a world segregated into social classes defined in terms of money, power, and status. The ancient lines of separation based on hereditary rank were being erased, replaced by a more complicated set of overlapping lines. Social standing still played a major role, if less often accompanied by a sword or tiara, but so did out-and-out wealth, educational credentials, and, increasingly, talent.

Our thesis is that the twentieth century has continued the transformation, so that the twenty-first will open on a world in which cognitive ability is the decisive dividing force. The shift is more subtle than the previous one but more momentous. Social class remains the vehicle of social life, but intelligence now pulls the train.

Cognitive stratification takes different forms at the top and the bottom of the scale of intelligence. Part II will look at the bottom. In Part I, we look at the top. Its story line is that modern societies identify the brightest youths with ever increasing efficiency and then guide them into fairly narrow educational and occupational channels. These channels are increasingly lucrative and influential, leading to the development of a distinct stratum in the social hierarchy, which we hereby dub the Cognitive Elite. The isolation of the brightest from the rest of society is already extreme; the forces driving it are growing stronger rather than weaker. Governments can influence these forces but cannot neutralize them.

This does not mean that a member of the cognitive elite never crosses paths with a person with a low IQ, but the encounters that matter tend to be limited. The more intimate or more enduring the human relationship is, the more likely it is to be among people similar in intellectual level. That the brightest are identified has its benefits. That they become so isolated and inbred has its costs. Some of these costs are already visible in American society, while others lie over the horizon.

Human society has always had some measure of cognitive stratification. The best hunters among the Bushmen of the Kalahari tend to score above the average of their tribe on modern intelligence tests and so, doubtless, would have the chief ministers in Cheop’s Egypt.1 The Mandarins who ran China for centuries were chosen by examinations that tested for understanding of the Confucian classics and, in so doing, screened for intelligence. The priests and monks of medieval Europe, recruited and self-selected for reasons correlated with cognitive ability, must have been brighter than average.

This differentiation by cognitive ability did not coalesce into cognitive classes in premodern societies for various reasons. Clerical celibacy was one. Another was that the people who rose to the top on their brains were co-opted by aristocratic systems that depleted their descendants’ talent, mainly through the mechanism known as primogeniture. Because parents could not pick the brightest of their progeny to inherit the title and land, aristocracies fell victim to regression to the mean: children of parents with above-average IQs tend to have lower IQs than their parents, and their children’s IQs are lower still. Over the course of a few generations, the average intelligence in an aristocratic family fell toward the population average, hastened by marriages that matched bride and groom by lineage, not ability.

On the other hand, aristocratic societies were not as impermeable to social mobility as they tried to be. They allowed at least some avenues for ability to rise toward the top, whereupon the brains of the newcomer were swapped in marriage for family connections and titles. England was notably sagacious in this regard, steadily infusing new talent into the aristocracy by creating peerages for its most successful commoners. The traditional occupations for the younger sons of British peers—army, navy, church, and the administration of the empire—gave the ablest younger sons in the aristocracy a good chance to rise to the top and help sustain the system. Indeed, the success of some English families in sustaining their distinction over several generations was one of the factors that prompted Francis Galton to hypothesize that intelligence was inherited. But only a minority of aristocratic families managed this trick. It remained true even in England that, after a few generations, the holder of any given aristocratic title was unlikely to be smarter than anyone else. When one observer wrote of the aristocracy in Queen Victoria’s day that “all the social talk is stupid and insipid,” he was being more accurate than perhaps he realized.2

Even in less rigidly stratified societies, stratification by cognitive ability has been weak and inconsistent until this century because the number of very bright people was so much greater than the specialized jobs for which high intelligence is indispensable. A true cognitive elite requires a technological society. This raises a distinction that is so important, and forgetting it can so easily lead to needless misunderstanding, that it is worth emphasizing: To say that most of the people in the cognitively demanding positions of a society have a high IQ is not the same as saying that most of the people with high IQs are in such positions. It is possible to have cognitive screening without having cognitive classes. Mathematical necessity tells us that a large majority of the smart people in Cheop’s Egypt, dynastic China, Elizabethan England, and Teddy Roosevelt’s America were engaged in ordinary pursuits, mingling, working, and living with everyone else. Many were housewives. Most of the rest were farmers, smiths, millers, bakers, carpenters, and shopkeepers. Social and economic stratification was extreme, but cognitive stratification was minor.

So it has been from the beginning of history into this century. Then, comparatively rapidly, a new class structure emerged in which it became much more consistently and universally advantageous to be smart. In the next four chapters, we examine that process and its meaning.



Chapter 1

Cognitive Class and Education, 1900–1990

In the course of the twentieth century, America opened the doors of its colleges wider than any previous generation of Americans, or other society in history, could have imagined possible. This democratization of higher education has raised new barriers between people that may prove to be more divisive and intractable than the old ones.

The growth in the proportion of people getting college degrees is the most obvious result, with a fifteen-fold increase from 1900 to 1990. Even more important, the students going to college were being selected ever more efficiently for their high IQ. The crucial decade was the 1950s, when the percentage of top students who went to college rose by more than it had in the preceding three decades. By the beginning of the 1990s, about 80 percent of all students in the top quartile of ability continued to college after high school. Among the high school graduates in the top few percentiles of cognitive ability, the chances of going to college already exceeded 90 percent.

Perhaps the most important of all the changes was the transformation of America’s elite colleges. As more bright youngsters went off to college, the colleges themselves began to sort themselves out. Starting in the 1950s, a handful of institutions became magnets for the very brightest of each year’s new class. In these schools, the cognitive level of the students rose far above the rest of the college population.

Taken together, these trends have stratified America according to cognitive ability.

A perusal of Harvard’s Freshman Register for 1952 shows a class looking very much as Harvard freshman classes had always looked. Under the photographs of the well-scrubbed, mostly East Coast, overwhelmingly white and Christian young men were home addresses from places like Philadelphia’s Main Line, the Upper East Side of New York, and Boston’s Beacon Hill. A large proportion of the class came from a handful of America’s most exclusive boarding schools; Phillips Exeter and Phillips Andover alone contributed almost 10 percent of the freshmen that year.

And yet for all its apparent exclusivity, Harvard was not so hard to get into in the fall of 1952. An applicant’s chances of being admitted were about two out of three, and close to 90 percent if his father had gone to Harvard.1 With this modest level of competition, it is not surprising to learn that the Harvard student body was not uniformly brilliant. In fact, the mean SAT-Verbal score of the incoming freshmen class was only 583, well above the national mean but nothing to brag about.2 Harvard men came from a range of ability that could be duplicated in the top half of many state universities.

Let us advance the scene to 1960. Wilbur J. Bender, Harvard’s dean of admissions, was about to leave his post and trying to sum up for the board of overseers what had happened in the eight years of his tenure. “The figures,” he wrote, “report the greatest change in Harvard admissions, and thus in the Harvard student body, in a short time—two college generations—in our recorded history.”3 Unquestionably, suddenly, but for no obvious reason, Harvard had become a different kind of place. The proportion of the incoming students from New England had dropped by a third. Public school graduates now outnumbered private school graduates. Instead of rejecting a third of its applicants, Harvard was rejecting more than two-thirds—and the quality of those applicants had increased as well, so that many students who would have been admitted in 1952 were not even bothering to apply in 1960.

The SAT scores at Harvard had skyrocketed. In the fall of 1960, the average verbal score was 678 and the average math score was 695, an increase of almost a hundred points for each test. The average Harvard freshman in 1952 would have placed in the bottom 10 percent of the incoming class by 1960. In eight years, Harvard had been transformed from a school primarily for the northeastern socioeconomic elite into a school populated by the brightest of the bright, drawn from all over the country.

The story of higher education in the United States during the twentieth century is generally taken to be one of the great American success stories, and with good reason. The record was not without blemishes, but the United States led the rest of the world in opening college to a mass population of young people of ability, regardless of race, color, creed, gender, and financial resources.

But this success story also has a paradoxically shadowy side, for education is a powerful divider and classifier. Education affects income, and income divides. Education affects occupation, and occupations divide. Education affects tastes and interests, grammar and accent, all of which divide. When access to higher education is restricted by class, race, or religion, these divisions cut across cognitive levels. But school is in itself, more immediately and directly than any other institution, the place where people of high cognitive ability excel and people of low cognitive ability fail. As America opened access to higher education, it opened up as well a revolution in the way that the American population sorted itself and divided itself. Three successively more efficient sorting processes were at work: the college population grew, it was recruited by cognitive ability more efficiently, and then it was further sorted among the colleges.

THE COLLEGE POPULATION GROWS

A social and economic gap separated high school graduates from college graduates in 1900 as in 1990; that much is not new. But the social and economic gap was not accompanied by much of a cognitive gap, because the vast majority of the brightest people in the United States had not gone to college. We may make that statement despite the lack of IQ scores from 1900 for the same reason that we can make such statements about Elizabethan England: It is true by mathematical necessity. In 1900, only about 2 percent of 23-year-olds got college degrees. Even if all of the 2 percent who went to college had IQs of 115 and above (and they did not), seven out of eight of the brightest 23-year-olds in the America of 1900 would have been without college degrees. This situation barely changed for the first two decades of the new century. Then, at the close of World War I, the role of college for American youths began an expansion that would last until 1974, interrupted only by the Great Depression and World War II.

The three lines in the figure show trends established in 1920-1929, 1935-1940, and 1954-1973, then extrapolated. They are there to highlight the three features of the figure worth noting. First, the long perspective serves as a counterweight to the common belief that the college population exploded suddenly after World War II. It certainly exploded in the sense that the number of college students went from a wartime trough to record highs, but this is because two generations of college students were crowded onto campuses at one time. In terms of trendlines, World War II and its aftermath was a blip, albeit a large blip. When this anomalous turmoil ended in the mid-1950s, the proportion of people getting college degrees was no higher than would have been predicted from the trends established in the 1920s or the last half of the 1930s (which are actually a single trend interrupted by the worst years of the depression).

In the twentieth century, the prevalence of the college degree goes from one in fifty to a third of the population
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Sources: 1900-1959: U.S. Bureau of the Census 1975, H751-765. 1960-1992: DES, 1992, Table 229.

The second notable feature of the figure is the large upward tilt in the trendline from the mid-1950s until 1974. That it began when it did—the Eisenhower years—comes as a surprise. The GI bill’s impact had faded and the postwar baby boom had not yet reached college age. Presumably postwar prosperity had something to do with it, but the explanation cannot be simple. The slope remained steep in periods as different as Eisenhower’s late 1950s, LBJ’s mid-1960s, and Nixon’s early 1970s.

After 1974 came a peculiar plunge in college degrees that lasted until 1981—peculiar because it occurred when the generosity of scholarships and loans, from colleges, foundations, and government alike, was at its peak. This period of declining graduates was then followed by a steep increase from 1981 to 1990—also peculiar, in that college was becoming harder to afford for middle-class Americans during those years. As of 1990, the proportion of students getting college degrees had more than made up for the losses during the 1970s and had established a new record, with B.A.s and B.S.s being awarded in such profusion that they amounted to 30 percent of the 23-year-old population.

MAKING GOOD ON THE IDEAL OF OPPORTUNITY

At first glance, we are telling a story of increasing democracy and intermingling, not of stratification. Once upon a time, the college degree was the preserve of a tiny minority; now almost a third of each new cohort of youths earns it. Surely, it would seem, this must mean that a broader range of people is going to college—including people with a broader, not narrower, range of cognitive ability. Not so. At the same time that many more young people were going to college, they were also being selected ever more efficiently by cognitive ability.

A compilation of the studies conducted over the course of the century suggests that the crucial decade was the 1950s. The next figure shows the data for the students in the top quartile (the top 25 percent) in ability and is based on the proportion of students entering college (though not necessarily finishing) in the year following graduation from high school.

Again, the lines highlight trends set in particular periods, here 1925-1950 and 1950-1960. From one period to the next, the proportion of bright students getting to college leaped to new heights. There are two qualifications regarding this figure. First, it is based on high school graduates—the only data available over this time period—and therefore drastically understates the magnitude of the real change from the 1920s to the 1960s and thereafter, because so many of the top quartile in ability never made it through high school early in the century (see Chapter 6). It is impossible to be more precise with the available data, but a reasonable estimate is that as of the mid-1920s, only about 15 percent of all of the nation’s youth in the top IQ quartile were going on to college.4 It is further the case that almost all of those moving on to college in the 1920s were going to four-year colleges, and this leads to the second qualification to keep in mind: By the 1970s and 1980s, substantial numbers of those shown as continuing to college were going to a junior college, which are on average less demanding than four-year colleges. Interpreting all the available data, it appears that the proportion of all American youth in the top IQ quartile who went directly to four-year colleges rose from roughly one youth in seven in 1925 to about two out of seven in 1950 to more than four out of seven in the early 1960s, where it has remained, with perhaps a shallow upward trend, ever since.5

At mid-century America abruptly becomes more efficient in getting the top students to college
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Sources: Eagle 1988b; Taubman and Wales 1972; authors’ analysis of the National Longitudinal Survey of Youth (NLSY). See below and the introduction to Part II.

But it is not just that the top quartile of talent has been more efficiently tapped for college. At every level of cognitive ability, the links between IQ and the probability of going to college became tighter and more regular. The next figure summarizes three studies that permit us to calculate the probability of going to college throughout the ability range over the last seventy years. Once again we are restricted to high school graduates for the 1925 data, which overstates the probability of going to college during this period. Even for the fortunate few who got a high school degree in 1925, high cognitive ability improved their chances of getting to college—but not by much.6 The brightest high school graduates had almost a 60 percent chance of going to college, which means that they had more than a 40 percent chance of not going, despite having graduated from high school and being very bright. The chances of college for someone merely in the 80th percentile in ability were no greater than classmates who were at the 50th percentile, and only slightly greater than classmates in the bottom third of the class.

Between the 1920s and the 1960s, college attendance becomes much more closely pegged to IQ
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Source: Taubman and Wales 1972, Figures 3, 4; and authors’ analysis of NLSY students who graduated from high school in 1980-1982.

Between the 1920s and the 1960s, the largest change in the probability of going to college was at the top of the cognitive ability distribution. By 1960, a student who was really smart—at or near the 100th percentile in IQ—had a chance of going to college of nearly 100 percent.7 Furthermore, as the figure shows, going to college had gotten more dependent on intelligence at the bottom of the distribution, too.8 A student at the 30th percentile had only about a 25 percent chance of going to college—lower than it had been for high school graduates in the 1920s. But a student in the 80th percentile had a 70 percent chance of going to college, well above the proportion in the 1920s.

The line for the early 1980s is based on students who graduated from high school between 1980 and 1982. The data are taken from the National Longitudinal Survey of Youth (NLSY), which will figure prominently in the chapters ahead. Briefly, the NLSY is a very large (originally 12,686 persons), nationally representative sample of American youths who were aged 14 to 22 in 1979, when the study began, and have been followed ever since. (The NLSY is discussed more fully in the introduction to Part II.) The curve is virtually identical to that from the early 1960s, which is in itself a finding of some significance in the light of the many upheavals that occurred in American education in the 1960s and 1970s.


Didn’t Equal Opportunity in Higher Education Really Open Up During the 1960s?



The conventional wisdom holds that the revolution in higher education occurred in the last half of the 1960s, as part of the changes of the Great Society, especially its affirmative action policies. We note here that the proportion of youths going to college rose about as steeply in the 1950s as in the 1960s, as shown in the opening figure in this chapter and the accompanying discussion. Chapter 19 considers the role played by affirmative action in the changing college population of recent decades.



Meanwhile, the sorting process continued in college. College weeds out many students, disproportionately the least able. The figure below shows the situation as of the 1980s.9 The line for students entering college reproduces the one shown in the preceding figure. The line for students completing the B.A. shows an even more efficient sorting process. A high proportion of people with poor test scores—more than 20 percent of those in the second decile (between the 10th and 20th centile), for example—entered a two- or four-year college. But fewer than 2 percent of them actually completed a bachelor’s degree. Meanwhile, about 70 percent of the students in the top decile of ability were completing a B.A.

Cognitive sorting continues from the time that students enter college to the time they get a degree
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So a variety of forces have combined to ensure that a high proportion of the nation’s most able youths got into the category of college graduates. But the process of defining a cognitive elite through education is not complete. The socially most significant part of the partitioning remains to be described. In the 1950s, American higher education underwent a revolution in the way that sorted the college population itself.

THE CREATION OF A COGNITIVE ELITE WITHIN THE COLLEGE SYSTEM

The experience of Harvard with which we began this discussion is a parable for the experience of the nation’s university system. Insofar as many more people now go to college, the college degree has become more democratic during the twentieth century. But as it became democratic, a new elite was developing even more rapidly within the system. From the early 1950s into the mid-1960s, the nation’s university system not only became more efficient in bringing the bright youngsters to college, it became radically more efficient at sorting the brightest of the bright into a handful of elite colleges.

The Case of Ivy League and the State of Pennsylvania: The 1920s Versus the 1960s

Prior to World War II, America had a stratum of elite colleges just as it has now, with the Ivy League being the best known. Then as now, these schools attracted the most celebrated faculty, had the best libraries, and sent their graduates on to the best graduate schools and to prestigious jobs. Of these elite schools, Harvard was among the most famous and the most selective. But what was true of Harvard then was true of the other elite schools. They all had a thin layer of the very brightest among their students but also many students who were merely bright and a fair number of students who were mediocre. They tapped only a fragment of the cognitive talent in the country. The valedictorian in Kalamazoo and the Kansas farm girl with an IQ of 140 might not even be going to college at all. If they did, they probably went to the nearest state university or to a private college affiliated with their church.

One of the rare windows on this period is provided by two little-known sources of test score data. The first involves the earliest SATs, which were first administered in 1926. As part of that effort, a standardized intelligence test was also completed by 1,080 of the SAT subjects. In its first annual report, a Commission appointed by the College Entrance Examination Board provided a table for converting the SAT of that era to IQ scores.10 Combining that information with reports of the mean SAT scores for entrants to schools using the SAT, we are able to approximate the mean IQs of the entering students to the Ivy League and the Seven Sisters, the most prestigious schools in the country at that time.11

Judging from this information, the entering classes of these schools in 1926 had a mean IQ of about 117, which places the average student at the most selective schools in the country at about the 88th percentile of all the nation’s youths and barely above the 115 level that has often been considered the basic demarcation point for prime college material.

In the same year as these SAT data were collected, the Carnegie Foundation began an ambitious statewide study of high school seniors and their college experience in the entire state of Pennsylvania.12 By happy coincidence, the investigators used the same form of the Otis Intelligence Test used by the SAT Commission. Among other tests, they reported means for the sophomore classes at all the colleges and universities in Pennsylvania in 1928. Pennsylvania was (then as now) a large state with a wide variety of public and private schools, small and large, prestigious and pedestrian. The IQ equivalent of the average of all Pennsylvania colleges was 107, which put the average Pennsylvania student at the 68th percentile, considerably below the average of the elite schools. But ten Pennsylvania colleges had freshman classes with mean IQs that put them at the 75th to 90 percentiles.13 In other words, students going to any of several Pennsylvania colleges were, on average, virtually indistinguishable in cognitive ability from the students in the Ivy League and the Seven Sisters.

Now let us jump to 1964, the first year for which SAT data for a large number of Pennsylvania colleges are available. We repeat the exercise, this time using the SAT-Verbal test as the basis for analysis.14 Two important changes had occurred since 1928. The average freshman in a Pennsylvania college in 1964 was much smarter than the average Pennsylvania freshman in 1928—at about the 89th percentile. At the same time, however, the elite colleges, using the same fourteen schools represented in the 1928 data, had moved much further out toward the edge, now boasting an average freshman who was at the 99th percentile of the nation’s youth.

Cognitive Stratification Throughout the College System by the 1960s

The same process occurred around the country, as the figure below shows. We picked out colleges with freshman SAT-Verbal means that were separated by roughly fifty-point intervals as of 1961.15 The specific schools named are representative of those clustering near each break point. At the bottom is a state college in the second echelon of a state system (represented by Georgia Southern); then comes a large state university (North Carolina State), then five successively more selective private schools: Villanova, Tulane, Colby, Amherst, and Harvard. We have placed the SAT scores against the backdrop of the overall distribution of SAT scores for the entire population of high school seniors (not just those who ordinarily take the SAT), using a special study that the College Board conducted in the fall of 1960. The figure points to the general phenomenon already noted for Harvard: By 1961, a large gap separated the student bodies of the elite schools from those of the public universities. Within the elite schools, another and significant level of stratification had also developed.

Cognitive stratification in colleges by 1961
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Source: Seibel 1962; College Entrance Examination Board 1961.

As the story about Harvard indicated, the period of this stratification seems to have been quite concentrated, beginning in the early 1950s.16 It remains to explain why. What led the nation’s most able college age youth (and their parents) to begin deciding so abruptly that State U. was no longer good enough and that they should strike out for New Haven or Palo Alto instead?

If the word democracy springs to your tongue, note that democracy—at least in the economic sense—had little to do with it. The Harvard freshman class of 1960 comprised fewer children from low-income families, not more, than the freshman class in 1952.17 And no wonder. Harvard in 1950 had been cheap by today’s standards. In 1950, total costs for a year at Harvard were only $8,800—in 1990 dollars, parents of today’s college students will be saddened to learn. By 1960, total costs there had risen to $12,200 in 1990 dollars, a hefty 40 percent increase. According to the guidelines of the times, the average family could, if it stretched, afford to spend 20 percent of its income to send a child to Harvard.18 Seen in that light, the proportion of families who could afford Harvard decreased slightly during the 1950s.19 Scholarship help increased but not fast enough to keep pace.

Nor had Harvard suddenly decided to maximize the test scores of its entering class. In a small irony of history, the Harvard faculty had decided in 1960 not to admit students purely on the basis of academic potential as measured by tests but to consider a broader range of human qualities.20 Dean Bender explained why, voicing his fears that Harvard would “become such an intellectual hot-house that the unfortunate aspects of a self-conscious ‘intellectualism’ would become dominant and the precious, the brittle and the neurotic take over.” He asked a very good question indeed: “In other words, would being part of a super-elite in a high prestige institution be good for the healthy development of the ablest 18- to 22-year-olds, or would it tend to be a warping and narrowing experience?”21 In any case, Harvard in 1960 continued, as it had in the past and would in the future, to give weight to such factors as the applicant’s legacy (was the father a Harvard alum?), his potential as a quarterback or stroke for the eight-man shell, and other nonacademic qualities.22

The baby boom had nothing to do with the change. The leading edge of the baby boomer tidal wave was just beginning to reach the campus by 1960.23

So what had happened? With the advantage of thirty additional years of hindsight, two trends stand out more clearly than they did in 1960.

First, the 1950s were the years in which television came of age and long-distance travel became commonplace. Their effects on the attitudes toward college choices can only be estimated, but they were surely significant. For students coming East from the Midwest and West, the growth of air travel and the interstate highway system made travel to school faster for affluent families and cheaper for less affluent ones. Other effects may have reflected the decreased psychic distance of Boston from parents and prospective students living in Chicago or Salt Lake City, because of the ways in which the world had become electronically smaller.

Second, the 1950s saw the early stages of an increased demand that results not from proportional changes in wealth but from an expanding number of affluent customers competing for scarce goods. Price increases for a wide variety of elite goods have outstripped changes in the consumer price index or changes in mean income in recent decades, sometimes by orders of magnitude. The cost of Fifth Avenue apartments, seashore property, Van Gogh paintings, and rare stamps are all examples. Prices have risen because demand has increased and supply cannot. In the case of education, new universities are built, but not new Princetons, Harvards, Yales, or Stanfords. And though the proportion of families with incomes sufficient to pay for a Harvard education did not increase significantly during the 1950s, the raw number did. Using the 20-percent-of-family-income rule, the number of families that could afford Harvard increased by 184,000 from 1950 to 1960. Using a 10 percent rule, the number increased by 55,000. Only a small portion of these new families had children applying to college, but the number of slots in the freshmen classes of the elite schools was also small. College enrollment increased from 2.1 million students in 1952 to 2.6 million by 1960, meaning a half-million more competitors for available places. It would not take much of an increase in the propensity to seek elite educations to produce a substantial increase in the annual applications to Harvard, Yale, and the others.24

We suspect also that the social and cultural forces unleashed by World War II played a central role, but probing them would take us far afield. Whatever the combination of reasons, the basics of the situation were straightforward: By the early 1960s, the entire top echelon of American universities had been transformed. The screens filtering their students from the masses had not been lowered but changed. Instead of the old screen—woven of class, religion, region, and old school ties—the new screen was cognitive ability, and its mesh was already exceeding fine.

Changes Since the 1960s

There have been no equivalent sea changes since the early 1960s, but the concentration of top students at elite schools has intensified. As of the early 1990s, Harvard did not get four applicants for each opening, but closer to seven, highly self-selected and better prepared than ever. Competition for entry into the other elite schools has stiffened comparably.

Philip Cook and Robert Frank have drawn together a wide variety of data documenting the increasing concentration.25 There are, for example, the Westinghouse Science Talent Search finalists. In the 1960s, 47 percent went to the top seven colleges (as ranked in the Barron’s list that Cook and Frank used). In the 1980s, that proportion had risen to 59 percent, with 39 percent going to just three colleges (Harvard, MIT, and Princeton).26 Cook and Frank also found that from 1979 to 1989, the percentage of students scoring over 700 on the SAT-Verbal who chose one of the “most competitive colleges” increased from 32 to 43 percent.27

The degree of partitioning off of the top students as of the early 1990s has reached startling proportions. Consider the list of schools that were named as the nation’s top twenty-five large universities and the top twenty-five small colleges in a well-known 1990 ranking.28 Together, these fifty schools accounted for just 59,000 out of approximately 1.2 million students who entered four-year institutions in the fall of 1990—fewer than one out of twenty of the nation’s freshmen in four-year colleges. But they took in twelve out of twenty of the students who scored in the 700s on their SAT-Verbal test. They took in seven out of twenty of students who scored in the 600s.29

The concentration is even more extreme than that. Suppose we take just the top ten schools, as ranked by the number of their freshmen who scored in the 700s on the SAT-Verbal. Now we are talking about schools that enrolled a total of only 18,000 freshmen, one out of every sixty-seven nationwide. Just these ten schools—Harvard, Yale, Stanford, University of Pennsylvania, Princeton, Brown, University of California at Berkeley, Cornell, Dartmouth, and Columbia—soaked up 31 percent of the nation’s students who scored in the 700s on the SAT-Verbal. Harvard and Yale alone, enrolling just 2,900 freshmen—roughly 1 out of every 400 freshmen—accounted for 10 percent. In other words, scoring above 700 is forty times more concentrated in the freshman classes at Yale and Harvard than in the national SAT population at large—and the national SAT population is already a slice off the top of the distribution.30

HOW HIGH ARE THE PARTITIONS?

We have spoken of “cognitive partitioning” through education, which implies separate bins into which the population has been distributed. But there has always been substantial intellectual overlap across educational levels, and that remains true today. We are trying to convey a situation that is as much an ongoing process as an outcome. But before doing so, the time has come for the first of a few essential bits of statistics: the concepts of distribution and standard deviation. If you are new to statistics, we recommend that you read the more detailed explanation in Appendix 1; you will enjoy the rest of the book more if you do.

A Digression: Standard Deviations and Why They Are Important

Very briefly, a distribution is the pattern formed by many individual scores. The famous “normal distribution” is a bell-shaped curve, with most people getting scores in the middle range and a few at each end, or “tail,” of the distribution. Most mental tests are designed to produce normal distributions.

A standard deviation is a common language for expressing scores. Why not just use the raw scores (SAT points, IQ points, etc.)? There are many reasons, but one of the simplest is that we need to compare results on many different tests. Suppose you are told that a horse is sixteen hands tall and a snake is quarter of a rod long. Not many people can tell you from that information how the height of the horse compares to the length of the snake. If instead people use inches for both, there is no problem. The same is true for statistics. The standard deviation is akin to the inch, an all-purpose measure that can be used for any distribution. Suppose we tell you that Joe has an ACT score of 24 and Tom has an SAT-Verbal of 720. As in the case of the snake and the horse, you need a lot of information about those two tests before you can tell much from those two numbers. But if we tell you instead that Joe has an ACT score that is .7 standard deviation above the mean and Tom has an SAT-Verbal that is 2.7 standard deviations above the mean, you know a lot.

How big is a standard deviation? For a test distributed normally, a person whose score is one standard deviation below the mean is at the 16th percentile. A person whose score is a standard deviation above the mean is at the 84th percentile. Two standard deviations from the mean mark the 2d and 98th percentiles. Three standard deviations from the mean marks the bottom and top thousandth of a distribution. Or, in short, as a measure of distance from the mean, one standard deviation means “big,” two standard deviations means “very big,” and three standard deviations means “huge.” Standard deviation is often abbreviated “SD,” a convention we will often use in the rest of the book.

Understanding How the Partitions Have Risen

The figure below summarizes the situation as of 1930, after three decades of expansion in college enrollment but before the surging changes of the decades to come. The area under each distribution is composed of people age 23 and is proportional to its representation in the national population of such people. The vertical lines denote the mean score for each distribution. Around them are drawn normal distributions—bell curves—expressed in terms of standard deviations from the mean.31

Americans with and without a college degree as of 1930
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Sources: Brigham, 1932; Learned and Wood, 1938.

It is easy to see from the figure above why cognitive stratification was only a minor part of the social landscape in 1930. At any given level of cognitive ability, the number of people without college degrees dwarfed the number who had them. College graduates and the noncollege population did not differ much in IQ. And even the graduates of the top universities (an estimate based on the Ivy League data for 1928) had IQs well within the ordinary range of ability.

The comparable picture sixty years later, based on our analysis of the NLSY, is shown in the next figure, again depicted as normal distributions.32 Note that the actual distributions may deviate from perfect normality, especially out in the tails.

Americans with and without a college degree as of 1990
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The college population has grown a lot while its mean IQ has risen a bit. Most bright people were not going to college in 1930 (or earlier)—waiting on the bench, so to speak, until the game opened up to them. By 1990, the noncollege population, drained of many bright youngsters, had shifted downward in IQ. While the college population grew, the gap between college and noncollege populations therefore also grew. The largest change, however, has been the huge increase in the intelligence of the average student in the top dozen universities, up a standard deviation and a half from where the Ivies and the Seven Sisters were in 1930. One may see other features in the figure evidently less supportive of cognitive partitioning. Our picture suggests that for every person within the ranks of college graduates, there is another among those without a college degree who has just as high an IQ—or at least almost. And as for the graduates of the dozen top schools,33 while it is true that their mean IQ is extremely high (designated by the +2.7 SDs to which the line points), they are such a small proportion of the nation’s population that they do not even register visually on this graph, and they too are apparently outnumbered by people with similar IQs who do not graduate from those colleges, or do not graduate from college at all. Is there anything to be concerned about? How much partitioning has really occurred?

Perhaps a few examples will illustrate. Think of your twelve closest friends or colleagues. For most readers of this book, a large majority will be college graduates. Does it surprise you to learn that the odds of having even half of them be college graduates are only six in a thousand, if people were randomly paired off?34 Many of you will not think it odd that half or more of the dozen have advanced degrees. But the odds against finding such a result among a randomly chosen group of twelve Americans are actually more than a million to one. Are any of the dozen a graduate of Harvard, Stanford, Yale, Princeton, Cal Tech, MIT, Duke, Dartmouth, Cornell, Columbia, University of Chicago, or Brown? The chance that even one is a graduate of those twelve schools is one in a thousand. The chance of finding two among that group is one in fifty thousand. The chance of finding four or more is less than one in a billion.

Most readers of this book—this may be said because we know a great deal about the statistical tendencies of people who read a book like this—are in preposterously unlikely groups, and this reflects the degree of partitioning that has already occurred.

In some respects, the results of the exercise today are not so different from the results that would have been obtained in former years. Sixty years ago as now, the people who were most likely to read a book of this nature would be skewed toward those who had friends with college or Ivy League college educations and advanced degrees. The differences between 1930 and 1990 are these:

First, only a small portion of the 1930 population was in a position to have the kind of circle of friends and colleagues that characterizes the readers of this book. We will not try to estimate the proportion, which would involve too many assumptions, but you may get an idea by examining the small area under the curve for college graduates in the 1930 figure, and visualize some fraction of that area as representing people in 1930 who could conceivably have had the educational circle of friends and colleagues you have. They constituted the thinnest cream floating on the surface of American society in 1930. In 1990, they constituted a class.

Second, the people who obtained such educations changed. Suppose that it is 1930 and you are one of the small number of people whose circle of twelve friends and colleagues included a sizable fraction of college graduates. Suppose you are one of the even tinier number whose circle came primarily from the top universities. Your circle, selective and uncommon as it is, nonetheless will have been scattered across a wide range of intelligence, with IQs from 100 on up. Given the same educational profile in one’s circle today, it would consist of a set of people with IQs where the bottom tenth is likely to be in the vicinity of 120, and the mean is likely to be in excess of 130—people whose cognitive ability puts them out at the edge of the population at large. What might have been a circle with education or social class as its most salient feature in 1930 has become a circle circumscribing a narrow range of high IQ scores today.

The sword cuts both ways. Although they are not likely to be among our readers, the circles at the bottom of the educational scale comprise lower and narrower ranges of IQ today than they did in 1930. When many youngsters in the top 25 percent of the intelligence distribution who formerly would have stopped school in or immediately after high school go to college instead, the proportion of high-school-only persons whose intelligence is in the top 25 percent of the distribution has to fall correspondingly. The occupational effect of this change is that bright youngsters who formerly would have become carpenters or truck drivers or postal clerks go to college instead, thence to occupations higher on the socioeconomic ladder. Those left on the lower rungs are therefore likely to be lower and more homogeneous intellectually. Likewise their neighborhoods, which get drained of the bright and no longer poor, have become more homogeneously populated by a less bright, and even poorer, residuum. In other chapters we focus on what is happening at the bottom of the distribution of intelligence.

The point of the exercise in thinking about your dozen closest friends and colleagues is to encourage you to detach yourself momentarily from the way the world looks to you from day to day and contemplate how extraordinarily different your circle of friends and acquaintances is from what would be the norm in a perfectly fluid society. This profound isolation from other parts of the IQ distribution probably dulls our awareness of how unrepresentative our circle actually is.

With these thoughts in mind, let us proceed to the technical answer to the question, How much partitioning is there in America? It is done by expressing the overlap of two distributions after they are equated for size. There are various ways to measure overlap. In the following table we use a measure called median overlap, which says what proportion of IQ scores in the lower-scoring group matched or exceeded the median score in the higher-scoring group. For the nationally representative NLSY sample, most of whom attended college in the late 1970s and through the 1980s, the median overlap is as follows: By this measure, there is only about 7 percent overlap between people with only a high school diploma and people with a B.A. or M.A. And even this small degree of overlap refers to all colleges. If you went to any of the top hundred colleges and universities in the country, the measure of overlap would be a few percentage points. If you went to an elite school, the overlap would approach zero.



	Overlap Across the Educational Partitions



	Groups Being Compared
	Median Overlap



	High school graduates with college graduates
	7%



	High school graduates with Ph.D.s, M.D.s, or LL.B.s
	1%



	College graduates with Ph.D.s, M.D.s, and LL.Bs
	21%




Even among college graduates, the partitions are high. Only 21 percent of those with just a B.A. or a B.S. had scores as high as the median for those with advanced graduate degrees. Once again, these degrees of overlap are for graduates of all colleges. The overlap between the B.A. from a state teachers’ college and an MIT Ph.D. can be no more than a few percentage points.

What difference does it make? The answer to that question will unfold over the course of the book. Many of the answers involve the ways that the social fabric in the middle class and working class is altered when the most talented children of those families are so efficiently extracted to live in other worlds. But for the time being, we can begin by thinking about that thin layer of students of the highest cognitive ability who are being funneled through rarefied college environments, whence they go forth to acquire eventually not just the good life but often an influence on the life of the nation. They are coming of age in environments that are utterly atypical of the nation as a whole. The national percentage of 18-year-olds with the ability to get a score of 700 or above on the SAT-Verbal test is in the vicinity of one in three hundred. Think about the consequences when about half of these students are going to universities in which 17 percent of their classmates also had SAT-Vs in the 700s and another 48 percent had scores in the 600s.35 It is difficult to exaggerate how different the elite college population is from the population at large—first in its level of intellectual talent, and correlatively in its outlook on society, politics, ethics, religion, and all the other domains in which intellectuals, especially intellectuals concentrated into communities, tend to develop their own conventional wisdoms.

The news about education is heartening and frightening, more or less in equal measure. Heartening, because the nation is providing a college education for a high proportion of those who could profit from it. Among those who graduate from high school, just about all the bright youngsters now get a crack at a college education. Heartening also because our most elite colleges have opened their doors wide for youngsters of outstanding promise. But frightening too. When people live in encapsulated worlds, it becomes difficult for them, even with the best of intentions, to grasp the realities of worlds with which they have little experience but over which they also have great influence, both public and private. Many of those promising undergraduates are never going to live in a community where they will be disabused of their misperceptions, for after education comes another sorting mechanism, occupations, and many of the holes that are still left in the cognitive partitions begin to get sealed. We now turn to that story.



Chapter 2

Cognitive Partitioning by Occupation

People in different jobs have different average IQs. Lawyers, for example, have higher IQs on the average than bus drivers. Whether they must have higher IQs than bus drivers is a topic we take up in detail in the next chapter. Here we start by noting simply that people from different ranges on the IQ scale end up in different jobs.

Whatever the reason for the link between IQ and occupation, it goes deep. If you want to guess an adult male’s job status, the results of his childhood IQ test help you as much as knowing how many years he went to school.

IQ becomes more important as the job gets intellectually tougher. To be able to dig a ditch, you need a strong back but not necessarily a high IQ score. To be a master carpenter, you need some higher degree of intelligence along with skill with your hands. To be a first-rate lawyer, you had better come from the upper end of the cognitive ability distribution. The same may be said of a handful of other occupations, such as accountants, engineers and architects, college teachers, dentists and physicians, mathematicians, and scientists. The mean IQ of people entering those fields is in the neighborhood of 120. In 1900, only one out of twenty people in the top 10 percent in intelligence were in any of these occupations, a figure that did not change much through 1940. But after 1940, more and more people with high IQs flowed into those jobs, and by 1990 the same handful of occupations employed about 25 percent of all the people in the top tenth of intelligence.

During the same period, IQ became more important for business executives. In 1900, the CEO of a large company was likely to be a WASP born into affluence. He may have been bright, but that was not mainly how he was chosen. Much was still the same as late as 1950. The next three decades saw a great social leveling, as the executive suites filled with bright people who could maximize corporate profits, and never mind if they came from the wrong side of the tracks or worshipped at a temple instead of a church. Meanwhile, the college degree became a requirement for many business positions, and graduate education went from a rarity to a commonplace among senior executives.

When one combines the people known to be in high-IQ professions with estimates of the numbers of business executives who are drawn from the top tenth in cognitive ability, the results do not leave much room for maneuver. The specific proportions are open to argument, but the main point seems beyond dispute: Even as recently as midcentury, America was still a society in which most bright people were scattered throughout the wide range of jobs. As the century draws to a close, a very high proportion of that same group is now concentrated within a few occupations that are highly screened for IQ.

Jobs sort people by their IQs, just as college does. But there is a difference between educational and occupational sorting. People spend only one to two decades in school. School may seem like forever when we are there, but we spend most of our lives with the sorting that centers on work and carries over into circles of friends and colleagues, and into communities—if not physically the same workplaces, communities, and friends throughout the life span, then generically similar ones. In this chapter, we continue our discussion of the contours of the intellectual landscape. An examination of occupational sorting will carry us through to the end of Part I.

JOBS AND INTELLIGENCE

No one decreed that occupations should sort us out by our cognitive abilities, and no one enforces the process. It goes on beneath the surface, guided by its own invisible hand. Testers observe that job status and intelligence test scores have gone together since there were intelligence tests to give.1 As tests evolved and as the measurement of status was formalized, studying the relation between the jobs and intelligence became a cottage industry for social scientists. By now, the relation has been confirmed many times, in many countries, and in many approaches to the data.2

This is not to say that the experts find nothing to quarrel about. The technical literature is replete with disagreement. Aside from the purely technical bones of contention, the experts argue about whether the IQ-job status connection is a by-product of a more fundamental link between educational level and job status. For example, it takes a law degree to be a lawyer, and it takes intelligence to get into and through law school, but aside from that, is there any good reason why lawyers need to have higher IQs on average than, say, bus drivers? At the height of egalitarianism in the 1970s, the received wisdom in many academic circles was “no,” with Christopher Jencks’s Inequality the accepted text.3 A related argument, stated forcefully by James Fallows, arises over whether an IQ score is a credential for certain jobs, like a union card for a musician, or whether there is a necessary link between job status and intelligence, like a good ear.4 By the time we get to the end of Part I, our answers to such questions should be clear. Here we review a few of the more illuminating findings, to push the discussion beyond the fact that occupational status is correlated with IQ.

One notable finding is that the correlation between IQ and job status is just about as high if the IQ test is given in childhood, decades before people enter the job market, as it is among young adults who are taking an intelligence test after years of education. For example, in a small but elegant longitudinal study of childhood intelligence and adult outcomes, the boys and girls in the sample were given IQ tests in childhood and then their job statuses and levels of schooling were measured on standard scales after they were at least 26 years old.5 The IQ scores they got when they were 7 or 8 years old were about as correlated with the status level of their adult jobs as their adult IQs would have been.6 Inasmuch as childhood IQ is more correlated with status than completed education, as it is in some studies, the thesis that IQ scores really just measure educational level is weakened.

Family members typically resemble each other in their occupational status.7 We are talking here not about a son or a niece or a brother-in-law going into the family business but about job status, however measured. On rating scales that categorize jobs from those with the highest status to those with the lowest, family members tend to land at similar levels. There are many exceptions; we all hear occasionally about families with several members who are doctors and lawyers plus another who is a blue-collar worker, or vice versa. But such stories call attention to themselves because they describe rarities. Mostly, relatives occupy neighboring, if not the same, rungs on the job status ladder, and the closer the relationship is, the nearer they are. Such commonplace findings have many possible explanations, but an obvious one that is not mentioned or tested often by social scientists is that since intelligence runs in families and intelligence predicts status, status must run in families. In fact, this explanation somehow manages to be both obvious and controversial.8

One useful study of family resemblance in status comes from Denmark and is based on several hundred men and women adopted in or around Copenhagen between 1924 and 1947.9 Four out of five of these adopted people had been placed with their adopting families in their first year of life; the average age of placement overall was 3 months. To all intents and purposes, then, the adoptees shared little common environment with their biological siblings, but they shared a home environment with their adoptive siblings. In adulthood, they were compared with both their biological siblings and their adoptive siblings, the idea being to see whether common genes or common home life determined where they landed on the occupational ladder. The biologically related siblings resembled each other in job status, even though they grew up in different homes. And among them, the full siblings had more similar job status than the half siblings. Meanwhile, adoptive siblings were not significantly correlated with each other in job status.10

THE GROWTH OF HIGH-IQ PROFESSIONS

The above comments apply to all sorts of occupations, from low status to high. But the relationship of IQ to occupations changes as the job becomes more cognitively demanding. Almost anyone can become a ditch digger (if he has a strong enough back); many can become cabinetmakers (if they have good enough small-motor skills), but only people from a fairly narrow range of cognitive ability can become lawyers. If lawyering pays more than cabinetmaking, what happens as the number of lawyering jobs increases, as it has in America? More people with high IQs are diverted to lawyering, which means that they are not going to become cabinetmakers or ditch diggers.

Now imagine that process writ large, and consider what has happened within the handful of occupations that are most highly screened for IQ. We will concentrate here on a dozen such occupations, which we will refer to as “high-IQ professions.” Some of them have existed as long as IQ tests and are included in the list of occupations for the 1900 census: accountants, architects, chemists, college teachers, dentists, engineers, lawyers, and physicians. Others have emerged more recently or are relabeled in more recent occupational breakdowns: computer scientists, mathematicians, natural scientists, and social scientists.

The mean IQ of people entering those fields is about 120, give or take a few points.11 The state of knowledge is not perfect, and the sorting process is not precise. Different studies find slightly different means for these occupations, with some suggesting that physicians have a mean closer to 125, for example.12 Theoretical physicists probably average higher than natural scientists in general. Within each profession, the range of scores may be large. Even an occupation with a high mean may include individuals with modest scores; it will certainly include a sizable proportion below its mean—50 percent of them, if the distribution is symmetrical above and below its mean.13

Nonetheless, 120 is a good ballpark figure for estimating the mean person in these high-IQ professions, and it also has the advantage of marking the cutoff point for approximately the top tenth of the entire population in IQ.14 Armed with this information plus a few conjectures, we may explore how cognitive stratification at the top of the American labor market has changed over the years. The figure below shows the answer for the twentieth century to date.

Once again, the portrait of American society depends on vantage point. Let us begin with the bottom line, showing the percentage of the entire labor force that is engaged in high-IQ professions. There has been a proportional increase during the twentieth century, but these people still constituted only about one out of fifteen Americans in the labor force as of 1990.

Now consider Americans in the top 10 percent (the top decile, in other words) in cognitive ability—everyone over the age of 25, including housewives, the retired, and others who are not counted as being part of the labor force. These people are represented by the middle line in the graph. In 1900, the number of jobs in the high-IQ professions soaked up only about one out of twenty of these talented people. By 1990, they soaked up almost five times as many, or one out of four.

Finally, consider the top line in the graph, which is limited to Americans who are in both the top decile of IQ and the labor force. In 1900, about one out of eleven was in one of the high-IQ professions; by 1990, more than one out of three. This still leaves almost two out of three of them unaccounted for, but we will get to them in the next section of the chapter.

The top IQ decile becomes rapidly more concentrated in high-IQ professions from 1940 onward
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Source: U.S. Bureau of the Census 1975, Table D233—682; SAVS 1981, Table 675; U.S. Department of Labor, 1991, Table 22.

Note: Included are accountants, architects, chemists, college teachers, computer scientists, dentists, engineers, lawyers, mathematicians, natural scientists, physicians, and social scientists. Assumes 50 percent of persons in these professions have IQs of 120 or higher.

The specific proportions should be taken with a grain of salt, based, as they are, on estimates of IQs within the occupations. But we have a way of checking the 1990 estimate against actual experience, using the National Longitudinal Survey of Youth (described fully in the introduction to Part II), and our estimate fits quite closely.15 In any case, the basic trends are unmistakable. Unlike the steep slopes we saw for educational changes in the first half of the century, the high-IQ professions gained proportionally little of the working force through 1940. But after 1940, the trickle swelled to a flood, shown by the nonlinear upward sweep of the proportion in the top IQ decile who have more recently gone to work in this limited number of jobs.


The High-IQ Professions and the Cognitive Elite



We have been discussing the top decile: everyone with an IQ of 120 or higher. What about people in the even more rarefied cognitive elite, the top fraction of a centile who are so concentrated in a handful of universities during their college years? We have little to tell us exactly what is happening now, but we know what the situation was fifty years ago, through Lewis Terman’s famous study of 1,500 highly gifted children who were born in the early 1900s and followed throughout their lives. Their average IQs were over three standard deviations above the mean, meaning that the Terman sample represented about l/300th of the population. As of 1940, the members of the Terman sample who had finished their schooling were engaged in high-IQ professions at three times the rate of people in the top 10 percent—24 percent for the Terman sample against 8 percent for the top decile in 1940, as the preceding figure shows.16 If that was the case in 1940, when fewer than one in twelve people in the top decile were working in high-IQ professions, what might be the proportion for a comparable sample today? Presumably much higher, though how much higher is impossible to estimate with the available data.17



COGNITIVE SCREENS IN THE EXECUTIVE SUITE

The changes in our twelve high-IQ professions understate how much occupational cognitive segregation there has been in this century. We lack data about other professions and occupations in which mean IQ may be comparably high (e.g., military officers, writers, journalists). But the biggest omission involves business executives. For while the mean IQ of all people who go into business cannot be near 120,18 both common sense and circumstantial evidence suggest that people who rise to the upper echelons of large businesses tend to have high IQs and that this tendency has increased during the course of the century.

One source of circumstantial evidence that ties success in major business to intelligence is the past and present level of education of business executives.19 In 1900, more than two-thirds of the presidents and chairmen of America’s largest corporations did not have even a college degree—not because many of them were poor (few had risen from out-right poverty) but because a college degree was not considered important for running a business.20 A Wall Street tycoon (himself a Harvard alumnus) writing in 1908 advised parents that “practical business is the best school and college” for their sons who sought a business career and that, indeed, a college education “is in many instances not only a hindrance, but absolutely fatal to success.”21

The lack of a college education does not mean that senior executives of 1900 were necessarily less bright than their counterparts in 1990. But other evidence points to a revolution in the recruitment of senior executives that was not much different from the revolution in educational stratification that began in the 1950s. In 1900, the CEO of a large company was likely to be the archetype of the privileged capitalist elite that C. Wright Mills described in The Power Elite: born into affluence, the son of a business executive or a professional person, not only a WASP but an Episcopalian WASP.22 In 1950, it was much the same. The fathers’ occupations were about the same as they had been in 1900, with over 70 percent having been business executives or professionals, and, while Protestantism was less overwhelmingly dominant than it had been in 1900, it remained the right religion, with Episcopalianism still being the rightest of all. Fewer CEOs in 1950 had been born into wealthy families (down from almost half in 1900 to about a third), but they were continuing to be drawn primarily from the economically comfortable part of the population. The proportion coming from poor families had not changed. Many CEOs in the first half of the century had their jobs because their family’s name was on the sign above the factory door; many had reached their eminent positions only because they did not have to compete against more able people who were excluded from the competition for lack of the right religion, skin color, national origin, or family connections.

In the next twenty-five years, the picture changed. The proportion of CEOs who came from wealthy families had dropped from almost half in 1900 and a third in 1950 to 5.5 percent by 1976.23 The CEO of 1976 was still disproportionately likely to be Episcopalian but much less so than in 1900—and by 1976 he was also disproportionately likely to be Jewish, unheard of in 1920 or earlier. In short, social and economic background was no longer nearly as important in 1976 as in the first half of the century. Educational level was becoming the high road to the executive suite at the same time that education was becoming more dependent on cognitive ability, as Chapter 1 showed. The figure above traces the change in highest educational attainment from 1900 to 1976 for CEOs of the largest U.S. companies.

In fifty years, the education of the typical CEO increases from high school to graduate school
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Source: Burck 1976, p. 172; Newcomer 1955, Table 24.

The timing of the changes is instructive. The decline of the high school-educated chief executive was fairly steady throughout the period. College-educated CEOs surged into the executive suite in the 1925-1950 period. But as in the case of educational stratification, the most dramatic shift occurred after 1950, represented by the skyrocketing proportion of chief executives who had attended graduate school.24 By 1976, 40 percent of the Fortune 500 companies were headed by individuals whose background was in finance or law, fields of study that are highly screened for intelligence. So we are left with this conservative interpretation: Nobody knows what the IQ mean or distribution was for executives at the turn of the century, but it is clear that, as of the 1990s, the cognitive screens were up. How far up? The broad envelope of possibilities suggests that senior business executives soak up a large proportion of the top IQ decile who are not engaged in the dozen high-IQ professions. The constraints leave no other possibility. Here are the constraints and the arithmetic:

In 1990, the resident population ages 25 to 64 (the age group in which the vast majority of people working in high-IQ professions fall) consisted of 127 million people.25 By definition, the top IQ decile thus consisted of 12.7 million people. The labor force of persons aged 25 to 64 consisted of 100 million people. The smartest working-age people are disproportionately likely to be in the labor force (especially since career opportunities have opened up for women). As a working assumption, suppose that the labor force of 100 million included 11 million of the 12.7 million people in the top IQ decile.

We already know that 7.3 million people worked in the high-IQ professions that year and have reason to believe that about half of those (3.65 million) have IQs of 120 or more. Subtracting 3.65 million from 11 million leaves us with about 7.4 million people in the labor force with IQs of 120 or more unaccounted for. Meanwhile, 12.9 million people were classified in 1980 as working in executive, administrative, and managerial positions.26 A high proportion of people in those positions graduated from college, one screen. They have risen in the corporate hierarchy over the course of their careers, which is probably another screen for IQ. What is their mean IQ? There is no precise answer. Studies suggest that the mean for the job category including all white-collar and professionals is around 107, but that category is far broader than the one we have in mind. Moreover, the mean IQ of four-year college graduates in general was estimated at about 115 in 1972, and senior executives probably have a mean above that average.27

At this point, we are left with startlingly little room for maneuver. How many of those 12.9 million people in executive, administrative, and managerial positions have IQs above 120? Any plausible assumption digs deep into the 7.4 million people with IQs of 120 or more who are not already engaged in one of the other high-IQ professions and leaves us with an extremely high proportion of people of the labor force with IQs above 120 who are already working in a high-IQ profession or in an executive or managerial position. One could easily make a case that the figure is in the neighborhood of 70 to 80 percent.

Cognitive sorting has become highly efficient in the last half century, but has it really become that efficient? We cannot answer definitely yes, but it is difficult to work back through the logic and come up with good reasons for thinking that the estimates are far off the mark.

It is not profitable to push much further along this line because the uncertainties become too great, but the main point is solidly established in any case: In midcentury, America was still a society in which a large proportion of the top tenth of IQ, probably a majority, were scattered throughout the population, not working in a high-IQ profession and not in a managerial position. As the century draws to a close, some very high proportion of that same group is concentrated within those highly screened jobs.



Chapter 3

The Economic Pressure to Partition

What accounts for the way that people with different levels of IQ end up in different occupations? The fashionable explanation has been education. People with high SAT scores get into the best colleges; people with the high GRE, MCAT, or LSAT test scores get into professional and graduate schools; and the education defines the occupation. The SAT score becomes unimportant once the youngster has gotten into the right college or graduate school.

Without doubt, education is part of the explanation; physicians need a high IQ to get into medical school, but they also need to learn the material that medical school teaches before they can be physicians. Plenty of hollow credentialing goes on as well, if not in medicine then in other occupations, as the educational degree becomes a ticket for jobs that could be done just as well by people without the degree.

But the relationship of cognitive ability to job performance goes beyond that. A smarter employee is, on the average, a more proficient employee. This holds true within professions: Lawyers with higher IQs are, on the average, more productive than lawyers with lower IQs. It holds true for skilled blue-collar jobs: Carpenters with high IQs are also (on average) more productive than carpenters with lower IQs. The relationship holds, although weakly, even among people in unskilled manual jobs.

The magnitude of the relationship between cognitive ability and job performance is greater than once thought. A flood of new analyses during the 1980s established several points with large economic and policy implications:

Test scores predict job performance because they measure g, Spearman’s general intelligence factor, not because they identify “aptitude” for a specific job. Any broad test of general intelligence predicts proficiency in most common occupations, and does so more accurately than tests that are narrowly constructed around the job’s specific tasks.

The advantage conferred by IQ is long-lasting. Much remains to be learned, but usually the smarter employee tends to remain more productive than the less smart employee even after years on the job.

An IQ score is a better predictor of job productivity than a job interview, reference checks, or college transcript.

Most sweepingly important, an employer that is free to pick among applicants can realize large economic gains from hiring those with the highest IQs. An economy that lets employers pick applicants with the highest IQs is a significantly more efficient economy. Herein lies the policy problem: Since 1971, Congress and the Supreme Court have effectively forbidden American employers from hiring based on intelligence tests. How much does this policy cost the economy? Calculating the answer is complex, so estimates vary widely, from what one authority thinks was a lower-bound estimate of $80 billion in 1980 to what another authority called an upper-bound estimate of $13 billion for that year.

Our main point has nothing to do with deciding how large the loss is or how large the gain would be if intelligence tests could be freely used for hiring. Rather, it is simply that intelligence itself is importantly related to job performance. Laws can make the economy less efficient by forbidding employers to use intelligence tests, but laws cannot make intelligence unimportant.

To this point in the discussion, the forces that sort people into jobs according to their cognitive ability remain ambiguous. There are three main possibilities, hinted at in the previous chapter but not assessed.

The first is the standard one: IQ really reflects education. Education imparts skills and knowledge—reading, writing, doing arithmetic, knowing some facts. The skills and knowledge are valuable in the workplace, so employers prefer to hire educated people. Perhaps IQ, in and of itself, has something to do with people’s performance at work, but probably not much. Education itself is the key. More is better, for just about everybody, to just about any level.

The second possibility is that IQ is correlated with job status because we live in a world of artificial credentials. The artisan guilds of old were replaced somewhere along the way by college or graduate degrees. Most parents want to see their children get at least as much education as they got, in part because they want their children to profit from the valuable credentials. As the society becomes richer, more children get more education. As it happens, education screens for IQ, but that is largely incidental to job performance. The job market, in turn, screens for educational credentials. So cognitive stratification occurs in the workplace, but it reflects the premium put on education, not on anything inherent in either education or cognitive ability itself.

The third possibility is that cognitive ability itself—sheer intellectual horsepower, independent of education—has market value. Seen from this perspective, the college degree is not a credential but an indirect measure of intelligence. People with college degrees tend to be smarter than people without them and, by extension, more valuable in the marketplace. Employers recruit at Stanford or Yale not because graduates of those schools know more than graduates of less prestigious schools but for the same generic reason that Willie Sutton gave for robbing banks. Places like Stanford and Yale are where you find the coin of cognitive talent.

The first two explanations have some validity for some occupations. Even the brightest child needs formal education, and some jobs require many years of advanced training. The problem of credentialing is widespread and real: the B.A. is a bogus requirement for many management jobs, the requirement for teaching certificates often impedes hiring good teachers in elementary and secondary schools, and the Ph.D. is irrelevant to the work that many Ph.D.s really do.

But whatever the mix of truth and fiction in the first two explanations, the third explanation is almost always relevant and almost always ignored. The process described in the previous chapter is driven by a characteristic of cognitive ability that is at once little recognized and essential for understanding how society is evolving: intelligence is fundamentally related to productivity. This relationship holds not only for highly skilled professions but for jobs across the spectrum. The power of the relationship is sufficient to give every business some incentive to use IQ as an important selection criterion.

That in brief is the thesis of the chapter. We begin by reviewing the received wisdom about the links between IQ and success in life, then the evidence specifically linking cognitive ability to job productivity.

THE RECEIVED WISDOM

“Test scores have a modest correlation with first-year grades and no correlation at all with what you do in the rest of your life,” wrote Derek Bok, then president of Harvard University, in 1985, referring to the SATs that all Harvard applicants take.1 Bok was poetically correct in ways that a college president understandably wants to emphasize. A 17-year-old who has gotten back a disappointing SAT score should not think that the future is bleak. Perhaps a freshman with an SAT math score of 500 had better not have his heart set on being a mathematician, but if instead he wants to run his own business, become a U.S. senator, or make a million dollars, he should not put aside those dreams because some of his friends have higher scores. The link between test scores and those achievements is dwarfed by the totality of other characteristics that he brings to his life, and that’s the fact that individuals should remember when they look at their test scores. Bok was correct in that, for practical purposes, the futures of most of the 18-year-olds that he was addressing are open to most of the possibilities that attract them.

President Bok was also technically correct about the students at his own university. If one were to assemble the SATs of the incoming freshmen at Harvard and twenty years later match those scores against some quantitative measure of professional success, the impact could be modest, for reasons we shall discuss. Indeed, if the measure of success was the most obvious one, cash income, then the relationship between IQ and success among Harvard graduates could be less than modest; it could be nil or even negative.2

Finally, President Bok could assert that test scores were meaningless as predictors of what you do in the rest of your life without fear of contradiction, because he was expressing what “everyone knows” about test scores and success. The received wisdom, promulgated not only in feature stories in the press but codified in landmark Supreme Court decisions, has held that, first of all, the relation between IQ scores and job performance is weak, and, second, whatever weak relationship there is depends not on general intellectual capacity but on the particular mental capacities or skills required by a particular job.3

There have been several reasons for the broad acceptance of the conclusions President Bok drew. Briefly:


A Primer on the Correlation Coefficient



We have periodically mentioned the “correlation coefficient” without saying much except that it varies from −1 to +1. It is time for a bit more detail, with even more to be found in Appendix 1. As in the case of standard deviations, we urge readers who shy from statistics to take the few minutes required to understand the concept. The nature of “correlation” will be increasingly important as we go along.

A correlation coefficient represents the degree to which one phenomenon is linked to another. Height and weight, for example, have a positive correlation (the taller, the heavier, usually). A positive correlation is one that falls between zero and +1, with +1 being an absolutely reliable, linear relationship. A negative correlation falls between 0 and −1, with −1 also representing an absolutely reliable, linear relationship, but in the inverse direction. A correlation of 0 means no linear relationship whatsoever.4

A crucial point to keep in mind about correlation coefficients, now and throughout the rest of the book, is that correlations in the social sciences are seldom much higher than .5 (or lower than −.5) and often much weaker—because social events are imprecisely measured and are usually affected by variables besides the ones that happened to be included in any particular body of data. A correlation of .2 can nevertheless be “big” for many social science topics. In terms of social phenomena, modest correlations can produce large aggregate effects. Witness the prosperity of casinos despite the statistically modest edge they hold over their customers.



Moderate correlations mean many exceptions. We all know people who do not seem all that smart but who handle their jobs much more effectively than colleagues who probably have more raw intelligence. The correlations between IQ and various job-related measures are generally in the .2 to .6 range. Throughout the rest of the book, keep the following figure in mind, for it is what a highly significant correlation in the social sciences looks like. The figure uses actual data from a randomly selected 1 percent of a nationally representative sample, using two variables that are universally acknowledged to have a large and socially important relationship, income and education, with the line showing the expected change in income for each increment in years of education.5 For this sample, the correlation was a statistically significant .33, and the expected value of an additional year of education was an additional $2,800 in family income—a major substantive increase. Yet look at how numerous are the exceptions; note especially how people with twelfth-grade educations are spread out all along the income continuum. For virtually every topic we will be discussing throughout the rest of the book, a plot of the raw data would reveal as many or more exceptions to the general statistical relationship, and this must always be remembered in trying to translate the general rule to individuals.

The variation among individuals that lies behind a significant correlation coefficient
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The exceptions associated with modest correlations mean that a wide range of IQ scores can be observed in almost any job, including complex jobs such as engineer or physician, a fact that provides President Bok and other critics of the importance of IQ with an abundant supply of exceptions to any general relationship. The exceptions do not invalidate the importance of a statistically significant correlation.

Restriction of range. In any particular job setting, there is a restricted range of cognitive ability, and the relationship between IQ scores and job performance is probably very weak in that setting. Forget about IQ for a moment and think about weight as a qualification for being an offensive tackle in the National Football League. The All-Pro probably is not the heaviest player. On the other hand, the lightest tackle in the league weighs about 250 pounds. That is what we mean by restriction of range. In terms of correlation coefficients, if we were to rate the performance of every NFL offensive tackle and then correlate those ratings with their weights, the result would probably be a correlation near zero. Should we then approach the head coaches of the NFL and recommend that they try out a superbly talented 150-pound athlete at offensive tackle? The answer is no. We would be right in concluding that performance does not correlate much with weight among NFL tackles, whose weights range upward from around 250, but not about the correlation in the general population. Imagine a sample of ordinary people drawn from the general population and inserted into an offensive line. The correlation between the performance of these people as tackles in football games and their weights would be large indeed. The difference between these two correlations—one for the actual tackles in the NFL and the other a hypothetical one for people at large—illustrates the impact of restriction of range on correlation coefficients.6

Confusion between a credential and a correlation. Would it be silly to require someone to have a minimum score on an IQ test to get a license as a barber? Yes. Is it nonetheless possible that IQ scores are correlated with barbering skills? Yes. Later in the chapter, we discuss the economic pros and cons of using a weakly correlated score as a credential for hiring, but here we note simply that some people confuse a well-founded opposition to credentialing with a less well-founded denial that IQ correlates with job performance.7

The weaknesses of individual studies. Until the last decade, even the experts had reason to think that the relationship must be negligible. Scattered across journals, books, technical reports, conference proceedings, and the records of numberless personnel departments were thousands of samples of workers for whom there were two measurements: a cognitive ability test score of some sort and an estimate of proficiency or productivity of some sort. Hundreds of such findings were published, but every aspect of this literature confounded any attempt to draw general conclusions. The samples were usually small, the measures of performance and of worker characteristics varied and were more or less unreliable and invalid, and the ranges were restricted for both the test score and the performance measure. This fragmented literature seemed to support the received wisdom: Tests were often barely predictive of worker performance and different jobs seemed to call for different predictors. And yet millions of people are hired for jobs every year in competition with other applicants. Employers make those millions of choices by trying to guess which will be the best worker. What then is a fair way for the employer to make those hiring decisions?

Since 1971, the answer to that question has been governed by a landmark Supreme Court decision, Griggs v. Duke Power Co.8 The Court held that any job requirement, including a minimum cutoff score on a mental test, must have a “manifest relationship to the employment in question” and that it was up to the employer to prove that it did.9 In practice, this evolved into a doctrine: Employment tests must focus on the skills that are specifically needed to perform the job in question.10 An applicant for a job as a mechanic should be judged on how well he does on a mechanical aptitude test, while an applicant for a job as a clerk should be judged on tests measuring clerical skills, and so forth. So decreed the Supreme Court, and why not? In addition to the expert testimony before the Court favoring it, it seemed to make good common sense.

THE RECEIVED WISDOM OVERTURNED

The problem is that common sense turned out to be wrong. In the last decade, the received wisdom has been repudiated by research and by common agreement of the leading contemporary scholars.11 The most comprehensive modern surveys of the use of tests for hiring, promotion, and licensing, in civilian, military, private, and government occupations, repeatedly point to three conclusions about worker performance, as follows.

1. Job training and job performance in many common occupations are well predicted by any broadly based test of intelligence, as compared to narrower tests more specifically targeted to the routines of the job. As a corollary: Narrower tests that predict well do so largely because they happen themselves to be correlated with tests of general cognitive ability.

2. Mental tests predict job performance largely via their loading on g.

3. The correlations between tested intelligence and job performance or training are higher than had been estimated prior to the 1980s. They are high enough to have economic consequences.

We state these conclusions qualitatively rather than quantitatively so as to span the range of expert opinion. Whereas experts in employee selection accept the existence of the relationship between cognitive ability and job performance, they often disagree with each other’s numerical conclusions. Our qualitative characterizations should be acceptable to those who tend to minimize the economic importance of general cognitive ability and to those at the other end of the range.12

Why has expert opinion shifted? The answer lies in a powerful method of statistical analysis that was developing during the 1970s and came of age in the 1980s. Known as meta-analysis, it combines the results from many separate studies and extracts broad and stable conclusions.13 In the case of job performance, it was able to combine the results from hundreds of studies. Experts had long known that the small samples and the varying validities, reliabilities, and restrictions of range in such studies were responsible to some extent for the low, negligible, or unstable correlations. What few realized was how different the picture would look when these sources of error and underestimation were taken into account through meta-analysis.14 Taken individually, the studies said little that could be trusted or generalized; properly pooled, they were full of gold. The leaders in this effort—psychologists John Hunter and Frank Schmidt have been the most prominent—launched a new epoch in understanding the link between individual traits and economic productivity.

THE LINK BETWEEN COGNITIVE ABILITY AND JOB PERFORMANCE

We begin with a review of the evidence that an important statistical link between IQ and job performance does in fact exist. In reading the discussion that follows, remember that job performance does vary in the real world, and the variations are not small. Think of your own workplace and of the people who hold similar jobs. How large is the difference between the best manager and the worst? The best and worst secretary? If your workplace is anything like ours have been, the answer is that the differences are large indeed. Outside the workplace, what is it worth to you to have the name of a first-rate plumber instead of a poor one? A first-rate auto mechanic instead of a poor one? Once again, the common experience is that job performance varies widely, with important, tangible consequences for our everyday lives.

Nor is variation in job performance limited to skilled jobs. Readers who have ever held menial jobs know this firsthand. In restaurants, there are better and worse dishwashers, better and worse busboys. There are better and worse ditch diggers and garbage collectors. People who work in industry know that no matter how apparently mindless a job is, the job can still be done better or worse, with significant economic consequences. If the consequences are significant, it is worth knowing what accounts for the difference.

Job performance may be measured in many different ways.15 Sometimes it is expressed as a natural quantitative measure (how many units a person produces per hour, for example), sometimes as structured ratings by supervisors or peers, sometimes as analyses of a work sample. When these measures of job productivity are correlated with measures of intelligence, the overall correlation, averaged over many tests and many jobs, is about .4. In the study of job performance and tests, the correlation between a test and job performance is usually referred to as the validity of the test, and we shall so refer to it for the rest of the discussion.16 Mathematically, validity and the correlation coefficient are identical. Later in the chapter we will show that a validity of .4 has large economic implications, and even validities half as large may warrant worrying about.

This figure of .4 is no more than a point of reference. As one might expect, the validities are higher for complex jobs than for simple ones. In Edwin Ghiselli’s mammoth compilation of job performance studies, mostly from the first half of the century, a reanalysis by John Hunter found a mean validity of .53 for the job family labeled “manager” and .46 for a “trades and crafts worker.” Even an “elementary industrial worker” had a mean validity of .37.17

The Ghiselli data were extremely heterogeneous, with different studies using many different measures of cognitive ability, and include data that are decades old. A more recent set of data is available from a meta-analysis of 425 studies of job proficiency as predicted by the General Aptitude Test Battery (GATB), the U.S. Labor Department’s cognitive ability test for the screening of workers. The table below summarizes the results of John and Ronda Hunter’s reanalysis of these databases.18

The average validity in the meta-analysis of the GATB studies was .4519 The only job category with a validity lower than .40 was the industrial category of “feeding/offbearing”—putting something into a machine or taking it out—which occupies fewer than 3 percent of U.S. workers in any case. Even at that bottom-most level of unskilled labor, measured intelligence did not entirely lose its predictiveness, with a mean validity of .23.
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The third major database bearing on this issue comes from the military, and it is in many ways the most satisfactory. The AFQT (Armed Forces Qualification Test) is extracted from the scores on several tests that everyone in the armed forces takes. It is an intelligence test, highly loaded on g. Everyone in the military goes to training schools, and everyone is measured for training success at the end of their schooling, with “training success” based on measures that directly assess job performance skills and knowledge. The job specialties in the armed forces include most of those found in the civilian world, as well a number that are not (e.g., combat). The military keeps all of these scores in personnel files and puts them on computers. The resulting database has no equal in the study of job productivity.

We will be returning to the military data for a closer look when we turn to subjects for which they are uniquely suited. For now, we will simply point out that the results from the military conform to the results in the civilian job market. The results for training success in the four major job families are shown in the table above. These results are based on results from 828 military schools and 472,539 military personnel. The average validity was .62. They hold true for individual schools as well. Even the lowest-validity school, combat, in which training success is heavily dependent on physical skills, the validity was still a substantial .45.20



	The Validity of the AFQT for Military Training



	Military Job Family
	Mean Validity of AFQT Score and Training Success



	Mechanical
	.62



	Clerical
	.58



	Electronic
	.67



	General technical
	.62



	
Source: Hunter 1985, Table 3.




The lowest modern estimate of validity for cognitive ability is the one contained in the report by a panel convened by the National Academy of Sciences, Fairness in Employment Testing.21 That report concluded that the mean validity is only about .25 for the GATB, in contrast to the Hunter estimate of .45 (which we cited earlier). Part of the reason was that the Hartigan committee (we name it for its chairman, Yale statistician John Hartigan), analyzing 264 studies after 1972, concluded that validities had generally dropped in the more recent studies. But the main source of the difference in validities is that the committee declined to make any correction whatsoever for restriction of range (see above and note 6). It was, in effect, looking at just the tackles already in the NFL; Hunter was considering the population at large. The Hartigan committee’s overriding concern, as the title of their report (Fairness in Employment Testing) indicates, was that tests not be used to exclude people, especially blacks, who might turn out to be satisfactory workers. Given that priority, the committee’s decision not to correct for restriction of range makes sense. But failing to correct for restriction of range produces a misleadingly low estimate of the overall relationship of IQ to job performance and its economic consequences.22
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