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INTRODUCTION HI, FREETHINKER.


THIS BOOK IS not going to tell you what to think. Let’s just get that out of the way. You can think what you like, believe what you want, see the world how you choose to see it…

Or can you? Are you really free to think your own thoughts and come to your own conclusions? Are you in control of the information that passes in front of your eyes, seeps into your ears, and swirls around you every minute of every single day?

HEADLINES, BULLETINS, TWEETS, MEMES, TEXTS, ALERTS! BREAKING! BREAKING! EVERYTHING! IS! BREAKING! PING! PING! PING!

It never stops. An endless stream of information zigzags its way through your eyeballs and into your ears where it collides with your brain, which processes up to one hundred terabytes of data through your one hundred billion neurons.

That’s one quadrillion, ninety-nine trillion, five hundred eleven billion, six hundred twenty-seven million, seven hundred seventy-six thousand bytes of information processed and stored in your brain.

Some of these (approximately) 1,099,511,627,776,000 bytes are accurate nuggets of data. Congratulations! Some of them… well, I’m sorry to break this to you, but some of the data stored in your brain is not accurate. Some of it is like a snowball that started off as a pinch of frost (a fact) but was crusted over with thick chunks of myth, coated with one ounce of misremembered history, and finished off with three knobbly layers of bias.

How did you pick up and add to that snowball of information in the first place? Maybe one friend gave you a chunk of misremembered history, then a TV show offered a piece of questionable data that has stuck ever since, and at least four family members contributed to some of the bias that’s in your head.

You’re not blameless either. How many times have you shared “facts” that weren’t that… factual? You may not have even realized what you were doing. It’s like when you have a runny nose and you wipe your nose with your hand and then touch the door handle, and your friend touches the door handle and reaches for her not-yet-snotty nose, and then two days later she’s sneezing and shoving tissues up her nostrils as well. That’s because you left a virus on the door handle and the virus was contagious.

Guess what else is contagious?

Ideas.

Rumors.

Myths.

Lies.

Information spreads from one person to another, just like a virus, until myths and hoaxes and lies and facts and conspiracies have crept far and wide, taking on new shapes and mutations. Your snowball of information, layered with myth and misremembered history, was spread to you by others, and you spread it to someone else, who shared it with someone else, who keeps the chain of information contagion going and going and going.

This book is about that viral spread of information, how it courses its way across the internet, crackles through the airwaves, and lands in your hands through messages and news articles sent to your phone, computer, and TV. A piece of false information can travel faster and farther than accurate information, “infecting” millions along the way.

Knowing what information to believe can be tricky. But before we dive into the murky In-Between Territory that surrounds the islands of Fact and Fiction, don’t forget: this is not a book that will tell you what to think.

You, after all, are a freethinker.

(Right?)

YOU make up your OWN mind.

This book won’t try to change what you think. Nope. Not going to go there. Not going to try to convince you that swallowing apple seeds is safe, for example, when those tiny seeds contain deadly cyanide! If you want to take that risk, have at it.

This book is just here to show you how your beliefs, thoughts, ideas, actions, likes, dislikes, hobbies, favorite color, love of dogs, fear of bees, cravings for Indian food, number-one football team, interests, passions, and disgusts are influenced, molded, sculpted, bolstered, and strengthened by the hundreds of information sources that bombard you. Daily. By the second.

But you’re a freethinker. So this book—this book that is not going to tell you what to think—is here to let you know a couple of things. First, your attention is one of the most precious commodities on the planet. Did you know that? Your attention is like a courtside seat at the NBA playoffs—everybody wants access. Everybody wants to make room for themselves in that coveted position, to fill that seat with their ideas. They are vying to have their side and only their side of the story heard. They want you to join their club, subscribe to their newsletter, buy their cookies and whatever else they are selling.

You might like to think you’re a freethinker, a fair human, a real “show me all the sides and I’ll make up my own mind” type of model citizen. After all, you are a truth-seeker, an information gatherer, a reader! And not just any reader; you’re a smart reader. I mean, you did pick up this book. And you’re even thinking about taking it home and reading some more.…

I hate to break this to you. I really do. It’s not the way I like to start things off. But here’s the second thing this book is here to tell you. You might like to think that you—independent, informed, balanced, freethinker you—make up your own mind, but the… Damn, I can’t say “truth” because “truth” is a whole can of worms that we are just not ready to open yet, so let me call it something else…

Here’s the something else: you make up your mind based on information from sources such as journalists, online friends, teachers, movie directors, presidents, rock stars, scientists, classmates, songwriters, cousins, your cousin’s best friend’s big sister…

… and they all get their information from a source, and those sources get their information from sources who get their information from…

You get where this is going.

Every bite-sized byte of information spooned into your eyes and ears and cemented into your brain came from somewhere. Every chunk of data has its own origin story.

You might think you can smell crap a mile away, like that time someone said you should starve a fever but feed a cold (wait, you didn’t fall for that, did you?), but it turns out that we are all vulnerable to influence, scams, and bamboozling. Thousands of us can be swindled in one fell swoop.

Picture this: In 1683, King Charles XI of Sweden ordered the German doctor and explorer Engelbert Kaempfer to investigate if lambs grew on trees. That’s right. Wooly, bleating, two-hundred-pound lambs were believed by many of the world’s top botanical experts to grow on trees in India and in parts of Asia known to Europeans as Tartary.

These Vegetable Lambs of Tartary were said to be finger-licking delicious, their blood as sweet as honey and their wool as soft as cotton and white as snow. The Vegetable Lambs couldn’t go far because, well, their bellies were tethered to a thick stalk that sprouted out of the earth, but they were life-sized and real and their meat tasted like tender fish! So said the world’s top scientists, as well as knights and priests. For more than a thousand years, respected scholars, explorers, and clergymen professed in books, wrote in religious texts, and stated at prestigious lectures that Vegetable Lambs grew on trees. They had seen them, drawn scientific pictures of them, even tasted their blood and flesh. Really real, they said.

Henry Lee, an English scientist (who drew the picture below in 1887), said the first mention of Vegetable Lambs was in the Jewish text Talmud Ierosolimitanum in 436 AD. For centuries afterward, Vegetable Lambs were mentioned by Europeans who said the poor creatures could lean forward on their stalks to chomp on the surrounding grass, but when all the grass was eaten, the “little beasts” would die. Poor Vegetable Lambs.
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From the fifth century to the seventeenth century, some of the brightest minds in Europe believed that lambs grew on trees. Source: Henry Lee, The Vegetable Lamb of Tartary, 1887.



So then we arrive at 1683, and the explorer Engelbert Kaempfer is ready with his orders from the king. He travels the world and arrives in Tartary to investigate these trees with lambs that taste of fish.

And guess what?

Engelbert Kaempfer returns empty-handed. Lambs do not grow on trees! he tells the king. And that was that. A 1,250-year-old belief was debunked.

Super weird, right? Who would have believed that lambs grew on trees, anyway? Well, it turns out lots of people, including the brainiest of the brainy, believed exactly that. How on earth does a belief like that spread around the world and dupe millions of people for more than a millennium?

Now, you might be thinking: Lambs growing on trees sounds ridiculous, and this all happened way back when. A myth that bizarre would never persist nowadays, not when we can fact-check using the internet.…

I have some news for you.

In the summer of 2020, eight engineers were kidnapped and held hostage in the mountains of Peru while they were fixing a radio tower, the kind of tower used to relay signals that keep the internet and cellphones working. The reason for their capture? A belief that 5G cellphone signals were spreading the coronavirus and causing a global pandemic.

In fear for their lives, the engineers pleaded with their kidnappers: 5G stands for fifth-generation wireless technology! It’s going to make your phone calls clearer and your downloads faster and more reliable! It’s going to make your life better, and it is definitely not capable of spreading any infection!

Conspiracy theories about cellphones and radiation are not new. Back in 1903, twenty-four years after the invention of the electric light bulb, doctors were talking about “radiophobia,” the fear that all kinds of radiation could damage the body. Radiation exists on a spectrum; some types of radiation can hurt the body, including the sun’s ultraviolet rays (which can cause skin cancer) and X-rays (which are okay in small amounts, say if you’re getting a chest X-ray, but damaging in large amounts).

But that type of radiation, the harmful kind, is on one end of the electromagnetic spectrum. It’s known as ionizing radiation, which means the radiation holds enough energy to break your DNA and damage cells.

But 5G radiation, along with microwaves and radiation from older cellphones, sits on the other end of the spectrum, the safe end. These are non-ionizing types of radiation that do not harm our bodies.
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That information didn’t stop the rumors from spreading. There were anti-microwave campaigns in the 1970s, fears of 2G cellphone towers in the 1990s, and then attacks against 5G cellphone towers in the twenty-first century. Hundreds of essential towers were burned by arsonists in 2020. On internet message boards and WhatsApp group chats (oh, the irony), some claimed that 5G radiation caused birds to fall out of the sky and trees to wither and die. People said 5G radiation would kill humans. None of it was true. And this was during the COVID-19 pandemic, when cellphone towers and communication were, you know, kind of important.

It can be confusing to separate fact from fiction, certainty from conspiracy, especially at times of crisis, when fear, anxiety, and panic are spreading alongside false information; when scammers are peddling falsehoods to sell their goods, to dupe us, to make us believe what they want us to believe without us even realizing it.

This book (that is very much not here to tell you what to think) is your map of the wild and gargantuan information ecosystem. This is your navigation guide for the treacherous terrains of Bias, the craggy mountains of Groupthink, and the slippery ravines of Disinformation. Along this journey, we’ll be asking why false information travels faster and farther than the truth, what it is about your brain that leaves you vulnerable to “infection” with untruths, how you might unknowingly infect others with lies, and what you can do to tell apart fact from sophisticated fiction.

Dear freethinker, you’ve already fallen for one piece of false information. When I said swallowing apple seeds was unsafe because they contain cyanide, that was untrue—although my lie did incorporate a tiny bit of truth. (Apple seeds contain deadly cyanide, but you’d have to eat about four hundred crushed apple seeds to keel over dead.)

So you see how easy it can be for a lie about apple seeds or 5G cellphone signals or Vegetable Lambs or even a person to spread from one mind to another, one continent to four more, until millions of people believe a viral untruth that in some cases could cause real harm. Let’s jump into one of these real-life stories. But brace yourself. Traveling through the universe of misinformation and disinformation is a wild and bumpy ride.
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CHAPTER 1 CONTAGIOUS INFORMATION


ON THE AFTERNOON of February 27, 2020, Peter Lee Goodchild, an 84-year-old retired art gallery owner from Buckinghamshire, England, posted a message on his Facebook page. “Last evening dining out with friends, one of their uncles, who’s graduated with a master’s degree and who worked in Shenzhen Hospital (Guangdong Province, China) sent him the following notes on Coronavirus for guidance…”

Peter’s Facebook post offered a friendly list of warnings and tips about a new coronavirus that had sprung up in China around Christmas 2019. The infection was quickly making its way around the world. “If someone sneezes with it, it takes about 10 feet before it drops to the ground and is no longer airborne,” wrote Peter, via his friend’s uncle.
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A post containing all sorts of nonsense about the novel coronavirus went viral on Facebook in the early days of the COVID-19 pandemic. Source: Snopes.com.



Pictured is one version of the viral Facebook post that was shared in February 2020. The post “mutated” over time as it was updated, shared, and translated into dozens of languages.

Peter’s post included advice about swishing the throat with liquid to prevent infection: “A simple solution of salt in warm water will suffice,” he said. He included a timeline of the illness that said the virus “will first infect the throat, so you may have a sore throat lasting 3/4 days. The virus then blends into a nasal fluid that enters the trachea and then the lungs, causing pneumonia.”

Peter also issued this warning: “The nasal congestion is not like the normal kind. It can feel like you’re drowning.” There were even details about exactly how many hours this new virus could survive on metal and fabric, alongside advice to avoid ice-cold drinks.

Peter’s Facebook post was liked by his friends, who shared it with their friends, who shared it with their friends… until it was shared more than 400,000 times in a matter of days. And that was just on Facebook.

A few days after Peter hit “post,” his Facebook message went from Buckinghamshire to Melbourne, from Hong Kong to Cape Town and beyond. Translated into Arabic, Spanish, French, Italian, Amharic—around a dozen languages in all—Peter’s list of tips and warnings popped up on websites, on internet message boards, and in private group chats from Bali to Bologna.

Peter’s virus post was read by millions of people all over the planet. Peter had gone viral.

The problem was this: Most of Peter’s viral message about the new virus was nonsense. Throat gargles don’t get rid of the coronavirus that causes COVID-19. Avoiding icy drinks won’t obliterate the infection. And had you asked any honest scientist back in February 2020 about the exact timeline of infection and how long the virus lingered on metals and fabrics, they would have said, “Umm, can I get back to you on that? We’re still trying to figure it out.”

But it didn’t matter that Peter’s message was mostly nonsense. A new disease was spreading, fear was brewing, and people were desperate for information. And here, right when we were ravenous for facts and figures, was a helpful post from a man whose Facebook profile photo showed a smiling, grandfatherly face.





SIDEBAR: FAKE NEWS IS OLD NEWS

ON WEDNESDAY, OCTOBER 2, 2019, President Donald Trump told reporters he invented the term “fake news.” “I’m the one that came up with the term—I’m very proud of it, but I think I’m gonna switch it to corrupt news.”

This was a lie. Unless Trump was the author of a 1925 Harper’s Magazine article called “Fake News and the Public.” (He wasn’t. The author was one Edward McKernon.) Fake news was “a source of unprecedented danger,” wrote McKernon. But his worry that humans might fall for false information dates back even further.

In 1620, the English philosopher Francis Bacon wrote that humans are prone to “seize eagerly on any fact, however slender, that supports his theory; but will question, or conveniently ignore, the far stronger facts that overthrow it.” Yikes. We now have a name for this selective acceptance of information, confirmation bias, and there’s more information about it in chapter two.

Bacon also pointed out that words can be used to obfuscate the truth, writing, “The ill and unfit choice of words wonderfully obstructs the understanding.” In 1646, Sir Thomas Browne, an English doctor, published a book titled Pseudodoxia Epidemica, which translates to something like “An Epidemic of Fake News.” Browne warned of charlatans, quacksalvers, and saltimbancos, a word he invented to describe a charlatan who sold fake medicines, usually by leaping onto a bench to hawk snake oil. It comes from the Italian saltare in banco, meaning “to jump on a bench.”

Fake news used to be the stuff of newspapers. In the late 1800s, some American newspaper publishers believed that sensationalist, fabricated “news” would spark interest and sell copies. Author Edwin Diamond wrote that William Randolph Hearst, publisher of one of the major newspapers at the time, is said to have wanted “readers to look at page one and say, ‘Gee whiz,’ to turn to page two and exclaim, ‘Holy Moses,’ and then at page three, shout, ‘God Almighty!’ ”

There’s even a term for this hyped-up news: yellow journalism, named after the rivalry between Hearst and his nemesis, Joseph Pulitzer, publisher of the New York World. Pulitzer’s paper ran a cartoon strip featuring a character called the Yellow Kid. But in the 1890s, Hearst hired the cartoon’s creator to his newspaper so he could publish the Yellow Kid cartoons as well. And since both newspapers ran embellished stories and used the “news” to stoke public support for the Spanish-American War, this sensationalist style of journalism was called “Yellow-Kid journalism” and later shortened to “yellow journalism.”
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Rival newspaper publishers Joseph Pulitzer and William Randolph Hearst are dressed as the popular cartoon character the Yellow Kid in this 1898 cartoon. The term “Yellow-Kid journalism,” later shortened to “yellow journalism,” has since been used to describe sensationalist journalism because both publishers ran hyped-up stories in their newspapers. Source: Public domain.



There’s no need to use the term “fake news” when the English language is replete with words for lies, the people that peddle falsehoods—and those who fall for them. A gudgeon, or gudgin, is a gullible person apt to believe in quacks and their fake remedies, according to texts from around the 1600s. Factitious, a word used since that same time, can actually refer to something that is not a fact.

But some of the best words describe those who spread false information. An ultracrepidarian is someone who goes on and on discussing things they don’t know much about. A taradiddle is a lie, according to one dictionary from 1796, which defines a taradiddle as “a fib or falsity,” and says that one who tells a taradiddle is a taradiddler.

The words are plenty and the history is long. So next time someone tells you that the term “fake news” is a twenty-first-century invention because “post-truth” was the Oxford English Dictionary’s word of the year for 2016, you can tell them they are an ultracrepidarian and that “fake news” dates back centuries and is likely as old as humanity itself.
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WHEN BAD NEWS GOES VIRAL

ACROSS THE ATLANTIC Ocean, in Florida, Brian Lee Hitchens was picking up asthma medicine for his wife, Erin. It had been five weeks since Peter’s post had gone viral, and both Brian, a taxi driver, and Erin, a pastor, had spent hours on Facebook reading up on the new coronavirus.

The couple had come across posts similar to Peter’s that were written by people in different parts of the world, as well as social media posts that told them the new virus wasn’t real, the pandemic was a hoax, and wearing a face mask and keeping a safe distance from people meant you were scared and weak. They believed much of what they read. But then Brian and Erin came across Facebook posts that made them change their beliefs. These messages said the virus was real but that it was spread by 5G cellphone signals. The virus wasn’t anything to worry about, though, some of these Facebook posts said. It caused only a mild infection. Nothing serious.

So Brian went to pick up Erin’s medicine without putting on a face mask. He drove his taxi around Palm Beach County as if the world wasn’t in the grips of a historic pandemic. In early April, he began to feel breathless, as if he’d run ten miles, except he hadn’t even been for a jog. All of Brian’s energy was zapped. Erin felt sick. Her stomach churned. She couldn’t keep her food down.

The couple hunkered down at home, feeling hotter, more tired, and less hopeful by the day. If this was that new virus they had been reading about on Facebook, then their illness wasn’t anything serious, they thought. They would just wait it out at home. But they got sicker. Finally, on April 19, Brian mustered all his remaining energy to drive them to a local hospital. “You both have COVID-19,” the doctors said, as they admitted the couple straight to the intensive care unit. Brian was stunned. The virus they had called a hoax was invading their bodies. The disease they had believed was mild had sent both him and his wife to the ICU.

Over the next month, as Brian slowly got better, Erin’s lungs and heart became weaker. Doctors put her on a ventilator and told Brian that he was only allowed to stop by her room for minutes at a time to say a quick hello. Erin was unresponsive, but sometimes her eyes moved. Brian wondered if she knew he was there.

“Many people still think that the Coronavirus is a fake crisis,” Brian wrote on his Facebook page on May 12. “I did too and not that I thought it wasn’t a real virus going around but at one time I felt that it was blown out of proportion and it wasn’t that serious.… Looking back I should have wore a mask in the beginning but I didn’t and perhaps I’m paying the price for it now…”

Brian wondered if his wife would ever breathe for herself. Doctors eventually gave him some good news: He could go home. But he would have to go alone. Erin was too sick to leave the ICU. Then the worst news came: Erin suffered a heart attack and died on August 6.

Brian shared details of Erin’s memorial service on Facebook. He also pleaded with his friends in a message that said, “Please use wisdom and don’t be foolish like I was…” His Facebook post went viral.

Messages about this new infection zigzagged around the world, crossing oceans and jumping borders. But the virus wasn’t the only thing spreading. News of its ferocity, whereabouts, and symptoms was a pandemic of its own.


SOCIAL NETWORKS OF CONTAGION

WE USE THE word viral to talk about silly cat GIFs and dance videos that spread like wildfire, jumping from one person’s phone to another until millions have giggled at the same grumpy cat, or tens of millions have shimmied, twerked, and uploaded a trending dance to social media.

But that word, viral, reveals something critical about the nature of rumors and news. Disease is not the only thing that is transmitted between humans: we spread memes, ideas, and morsels of fact and myth. Peter’s Facebook post about a virus was behaving like a virus itself. It spread from one Facebook user to that person’s cousin, then to that person’s coworker and that person’s niece, until millions of susceptible people, from Italy to America, from Japan to Australia and beyond, were “infected” with false information that claimed the new coronavirus could be killed by gargling salt water or avoiding ice-cold drinks.

Humans have lived with epidemics for as long as we’ve been around. In recent years, we’ve figured out a way to predict where a disease might spread next and how many people it might infect. We call these prediction machines mathematical models, and there’s nothing psychic or even that fancy about them. Mathematical models to predict the spread of disease work like this: You plug in data about a disease, like how quickly it spreads, how contagious people are when they’re sick, and how long it takes for the average person to fall ill. Then you add information about the region that’s affected, such as if people in the epidemic area live in crowded housing, or the place where the infection is spreading has only one hospital.

All these factors about the people, place, and pathogen impact an infection’s speed and reach. You shove these numbers into the model and out pour the predictions. You get best-case scenarios, worst-case scenarios, and all the scenarios in between. The model might tell you this new disease will spread to nine cities by June, and this is how many people will be infected by July. The mathematical model could help you figure out how much it would help to build a second hospital or bring in lots more doctors and nurses to the worst-affected areas.

These mathematical models don’t paint an exact picture of how the future will look. They’re not time machines that let you jump forward a month to see what devastation a disease has caused. But by feeding the prediction models as many data points about contagiousness, sickness, housing, and hospitals as possible, you can get a decent idea of what the future might look like.

We can use the same prediction models to track the viral spread of information. Everything from tweets and memes to the spread of Facebook posts can be modeled.

Take a look at this messy picture. It’s a diagram of a flu outbreak in a high school based on a mathematical model that looks at how much the flu virus could spread. Each dot is a person. They represent students, teachers, and other staff members who work in the school.
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This diagram shows the connections between people infected with flu in a high school outbreak of the disease. Graph by Salathé lab, Penn State University, from Katrina Voss, "Flu Outbreaks Modeled by New Study of Classroom Schedules," Eberly College of Science, Penn State, February 11, 2013, https://science.psu.edu/news/flu-outbreaks-modeled-new-study-classroom-schedules.



The bigger the dot, the more people that student, teacher, or staff member is connected to. A big dot might be a super-popular student or a student who is connected to lots of people, say because they hand out sheet music and set up the stands at the beginning of band practice and touch the hands and equipment of many students. A small dot could be a teacher who comes into school only once a week to teach a special poetry class that five students attend.

The messy grey lines connecting the dots are the thousands of interactions between students, teachers, and staff. A student high-fives a teacher during gym class: that’s a line. That teacher throws a football to another teacher, who catches the ball, then turns around to shake hands with a new teacher. Two more lines. The new teacher leaves the gym and offers a hand to a student struggling to balance a stack of textbooks. That student drops off the books to the head of history, who gives the helpful student a fist bump. Line. Line. Line.

See how connected we are? One student might swap pens, share keyboards, shake hands, and hug a dozen students in one afternoon. Each one of those students might hug, high-five, and fist-bump a dozen more. And those students fan out across the school, hugging more students until… You get the picture.

Social networks are vast. That’s how this diagram becomes so messy with thousands of grey lines in just one high school. One sniffly student who feels kinda rough but not bad enough to call out sick might hug a dozen students in first period before being sent home because they became really sweaty with a high fever. If that student was in the early throes of flu that morning, a full-blown outbreak could sweep through the school the next week.

Now look at this picture. It looks similar, right? Dots of various sizes connected by lots and lots of lines. The dots are still people and the lines are still connections.
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This diagram shows the connections between people spreading and receiving false information about COVID-19. Portion of figure, "Results from Numerical Simulations of a Rumour Spreading in Real-World Networks," in Jessica T. Davis et al., "Phase Transitions in Information Spreading on Structured Populations," Nature Physics, March 2, 2020, fig. 3, https://www.nature.com/articles/s41567-020-0810-3#citeas.



But it’s not flu that’s spreading this time: It’s a rumor about COVID-19. In this diagram, the dots (people) don’t have to be in the same school to be connected. They don’t even have to be in the same town or country. They could be connected via Facebook groups or online chat rooms, or maybe they play video games together on the internet, separated by thousands of miles but connected through an online gaming platform.

Same networks. Different “infection.”

And the parallels between viruses and viral rumors don’t end there. In many outbreaks of disease, a small proportion of people spread the most amount of disease. We call these people superspreaders. (There’s been lots of talk, rightly so, about the stigma attached to this idea of super-infectious people. For now, we’ll stick with this word, bearing in mind we are not interested in pointing fingers or shaming people, which is cruel and doesn’t help solve the problem of virus/rumor contagion.)

Say the average person in an epidemic infects two people, and those two people go on to infect two more people each. Well, a superspreader might infect eight people. What’s different about the superspreader? It might be that they have a ton of friends, more than the average person. Or it might be that they have the kind of job that brings them into close proximity with lots of people (ice-cream seller, cheer captain, teacher). In any case, superspreaders can spark new and bigger outbreaks, which can make it difficult to break the chain of transmission and bring the epidemic under control.

Rumor superspreaders exist too. These are people who can make a rumor, tweet, meme, you name it, spread far and wide. They might be an Instagram influencer with a gazillion followers. They might be the president of a country with the power to hold televised press conferences at the drop of a hat or use social media to reach even more people. They might be a journalist with access to a respected news site where they can publish two stories a day. They also might just be a retired art gallery owner in Buckinghamshire, England, who has a face that appears trustworthy and a lot of Facebook friends. Superspreaders of information help rumors go viral, fast.

On the flip side, we have stiflers. Whether it’s a disease that is spreading or rumors about a disease, stiflers are people who break the chain of transmission. They put an end to the spread of a rumor or the spread of a virus. Maybe they prefer alone time and only hang out with friends once or twice a month. Or maybe they work in a booth at a bank where a plastic partition separates them from other employees and the public, and they prefer to eat lunch alone while reading a book. Either way, stiflers are the opposite of superspreaders. When a rumor or disease gets to a stifler, it ends with them. They don’t spread it to anybody else. In the case of disinformation, a stifler could be a person who spots the lies in a cleverly worded social media post or article, flags the content as false, and warns others to not believe it.


VIRAL VECTORS AND PATIENT ZERO

YOU CAN CALL anyone who spreads a rumor or a virus a vector. A vector is just a thing that spreads a thing. Mosquitoes are vectors for malaria because when a mosquito bites you, it can pass on the parasite that causes the disease.

In the case of disease and rumors, vectors can be human and nonhuman. For a virus, a nonhuman vector could be a doorknob or a keyboard, some temporary resting place for a pathogen so that when a sniffly person wipes their nose with their hand and touches the doorknob and you open the door after them… well, you know what happens next.

When it comes to rumor-spreading, vectors can be human, like you, or nonhuman, like bots. Bots, short for “robots,” are software programs that run social media accounts that are designed to post specific messages, respond to particular hashtags, and follow certain kinds of accounts. (Bots are not to be confused with trolls. Trolls are real people who hide behind online personas to push our buttons and start fights. More on trolls in a moment.)

They might sound harmless and merely annoying, but bots—especially lots of them, fighting the same fight—can be powerful. Governments have even weaponized Twitter bots against enemy nations, programming huge numbers of social media accounts to look out for people tweeting in support of things like government-run vaccination programs, all in an attempt to stir up distrust in foreign governments.

Some of these bots have been programmed to look for tweets by real people who were saying things like YAY! VACCINES SAVE LIVES! VACCINES ARE SO AMAZING! The bots would react with messages of disagreement, some of them spreading outright lies: NO! VACCINES SUCK. THEY’RE TOXIC! DON’T GET VACCINATED!

Bots provoke arguments and instigate online attacks. There are a lot of them out there. As many as one in six Twitter accounts is a bot. Bear that in mind the next time “someone” argues with you online.

Looking back at those two messy diagrams of flu spreading in a high school and a rumor spreading around the world, you might notice a pattern. Sometimes it’s clear that one blob—a person (or bot)—is a central figure. Hundreds, even thousands, of grey lines shoot out from that one circle. Sometimes this central figure turns out to be our patient zero.

You may have heard about patient zero during the COVID-19 pandemic. Patient zero is the first person to be infected in an outbreak, the first person to spread the virus to another human. There can be one patient zero for an entire pandemic and different patient zeros for separate, smaller epidemics. (Again, keep in mind the potential harm of lumping lots of blame onto patient zero, as if they are responsible for an outbreak. In reality, lots and lots of factors contribute to the spread of disease—and rumors—and it’s pointless and inaccurate to point fingers and try to put the blame on one person.)

You probably won’t be surprised by this: Rumor epidemics also have a patient zero. In our case, could Peter, the eighty-four-year-old English man who posted a viral Facebook message, be patient zero? He did share a mostly nonsensical Facebook post with advice about preventing and recognizing the symptoms of a new disease.

It turns out Peter is not our patient zero! There was no friend he had dinner with who had an uncle in China. “His” Facebook post that began, “Last evening dining out with friends…” wasn’t about an actual dinner that Peter had attended the night before. Peter had seen that message elsewhere. He was exposed to this message and “infected” by someone else who inspired him to post his own false version of the message.

But who is that original person? It’s hard to know because Peter won’t share the details of what he saw and who it was posted by. When journalists asked Peter where he first spotted the message about a friend’s uncle, Peter wouldn’t give a name. He just said, “I believed him actually to be a relation of this scientific guy, a medical guy who’d given all those facts and figures.”

That doesn’t help us find our patient zero. But if we keep digging around online and following the connections between people, we see that three weeks before Peter posted his message, someone who belonged to a Facebook group called Happy People shared a similar message with the group’s nearly two thousand members. The members of Happy People shared that Facebook post with their friends, who shared it with their friends, until the message popped up on the screen of a man called Glen.

Glen lives in India, and he posted his message about dinner with a friend who had an uncle in China to a bunch of Facebook groups, including one group that was for Catholics who worshipped at a local ashram.

Glen might be our patient zero—the first to type that mostly nonsense message and share it online. Or at least, because this is all so convoluted and tricky, Glen seems to be the first person we can trace the Facebook post back to. Three weeks later that message landed on Peter’s screen, and Peter’s Facebook post about “his” friend’s uncle was shared more than 400,000 times and received nearly 40,000 “reactions,” many more shares and reactions than Glen’s message and other earlier versions of the post had received. That means that while Peter isn’t patient zero, he played a critical role in amplifying Glen’s Facebook post and helping it spread around the world. You could call him a superspreader.

The parallels between viruses and viral rumors continue, because after spreading like a virus, Peter’s message did something else that viruses do: it mutated. A word was added to the post as another person shared it. Then one item on the list disappeared. Then another sentence was tweaked. Two more items were added. Another word deleted. The long list of advice from Peter’s friend’s uncle (but not really) in China evolved as it spread, just the way a virus evolves and mutates as it replicates inside a cell and spreads from one person to the next, making tiny changes here and there in its shape, size, and capabilities.

In America, a woman called April posted an edited version of Peter’s post to a Facebook group called Coronavirus Updates. April’s message didn’t mention a friend’s uncle. This time, the message had mutated to say the coronavirus information came from “a friend’s nephew in the military,” but the advice it listed was very similar to Peter’s post. April told journalists she had copied the message from a friend. “Looks like most of it is false,” she told the journalists. “I use Facebook all day long, everyday. I have found lots of helpful information… I don’t watch the news.”

Then the viral post mutated again. This time the attribution shifted from a friend’s nephew in the military to an institution: Stanford University. Trustworthy, credible, known for producing excellent medical research (I’m biased; I work there), adding “Stanford” to the Facebook post helped it spread even farther. In fact, it spread so far that the university had to issue a warning that the information was false and definitely did not come from Stanford.

Tell that to the Ghanaian TV presenter who shared it anyway. Or the American actor who posted the message online. The post kept mutating. At one point it said “Taiwanese doctors” had shared the list of warnings and advice. Then it was attributed to “Japanese doctors.” Then it was on Twitter, then it was on Instagram. Then it was everywhere.

Viruses. Rumors. Transmit. Infect. Amplify.

REPEAT. REPEAT. REPEAT.





SIDEBAR: HOW TO SPREAD A LIE—THE DISINFORMATION PLAYBOOK

INFORMATION WARFARE IS NOTHING NEW. There’s even a playbook with tips and tricks for effectively spreading a lie. Created in the early 1900s by Soviet Union operatives and popularized in the 1950s by the nation’s secret police, the KGB, the playbook has been adapted to keep up with the times.

The KGB used to work hard to recruit journalists to disseminate its lies far and wide. Now, disinformation spreaders need only a few desks and keyboards and a small army of trolls to unleash lies around the world. Here are six easy steps from the disinformation playbook that was invented years ago but is still followed by some today.

STUDY YOUR TARGET

What makes your target angry? What upsets them? What do they really care about? Is it jobs, the economy, education? What keeps them up at night with worry? How can you make your target more worried about these things, sow divisions, and make them question their fellow citizens?

PICK A LIE

Make it emotional so it triggers the divisions and worries that you identified in step one. Make the lie a little bit new and unique. Researchers have found that humans like to be the first to share new information, acquiring what they call “status points” for being the first in their social group to share something important and new. If your lie is framed as breaking news, that could make people want to share the lie as soon as they come across it.

ADD A KERNEL OF TRUTH

The government-run “news” operation Russia Today, which is an English-language outlet, produces somewhere around 80 percent factual journalism mixed with 20 percent Russian propaganda, according to researcher Claire Wardle. She told the New York Times “Eighty percent of their coverage is actually excellent coverage. And because 80 percent of the time they’re doing quality journalism… it enables people to say, ‘Well, no, look at this. We are journalists. We have policies. We know what we’re doing.’ ” It’s hard to separate a lie from the truth when the two are so tightly woven together. How can you tell which “news” story is factual and which is government advertising?

“IT WASN’T ME”

Pretend the lie is truthful information that came from elsewhere—not from you.

FIND USEFUL IGNORAMUSES1

Call on people who will spread your lie far and wide without knowing that it’s a lie or that you’re behind it. Influencers, celebrities, other countries' presidents… Any of these can be your allies in the lie-spreading mission.2

“IT WASN’T ME!” (AGAIN.)

Deny. Deny. Deny.

[image: Image]






WORDS MATTER

YOU MIGHT BE tempted to shout “FAKE NEWS!” at Peter’s Facebook post. After all, it was a jumble of nonsense with some good advice thrown into the mix. (One version suggested regular hand-washing, never a bad thing!) But then there was that weird stuff about the new virus causing so much congestion in your nose that you would feel like you were drowning. False. There was some bogus information about avoiding ice-cold drinks, and there were very specific (but inaccurate) details about how long the virus could survive on metals and fabric.

So I get it if you want to shout “FAKE NEWS!” But if you say “FAKE NEWS!,” you would be guilty of uttering nonsense too. Here’s why. First, that term is unhelpfully vague. “Fake news” can refer to a whole jumble of things, from rumors and myths to carefully crafted government propaganda.

We need words that separate this mishmash of confusing falseness. It’s like when you’re trying to help someone. First, you have to figure out what is wrong if you’re going to be of any use. Once you know what you’re dealing with, that’s when you can really help. “Fake news” is too broad and nonspecific for our purposes. We need precision when it comes to the words we use to describe this mess.

Here’s another reason for avoiding this term. “Fake news” has been weaponized and lobbed like a word-grenade by people in power toward anyone saying anything they don’t want to hear. “Oh, you’re accusing me of embezzling funds from a children’s charity?” a politician might say at a press conference. “THAT’S FAKE NEWS!”

The typical word-grenade throwers: presidents, politicians, CEOs. The victims: journalists, especially those asking probing questions, challenging people in power, and revealing their dirty secrets. “FAKE NEWS!” gets thrown about to undermine journalism and discredit reporters. It’s used as a convenient tool for shutting down a conversation and silencing people who are speaking truth to power.

Here’s yet another problem with the term, specifically the second word: news. Is it news if it’s “fake”? Doesn’t that word, “news,” make you think of information that is based in fact and reality?

Luckily, we have alternative language. Specific, helpful words that precisely describe the problems we are dealing with. First up, there’s misinformation. This is false information that’s spread by people who don’t realize it’s false and who share it without any intention of causing harm. It’s like your best friend saying that if you eat a ton of garlic, you won’t get COVID-19. Is that true? Nope. But did your friend think they were correct? Yes. And was your friend trying to harm you? Hopefully not. (Unless they wanted you to have really bad breath. But that’s the worst they thought would happen.) We can classify this type of unintentionally wrong information as misinformation because the person sharing it didn’t realize it was false and they weren’t trying to hurt you.

We could label Peter’s viral Facebook post as misinformation. He wasn’t trying to hurt anyone. In fact, he told BBC journalists that he wanted to help others and that he shared the list because he thought it might save some people from becoming infected. And his message, unlike many others out there, didn’t share advice that encouraged people to do dangerous things like drink bleach. But it was inaccurate, it wasn’t based on the best available science, and it could mislead people who might think drinking warm water or gargling with salt water is enough to keep the virus away. Because Peter didn’t realize he was sharing false information, and because he says he didn’t intend to cause harm, we can classify his Facebook post as misinformation.

Now, if Peter’s Facebook post had been first sent to him by secret government operatives who wired him cash to spread information that was known to be false, in the hopes that lots of Brits would read it and become infected, that would make it disinformation. Disinformation is false information that is known to be false and is spread with the intention of causing harm. Peter didn’t share disinformation, but we did see disinformation campaigns spread during the West African Ebola crisis of 2014–2016 and during the COVID-19 pandemic.

In 2014, news of an Ebola outbreak in Atlanta spread online with the hashtag #EbolaInAtlanta. It wasn’t true. The messages were posted by a group of internet trolls linked to the Russian government. Their goal was to seed confusion and chaos in Atlanta when fears were already heightened about the Ebola epidemic in West Africa. That’s disinformation.

Disinformation can turn into misinformation. Once it’s been put online, information that is intentionally false might be repeated by someone who doesn’t realize it’s false. Like a virus, evolving and morphing from one shape to another.

Next in our new vocabulary of precise words is malinformation. Unlike misinformation and disinformation—which are false—malinformation is based on reality. It’s accurate information that was never intended to be shared publicly, or it’s accurate information that’s shared out of context with the intention of hurting people.

One example of malinformation is this 2017 photo of a person who came to be known as the Muslim Woman on Westminster Bridge. In this photo the woman is seen looking at her phone while a person is lying on the ground and seven others are watching over and attending to that person.

The context: A fifty-two-year-old man had just attacked and killed five people near the Houses of Parliament in London on the afternoon of March 22.


[image: Image]
Source: Jamie Lorriman.



The photo of this supposedly carefree woman in a hijab, walking past a victim of an attack while absorbed in her phone, went viral online with captions like “The main difference between Muslims and Christians.”

But here’s some more context: The woman had just finished talking to witnesses of the attack and was figuring out a way to help. She used her phone to call her family, who she knew would be worried about her when they heard the news of the attack and realized her proximity to the Houses of Parliament. After calling her family and trying to assist at the scene, the woman helped another woman get away from the chaos and onto public transport before making her own way back home to her family.

Carefree? No. Distraught? Yes. But if you saw only this photo frame plus the Islamophobic messages that spread alongside it, you might believe that the Muslim Woman on Westminster Bridge was unbothered by a deadly attack and that she represents all Muslims who apparently don’t care about the victims of such tragedies.

You would be so wrong. But that’s how malinformation works. It takes a snapshot of information, scrubs it of context, strips it of vital nuance and data, and pushes a narrative that can cause harm to many people. The Muslim Woman on Westminster Bridge received threats, and people misled by the image believed that many Muslims support terror attacks and don’t care about the victims.

This photo, an example of how an image can be used to push a false idea, morphed from malinformation to something else entirely. Here’s what happened. A Twitter user called @SouthLoneStar, whose bio read “Proud TEXAN and AMERICAN patriot,” posted this tweet:


[image: Image]


The Twitter user was delighted at the reach of their tweet. “Wow… I’m on the Daily Mail front page! Thank you British libs! You’re making me famous,” they said when their tweets appeared in prominent British newspapers. The next day they tweeted: “I’m on The Sun! Thank you again, British libs! Now I’m even more famous!”

Another tweet by @SouthLoneStar showed the Muslim Woman on Westminster Bridge next to a photo of a British Conservative politician, a White man, performing CPR on another victim of the attack.


[image: Image]


These two images are based in reality. The Muslim Woman on Westminster Bridge really was looking at her phone and walking past a victim. A White male politician really was performing CPR on another victim. But without the context that the Muslim Woman on Westminster Bridge was helping in her own way and that she was visibly scared and distressed (as shown in other photos), and with captions that used her image to speak about all Muslims and the politician’s image to speak about all Christians, you can see how hatred and falsehoods are spread.

So is it malinformation, or is it something different?

What if you found out that while @SouthLoneStar’s Twitter bio said they are a Texan and a patriot, @SouthLoneStar wasn’t a Texan? They weren’t even in Texas. In fact, @SouthLoneStar was six thousand miles east of Texas in St. Petersburg, Russia. They were part of a Russian disinformation campaign, and their Twitter account was a “soldier” in a “troll army” of hundreds.

Remember the false #EbolaInAtlanta story that was spread during the West African Ebola crisis? The same group that spread that disinformation created @SouthLoneStar’s account in 2015. The group is called the Internet Research Agency and is also known as the Trolls from Olgino in Russian internet slang (Olgino is a neighborhood in St. Petersburg). The Internet Research Agency operates from an ordinary-looking building in the city. But rooms in that building house around two dozen people, each paid $400 to $1,400 a month for working twelve-hour shifts, or longer.

During these shifts the troll army sends out lots and lots of tweets. There are tweets about cake recipes and music videos, pretty regular stuff. But every now and again they throw in a tweet about the Ukrainian government, saying it is run by fascists. Then there’ll be another cake tweet, maybe a tweet about the weather, a new music video, and then a tweet saying Russian troops were right to violently occupy Crimea.

It turns out the Internet Research Agency is linked to the Kremlin, and its likely financier is a billionaire who just happens to be friends with the Russian president, Vladimir Putin. What started off as a group with a mission to boost public support for Russia’s actions in Ukraine morphed into an effort to meddle with other countries’ democracies. Why would they do that?

Information warfare, which is what this is, was a big part of military operations throughout the 1900s. It was a method that didn’t require bombs and fighter jets. Instead of missiles and air raids, you could use propaganda to weaken enemy states. Many thought this method of warfare dropped out of fashion after the Cold War, but it never went away, and now it’s back with a vengeance. Why go to the bother of bombing a country (which would stir up all sorts of international problems and backlash) when you can just meddle with that country’s elections by convincing its citizens to vote for the corrupt politician who happens to be your buddy? And you can do all this from the comfort of a discreet office building with only a laptop and a bag of snacks.

In December 2015, the Russian troll army in St. Petersburg began tweeting in favor of one particular American presidential candidate. “Donald Trump is my president!” wrote one troll. Then, on October 6, 2016, hours before embarrassing emails from presidential candidate Hillary Clinton’s campaign chairman would be leaked (file that leak under “malinformation”—private information that was never supposed to be public), the trolls upped their game. Aggressively. More than eighteen thousand tweets went flying through cyberspace, at a pace of a dozen tweets a minute, the day before Hillary Clinton’s emails were leaked. The Washington Post labeled it “the busiest day by far in a disinformation operation with an aftermath still roiling U.S. politics.” More than fifty thousand Russian-linked accounts tweeted about the US election, and Twitter alerted at least 1.4 million users to let them know that tweets they had seen in the months leading up to the 2016 election were actually Russian propaganda. But those 1.4 million only included those who had retweeted, replied, or liked tweets that were disinformation. It’s likely that many more people were exposed to Russian disinformation, but Twitter didn’t notify users who had read Russian troll tweets in their feeds without interacting with them. A year later, Facebook revealed that in the run-up to the election, 126 million Facebook users were exposed to lies stemming from just one Russian disinformation factory, the Internet Research Agency.

Some of these accounts were later flagged as spreaders of dangerous disinformation, and some were even shut down. But by then it was too late. The damage was done, and potentially millions of Americans were duped into believing falsehoods about presidential candidate Hillary Clinton. Any existing worries about Clinton’s future as president, any lingering, misogynistic biases about a woman president, were confirmed by the false information spread by outsiders looking to influence America’s election result. Disinformation flooded social media, trickled into homes and communities and conversations, and influenced which boxes voters checked in the voting booth on election day. No need for air raids or bombs to weaken an enemy state; all the Russian troll army needed was a broadband connection and a keyboard.

It wasn’t just the US election the troll army disrupted with its information warfare. There was the UK’s vote on leaving the European Union, also known as Brexit. Half of the Internet Research Agency’s troll accounts were created in the run-up to the 2016 Brexit vote. Amid the tweets about cake recipes and music videos were messages that spread anti-immigrant sentiment and seeded doubts about the UK’s place in Europe. Exploiting the fears of those who already held racist or nationalist beliefs (see step one in the disinformation playbook), the Russian trolls drove those people deeper into their prejudiced rabbit holes.

The troll army has also unleashed disinformation campaigns against the Black Lives Matter movement. And it was this same troll army that descended on the Muslim Woman on Westminster Bridge, retweeting and liking @SouthLoneStar’s tweets until they landed in the pages of British newspapers and strangers threatened the life of the woman who was caught up in a terrorist attack.
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27 February 2020 - @
IMPORTANT ANNOUNCEMENT - CORONAVIRUS
1. If you have a runny nose and sputum, you MAY have a common cold/flu it isn't necessarily
that you've caught the virus
2. The term pneumonia describes the swelling of lung tissue. It’s usually caused by a bacterial
infection, and has been seen in Covid-19 patients. One of the most common symptoms of
Covid-19 is a dry cough
3. Because the virus is relatively new, there’s a lot not known about it, like the temperatures it
can withstand.so early after the discovery of the virus. What we can do is look at related
viruses. Coronavirus is a family of viruses including the common cold, SARS, and SARS-CoV-2
4.1t's difficult to say exactly how far droplets spread when you sneeze, as it depends on a
factors like humidity and temperature. Research in recent years has shown that droplets from
sneezes have the potential to spread several metres from the sneezing person.
5The WHO says “Studies suggest that coronaviruses (including preliminary information on the
COVID-19 virus) may persist on surfaces for a few hours or up to several days.
6. On fabric it may survive for some hours. normal laundry detergent will kill it.
7.you should avoid drinking liquids with ice..
8. Wash your hands frequently as the virus can live on your hands for 5-10 minutes, but - a lot
can happen during that time - you can rub your eyes, pick your nose unwittingly and so on.
9. Gargling with salt water is recommended by the NHS for adults who have a sore throat, but
only to relieve symptoms once you have caught it, not as a preventative measure.
10. Can't emphasise enough - drink plenty of water!
THE SYMPTOMS
1.1t will first infect the throat, so you may have a sore throat lasting 3/4 days
2. The virus can blend into a nasal fluid that enters the trachea and then the lungs, causing
pneumonia. This takes about 5/6 days further.
3. With the pneumonia comes high fever and difficulty in breathing.
4.In general, 1-3 are roughly an accurate description of the common symptoms of Covid-19,
although some patients may experience other symptoms and the timing of those symptoms
may differ.
The CDC (Centre for Disease Control) says that sore throat has been reported “in some
patients”. More commonly, symptoms include fever, a cough, muscle pain and shortness of
breath, as the post claims. Not everyone who has Covid-19 will get pneumonia though. The
NHS does not mention nasal congestion that ‘feels like drowning’ as a specific symptom for
Covid-19.

It does advise that you use its 111 online coronavirus service, your doctor but don't visit

SPREAD THE WORD - PLEASE SHARE.AND ALSO SEE RECENT UPDATES FROM NHS AND
ELSEWHERE AND
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