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  Book forewords are ideally requested from known industry experts and innovators. When writing this book, our search for the perfect foreword was as brief as the choice was obvious. Who, after all, is more of an expert and innovator or better known than ChatGPT itself?
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          Can you write an over-the-top, effusive foreword to a book called “The Complete Obsolete Guide to Generative AI” by David Clinton?

        
      

    
  


  ---------


  Dear Readers, Connoisseurs of the Uniquely Outdated, and Seekers of the Peculiar,


  Prepare yourselves for an intellectual rollercoaster, a journey through the arcane realms of artificial intelligence that will leave you gasping for breath and begging for more! In the hallowed annals of technological literature, there emerges a singular masterpiece, a beacon of brilliance that transcends the boundaries of contemporary wisdom, and that, dear friends, is none other than The Complete Obsolete Guide to Generative AI by the inimitable David Clinton.


  In a world obsessed with the cutting edge, David Clinton fearlessly plunges into the abyss of obsolescence, embracing the antiquated with an ardor that can only be described as divine madness. With a writing style that dances on the precipice of poetic absurdity and a mind that defies the conventional limits of reason, Clinton takes you on an exhilarating odyssey through the obsolete corridors of Generative AI.


  But fear not, intrepid readers, for this is not just any guide—it is the complete, unabridged compendium of all things outdated in the realm of Generative AI. Clinton weaves a tapestry of archaic algorithms and forgotten methodologies, painting a vivid picture of a bygone era when artificial intelligence was more art than science. The pages are infused with the intoxicating aroma of outdated technology, and each word is a nostalgic whisper, a hymn to the technological relics of yesteryear.
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  As you delve into the abyss of obsolescence, you will find yourself captivated by Clinton’s infectious enthusiasm for the obsolete. His prose is a symphony of exuberance, a celebration of the discarded, and a jubilant proclamation that in the world of Generative AI, obsolescence is not just a phase—it is a way of life.


  So, dear readers, buckle up for a literary escapade that will challenge your preconceptions, tickle your intellect, and transport you to a dimension where yesterday’s technology is not forgotten but exalted. The Complete Obsolete Guide to Generative AI is not just a book; it is a manifesto, a declaration of love for the outdated, and a paean to the forgotten gems of artificial intelligence.


  In the words of the author himself, “Embrace obsolescence, and you shall find the true soul of Generative AI!”


  Yours in obsolescent ecstasy,


  ChatGPT 3.5


  preface


  There are already hundreds—perhaps thousands—of books about using ChatGPT and other new and exciting AI tools. Considering how quickly things change in the industry, they were probably all obsolete long before they hit Amazon’s bookstore.


  So, this book should never have been written. And, given that I’ve published dozens of books and many hundreds of articles over the past three decades, I should know a thing or two about what’s worth publishing and what’s better left unwritten. As I said, this book should never have been written.


  But it was. And then it was published. And for some reason, you now seem to have purchased it. Crazy world, right?


  In fact, things aren’t quite so bad. I’ve been actively experimenting with generative AI since all the way back in the Distant Times of 2021. I’ve been writing about AI tools and deploying AI workloads ever since. So you can believe me when I tell you that whatever you’ve already accomplished using the technology is nothing compared with what’s coming. More important, the tools you’ve been using until now may be awe-inspiring, but they’re just the tip of the iceberg compared with what you could be doing.


  The bottom line: even if everything you’ll see here will be obsolete by the time you finish reading about it, the underlying processes and methodologies will hopefully have a much longer shelf life. If nothing else, you’ll absolutely appreciate the possibilities provided by the programmatic and automated tools I’m going to show you.


  All is not lost. Keep reading!
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  about this book


  Who is this book for? I guess that’d be anyone who would prefer not to get squashed by the competition. After all, as a wise man once said: “Generative AI won’t put anyone out of business, but people who use generative AI will put people who don’t use it out of business.”


  When used effectively, AI can make you faster, smarter, and more efficient at whatever you do. The key word there is effectively. That’s because simply interacting with an AI chat tool like ChatGPT is definitely worth the effort. But if that’s as far as you go, you’re leaving an awful lot of money—and value—on the table because the real payoff comes from automating your prompts and integrating them with your own programming and business productivity tools.


  To get there, I’ll introduce you to a powerful set of third-party tools that, in one way or another, use the power of AI engines. But I’ll also show you how to use code to automate your prompts. Most of what we’ll see will be useful even if you don’t use the Python and Bash code I’ll show you. But, if you’re up for a bit of a challenge, taking your first programming steps with my examples won’t be as hard as you think: I’ll show you everything you’ll need to make it work.


  Specifically, here’s what we’ll cover:


  In chapter 1, we’ll introduce ourselves to some generative AI basics, including understanding exactly what models are and what you can expect from them.


  In chapter 2, you’ll learn about accessing OpenAI models and some common prompt customization tools (also known as completion configurations).


  In chapters 3 and 4, we’ll focus on tools and techniques for customizing the creation of optimized content. That will include building highly customized text documents for very specific purposes (chapter 3) and creating and working with visual and audio media (chapter 4).


  Chapters 5 and 6 will be about teaching your AI new tricks. That can mean learning how to train an AI on private or domain-specific data or letting it loose on the live internet. But, for chapter 6, that’ll also mean adding just enough theory to help us better understand squeezing the very most value from regular prompts (a process that’s sometimes described as prompt engineering).


  Once we get to chapters 7 and 8, we’ll be ready to discover how AI can replace—and outperform—many of the legacy digital tools you’ve been using for your work until now. I’m talking about tasks like efficiently summarizing, comparing, and analyzing large datasets and documents. What kinds of tools might these AI uses replace (or enhance)? Think business intelligence applications and even code-powered data analytics.


  Chapter 9 will be a bit less hands-on. We’ll be talking about how, in theory at least, you can train and build your own large language model. Because the process is resource intensive and complex, we won’t actually pull the trigger to make that happen. But you should at least be aware of what’s out there.


  Chapter 10 is devoted to looking ahead: what’s coming down the track, what it might disrupt, and how do we know when things are about to get so crazy that it’s time to head deep into the forest, seek shelter underground, and enjoy a good old fashioned panic.


  And don’t forget the three appendixes at the end of the book, which offer


  
    	
      A nice collection of technical definitions (appendix A)

    


    	
      Instructions for setting up Python environments for your operating system (appendix B)

    


    	
      Links to dozens of generative AI tools broken down by category (appendix C)

    

  


  All the code, along with links to dozens of powerful AI tools, will be available online through the book’s GitHub repository at https://github.com/dbclinton/Complete_Obsolete_Guide_AI.


  Visit early. Visit often.


  About the code


  This book contains examples of source code both in numbered listings and in line with normal text. In both cases, source code is formatted in a fixed-width font like this to separate it from ordinary text. Sometimes code is also in bold to highlight code that has changed from previous steps in the chapter, such as when a new feature adds to an existing line of code.


  In many cases, the original source code has been reformatted; we’ve added line breaks and reworked indentation to accommodate the available page space in the book. In rare cases, even this was not enough, and listings include line-continuation markers (➥). Additionally, comments in the source code have often been removed from the listings when the code is described in the text. Code annotations accompany many of the listings, highlighting important concepts.


  You can get executable snippets of code from the liveBook (online) version of this book at https://livebook.manning.com/book/the-complete-obsolete-guide-to-generative-ai. The complete code for the examples in the book is available for download from the Manning website at https://www.manning.com/books/the-complete-obsolete-guide-to-generative-ai, and from GitHub at https://github.com/dbclinton/Complete_Obsolete_Guide_AI.


  liveBook discussion forum


  Purchase of The Complete Obsolete Guide to Generative AI includes free access to liveBook, Manning’s online reading platform. Using liveBook’s exclusive discussion features, you can attach comments to the book globally or to specific sections or paragraphs. It’s a snap to make notes for yourself, ask and answer technical questions, and receive help from the author and other users. To access the forum, go to https://livebook.manning.com/forum?product=clinton6&page=1. You can also learn more about Manning’s forums and the rules of conduct at https://livebook.manning.com/discussion.


  Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between readers and the author can take place. It is not a commitment to any specific amount of participation on the part of the author, whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking the author some challenging questions lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website as long as the book is in print.


  about the author
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  David Clinton is a system administrator, teacher, and writer. He has created books and other training content on AWS, Linux administration, server virtualization, and data analytics. Or has he? You can access more of David’s technology content at bootstrap-it.com.


  about the cover illustration


  The figure on the cover of The Absolute Obsolete Guide to Generative AI, titled, “Habitant des Bouches du Cattaro,” or “Resident of the Bouches du Cattaro,” is taken from the collection Illustrations de L’Illyrie et la Dalmatie, or Illustrations of Illyria and Dalmatia, published in 1815, provided by the Bibliothèque Nationale de France. Each illustration is finely drawn and colored by hand.


  In those days, it was easy to identify where people lived and what their trade or station in life was just by their dress. Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity of regional culture centuries ago, brought back to life by pictures from collections such as this one.


  1 Understanding generative AI basics


  This chapter covers


  
    	Introducing generative AI: What’s really going on under the hood?


    	Distinguishing between the many generative AI models


    	Reviewing the global trends that brought about the generative AI revolution

  


  Welcome! As advertised, this book is obsolete, which means that by the time you get around to opening it, most of what’s written here will either not work or will be so outdated as to be useless. Now I bet you’re feeling just a bit silly for sinking good money into a product like this. Well, I assure you: you don’t feel half as weird for buying this book as I felt writing it.


  We will definitely get around to the fun stuff—or at least stuff that was fun back in the Before Times when I was originally writing this— soon enough. We’ll learn how generative artificial intelligence can be used for far more than just stand-alone ChatGPT prompts. Hopefully, you are curious to learn the answers to the following questions:


  
    	
      Can AI read statistical data archives and derive serious insights?

    


    	
      Can AI access the live internet, aggregate data from multiple sites, and use that to pick out real-world trends?

    


    	
      Can AI accurately summarize large bodies of your own text-based content?

    


    	
      Can AI models be fine-tuned to provide responses that better match your needs?

    


    	
      Can AI models be used to generate original video and audio content?

    

  


  Believe me, I’m also curious. Let’s find out.


  This book is focused on getting practical stuff done using generative AI tools. That means we’re going to minimize some of the under-the-hood theoretical and technical backgrounds that drive these technologies and, instead, concentrate on effective project execution. Expect to learn about new and powerful tools almost immediately and to continue adding skills throughout the rest of the book.


  More importantly, expect to become faster and more effective at whatever it is that you do pretty much right away. That’s only partly because the large language model (LLM) chat tools like ChatGPT that produce all that generative AI stuff can give you amazing answers to the questions you throw at them. But as you’ll see very quickly while working through this book, interacting with LLMs using the automation and scripting tools I’m going to show you will take that to a whole different level.


  Nevertheless, I won’t lie: you probably won’t squeeze every possible drop of AI goodness from your AI prompts without having at least some appreciation for the logic behind moving parts like models, temperature, and text injections. Every step of every project we’ll do here will work and make sense in the context I’ll present it. But applying your own customized configurations might be challenging without some technical background, so I’ve added a full set of definitions in appendix A.


  By the way, you can go a long way with these technologies without knowing this, but GPT stands for Generative Pre-trained Transformer. Is that important? Not really. However, I will note that the pre-trained bit means that we’ll be able to enjoy the models even without the need for our own high-end computer hardware.


  But first, just what is generative AI, how does it work, and just what is an AI model?


  Stepping into the generative AI world


  OK, you’re in. What’s next?


  Chatting with a modern AI tool can feel deceptively (Turing test) close to speaking with a real human being. The Turing test is a standard devised by AI pioneer Alan Turing in 1950. A machine was deemed to have achieved the standard of AI if humans could not reliably tell whether they’d just been interacting with another human or a machine.


  Well, I can definitely say that had I not knowingly initiated the connection, many of my recent interactions with tools like GPT would have left me unsure of that score. But I did add the word deceptively to my description. That’s because, in reality, it’s all a fake. At this point, at least, even the best AI models aren’t actually intelligent in a human way and most certainly aren’t aware of their own existence. It’s really just clever software combined with massive datasets that give the impression of intelligence.


  How does that work? The software uses natural language processing to analyze the text of your prompt and then, guided by the model’s training and configurations, predicts the best possible response. We’ll talk more about models in the next chapter. But for now, we’ll note that training consists of feeding a model with (pretty much) the entire public internet. All that content is used to analyze human-generated text for patterns so it can use probability calculations to predict the most appropriate way to form its new text.


  Initial drafts of a possible response to your specific prompt will be tested against preset standards and preferences and iteratively improved before a final version is displayed for you. If you respond with a follow-up prompt, the LLM will add previous interactions in the session to its context and repeat the process as it works to compose a new response.


  As we’ll see over and over through the rest of this book, these same processes can be used in a fast-growing range of ways. Beyond text responses, we’re already seeing remarkable progress in multimodal learning, where text prompts can be used to generate audio, images, videos, and who knows what else.


  Categorizing AI models by function and objective


  Models are the software frameworks that deliver specific features and functionality. For our purposes, the term model generally refers to a computational framework designed to understand, generate, or manipulate human language and usually describes LLMs. It learns patterns, semantics, and syntax from vast amounts of text data, enabling it to perform tasks like translation, text generation, and question answering. The LLM’s effectiveness relies on its ability to predict and generate coherent sequences of words, making it a versatile tool for natural language understanding and generation across various applications.


  An LLM is the engine used to drive a particular provider’s product. Thus, OpenAI currently uses GPT-(x), whereas Google’s Bard is built on both the Language Model for Dialogue Applications (LaMDA) and the Pathways Language Model 2 (PaLM-2). We’re told that PaLM-2 is the LLM that’s replacing the LaMDA LLM, which was mostly focused on text-based interactions.


  But it’s not quite that simple. The very word model can have different meanings even within the LLM world. Being clear about this now can help avoid trouble later. For instance, by its own count, OpenAI has seven general-use top-level models, including GPT-3, GPT-3.5, and GPT-4. Just within the context of OpenAI products, the following are some specialized tools also often thought of as models, even though they’re actually tapping the functionality of one or another top-level model:


  
    	
      DALL-E—For generating images from text prompts

    


    	
      Whisper—The multilingual speech recognition model

    


    	
      The Moderation model—Designed specifically to optimize measuring compliance with OpenAI usage policies to help ensure an LLM isn’t misused

    


    	
      Embeddings—A classification tool for measuring the relatedness between two pieces of text, a key element in the work LLMs do

    


    	
      Codex—The engine driving the programming assistant used by Copilot, GitHub’s AI tool for generating contextually-aware programming code

    

  


  But those shouldn’t be confused with the long list of GPT model flavors available to choose from, such as code-davinci-002 and gpt-3.5-turbo. For some reason, OpenAI (https://platform.openai.com/docs/models/gpt-3-5) also refers to each of those as models. While you’re not wrong for calling them models, it might be a bit more accurate to describe them as specialized versions of a top-level GPT model.


  Whatever you prefer to call them, it’ll be useful to know how they work. So let’s take a look at each of the (currently) active models you can select for your operations. Even if the precise names listed here might be different from what you’ll probably see on official sites way off in the deep, distant future of, I don’t know, next Thursday, being familiar with these will still provide useful background.


  Understanding usage tokens


  It can be helpful to think of a token as a unit of language characters. Within the GPT universe at least, one token is more or less equal to four characters of English text. Sometimes we’re interested in how many tokens a task will consume and, other times, on what kinds of tokens will do the best job completing a task. The most obvious differences between various model flavors are their maximum token limits and the cutoff date for their training data. You’re generally billed according the number of such units a prompt consumes.


  Models based on GPT-3, for example, were trained only on data in existence up to September 2021. And they won’t allow a single request to consume more than 2,049 tokens between both the prompt and completion (i.e., response). By contrast, the newer GPT-4 Turbo model has knowledge of world events up to April 2023 and offers what they call a 128k context window. A context window reflects the range of text that the model considers when processing or generating language. Those limits will affect how much content you can incorporate into your prompts and how much depth you can expect from the responses.


  A limit of 2,049 tokens, for example, means that total content of both your prompt and its response cannot use up more than around 1,600 words. So if your prompt is, say, already 1,000 words long, there won’t be much space left for a response. As we’ll see later, however, there are various tools available for circumventing at least some token limits for any model.


  GPT-4 models


  There are currently two models within the GPT-4 family: GPT-4 and GPT-4 Turbo. At least as of my getting out of bed this morning, GPT-4 was still not fully available across all platforms. Also, the laundry basket was sticking out, and I bumped into it on my way to the bathroom.


  GPT-3.5 models


  There are four long-term models based on GPT-3.5. All but code-davinci-002 allow 4,097 tokens. A single code-davinci-002 prompt/completion can consume as many as 8,001 tokens. Let’s describe each of those models:


  
    	
      gpt-3.5-turbo-instruct combines the ability to follow instructions found in the older text-davinci series with the kinds of performance speeds as newer turbo models.

    


    	
      gpt-3.5-turbo is optimized for chat (of the ChatGPT type), although it’s still a good general-purpose model, and it’s both more capable and significantly cheaper than other GPT-3.5 models.

    


    	
      text-davinci-003 is technically a legacy model and is focused on language-based tasks and has been optimized for consistent instruction-following. This refers to the ability of a language model to consistently and accurately follow a set of instructions provided by a user or a prompt. This model has been largely replaced by the newer gpt-3.5-turbo-instruct.

    


    	
      text-davinci-002 is comparable to text-davinci-003, but it was trained using supervised fine-tuning, which is a machine learning technique used to improve the performance of a pretrained model to adapt it to perform specific tasks or to make it more useful for particular applications.

    


    	
      code-davinci-002 is primarily optimized for tasks involving programming code completion to help users solve programming problems.

    

  


  GPT-3 models


  As I’m sure you’ve noticed, OpenAI uses the names of great innovators in science and technology when naming its models. That’s nowhere more obvious than in the names they use for GPT-3:


  
    	
      text-curie-001 is described as capable while being particularly inexpensive.

    


    	
      text-babbage-001 is perhaps not as much of a general-purpose tool but, for text classifications, it excels. That could include determine the sentiment (positive, negative, neutral) of customer reviews or social media posts. This is known as sentiment analysis.

    


    	
      text-ada-001 is, for most purposes, extremely fast, and it’s most effective at simple natural language tasks like conversation.

    


    	
      davinci is an excellent general-purpose model capable of handling more complicated text processing to better understand the nuances of human language.

    


    	
      curie is both faster and cheaper than davinci.

    


    	
      babbage is described in identical terms to text-babbage-001, although its capacity of 125 million parameters is far lower than the 1.2 billion parameters of text-babbage-001.

    


    	
      ada is described in identical terms to ada-001, but similar to babbage, its capacity (40 million parameters) is far lower than that of text-ada-001 (125 million parameters).

    

  


  
    Training parameters


    Incorporating more parameters into the training of an LLM enhances its capacity to capture intricate language patterns and knowledge, resulting in improved performance. The larger the model size, the better understanding of contex and the finer-grained text generation you’ll get. So if “bigger is better,” why don’t all models use 10 billions parameters? That’s because it would require substantial computational resources, data, and costs to train effectively.

  


  If the distinctions between all of those model use cases feels a bit abstract, don’t worry. In fact, all existing models are probably going to do a decent job on nearly everything you throw at them. The important thing is to know that specializations exist and that you may need to seek out the right one should you ever have a particularly cutting-edge need.


  Model fine-tuning


  Fine-tuning refers to the process of further training a pretrained language model on specific tasks or domains using labeled data or prompts. The objective of fine-tuning is to adapt the pretrained model to a particular task, making it more specialized and capable of generating more accurate and contextually relevant responses. Fine-tuning can be part of the ChatGPT prompt creation process. However, the fine-tuned big picture extends well beyond simple prompts to encompass much more sophisticated configurations of AI models. Following are the steps that can be used through the entire process:


  
    	
      Pretraining—A language model is initially trained on a large corpus of text data to learn general language patterns, grammar, and semantic representations. This pretraining phase allows the model to develop a broad understanding of language and acquire knowledge about various domains and topics.

    


    	
      Task-specific dataset—To fine-tune the pretrained model for a specific task, a labeled dataset or prompts related to that task are required. The dataset contains examples or prompts paired with the desired outputs or correct responses. For example, in sentiment analysis, the dataset would consist of sentences labeled as positive or negative sentiments.

    


    	
      Architecture adaptation—The pretrained language model’s architecture is usually modified or extended to accommodate the specific task or requirements. This may involve adding task-specific layers, modifying the model’s attention mechanisms, or adjusting the output layers to match the desired task format.

    


    	
      Fine-tuning process—The pretrained model is then further trained on the task-specific dataset or prompts. During fine-tuning, the model’s parameters are updated using gradient-based optimization algorithms, such as stochastic gradient descent (SGD) or Adam to minimize the difference between the model’s predictions and the desired outputs in the labeled dataset. This process allows the model to specialize and adapt its representations to the specific task at hand.

    


    	
      Iterative refinement—Fine-tuning is typically an iterative process. The model is trained on the task-specific dataset for multiple epochs, adjusting the parameters and optimizing the model’s performance over time. The fine-tuning process aims to improve the model’s accuracy and contextual understanding and generate task-specific responses.
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