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  preface


  In 2018, as a junior high school English teacher in the city of Kobe, Japan, I found myself at a crossroads. What I had originally intended to be a brief teaching stint in Japan had stretched into four years, and I was reaching the limit of my stay. I was in Japan on the Japan Exchange and Teaching (JET) Programme, a program sponsored by the Japanese government to bring recent university graduates to Japan to teach English for up to 5 years. As my tenure neared its end, I pondered my next step.


  Being fascinated with computers since childhood, I found the field of IT a natural choice. I was no computer wizard—I had no experience in programming or anything of the sort—but after some searching, I stumbled upon the Cisco Certified Network Associate (CCNA) certification. If the stories were to be believed, getting CCNA certified was the gateway to a promising career in IT with a decent salary and plenty of room for growth. After a bit of studying, I was hooked! Peering under the hood of networks like the internet—an ubiquitous part of the modern world—was (and still is) endlessly fascinating.


  Fast forward a year to 2019, and I was a network engineer at the world’s leading colocation data center and interconnection provider! I share my personal story here to emphasize that, with no formal education or previous experience on the topic, I was able to self-study, get certified, and make a 180-degree career change to enter the IT industry. And my story is no exception; I hear such stories from students all over the world on a daily basis.


  You will occasionally encounter naysayers who downplay the value of the CCNA these days. One common argument is that, with the rise of cloud services like Amazon Web Services (AWS) and Microsoft Azure, there is less demand for network engineers; students should pursue cloud providers’ certifications instead. I couldn’t disagree more; connecting the complex multicloud infrastructure used by many modern enterprises is no simple task, and we need network professionals more than ever. 


  Studying a particular cloud service provider’s solutions before learning the fundamentals of networking is simply putting the cart before the horse—a house built on sand. The same can be said of pursuing the field of cybersecurity before grasping basics like networking. Network fundamentals are foundational knowledge for any IT professional, and the CCNA exam tests and certifies not only that you understand the fundamentals, but also that you have the skills to apply them in real networks. In our increasingly interconnected world, such knowledge and skills are invaluable—my story, and countless others’ stories, prove that.


  This book—consisting of two volumes—is the culmination of insights gained from countless interactions with many thousands of students of my CCNA video course, refined and expanded to offer a comprehensive resource. For countless people—including myself—becoming CCNA certified has been truly life changing. There will be struggles and setbacks, but if you’re looking to make a change in your life and career, I can’t recommend the CCNA enough, and I hope that this book will inspire and empower you to pursue and achieve your CCNA certification.
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  about this book


  Acing the CCNA Exam was written with one goal in mind: to help you prepare for and successfully pass the CCNA exam. It begins from zero and assumes no previous knowledge, covering network fundamentals and every CCNA exam topic step by step. 


  Who should read this book


  As an exam study guide, this book is for anyone who wants to pass the CCNA exam and attain their CCNA certification. If that’s you (good choice, by the way), you’ve come to the right place! Even for those who already have their CCNA or are already working in the field, this book will be a useful resource for reference, covering key network protocols and how to configure them on Cisco routers and switches.


  How this book is organized


  The CCNA exam is quite wide in scope, and as a result, this book is divided into two volumes. This is volume 2, consisting of 25 chapters arranged across 5 parts.


  Part 1 details essential network services and protocols that support network operation, including time synchronization, name resolution, logging, and monitoring:


  
    	
      Chapter 1 explains the roles of Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP) in network discovery and troubleshooting.

    


    	
      Chapter 2 introduces Network Time Protocol (NTP), essential for synchronizing clocks across network devices.

    


    	
      Chapter 3 covers Domain Name System (DNS), a protocol that plays a key role in the internet by translating domain names to IP addresses.

    


    	
      Chapter 4 focuses on Dynamic Host Configuration Protocol (DHCP), which automates the IP configuration process of hosts like PCs.

    


    	
      Chapter 5 introduces Secure Shell, a protocol used to securely connect to the CLI of network devices for configuration and management.

    


    	
      Chapter 6 discusses Simple Network Management Protocol (SNMP), which is primarily used for monitoring network devices.

    


    	
      Chapter 7 covers Syslog, a standard for message logging on network devices.

    


    	
      Chapter 8 explains the use of Trivial File Transfer Protocol (TFTP) and File Transfer Protocol (FTP) for file transfers over a network.

    


    	
      Chapter 9 delves into Network Address Translation (NAT), a method of translating private IP addresses into public IP addresses to enable communication over the internet.

    


    	
      Chapter 10 introduces Quality of Service (QoS), which minimizes the effect of network congestion on sensitive applications by prioritizing and de-prioritizing certain traffic types.

    

  


  Part 2 addresses fundamental security measures for protecting network infrastructure, focusing on how to implement security protocols on Cisco switches—the point where users connect to the network:


  
    	
      Chapter 11 introduces foundational concepts related to network security.

    


    	
      Chapter 12 covers Port Security, a feature that limits which devices can access a switch port.

    


    	
      Chapter 13 discusses DHCP Snooping, a security feature that mitigates against DHCP-related network attacks.

    


    	
      Chapter 14 explains Dynamic ARP Inspection (DAI), which prevents attacks that exploit Address Resolution Protocol (ARP).

    

  


  Part 3 explores local and wide area network (LAN and WAN) architectures—the big picture of how real-world networks are designed—as well as the virtualization technologies and cloud services that underpin modern IT infrastructure:


  
    	
      Chapter 15 focuses on LAN architectures, ranging from small office/home office (SOHO) networks to large campus and data center LANs.

    


    	
      Chapter 16 covers WAN architectures, detailing the technologies and services that connect networks over long distances.

    


    	
      Chapter 17 discusses virtualization technologies and cloud services, two key elements of many modern enterprise networks.

    

  


  Part 4 provides an overview of wireless networking, ranging from the behaviors of electromagnetic waves to the architectures and security protocols used in wireless LANs, as well as how to configure them:


  
    	
      Chapter 18 introduces the fundamentals of wireless LANs, including the standards and concepts that underpin wireless networking.

    


    	
      Chapter 19 covers wireless LAN architectures, detailing the components and design considerations of wireless networks.

    


    	
      Chapter 20 discusses wireless LAN security, addressing the challenges of securely communicating over the airwaves.

    


    	
      Chapter 21 demonstrates how to configure a wireless LAN using a Cisco wireless LAN controller (WLC).

    

  


  Part 5 looks toward the future of network management through automation, covering the various tools that streamline and automate network tasks:


  
    	
      Chapter 22 introduces the concept of network automation and how software-defined networking (SDN) facilitates the programmatic control of network functions.

    


    	
      Chapter 23 covers REST APIs, which are the software interfaces used to facilitate communications between applications.

    


    	
      Chapter 24 delves into standard data formats like JSON, XML, and YAML, which are crucial for providing a shared language through which applications can share data.

    


    	
      Chapter 25 discusses tools like Ansible and Terraform, which are used to automate various tasks related to the deployment and management of device configurations.

    

  


  Additionally, there are four appendixes, each of which should prove helpful in your exam preparation:


  
    	
      Appendix A is a reference table that lists the CCNA exam topics and which chapters of each volume cover each topic.

    


    	
      Appendix B is a reference table that lists the Cisco IOS CLI commands covered in each chapter of this volume, with a brief description of each.

    


    	
      Appendix C consists of several quiz questions for each chapter of this volume. I recommend using these questions to test your understanding after studying each chapter, and then doing the same for review as necessary.

    


    	
      Appendix D lists the correct answers to the chapter quiz questions in appendix C and gives a brief explanation for each answer.

    

  


  If you are just beginning your CCNA studies, I highly recommend starting from volume 1 and reading the chapters in order before beginning volume 2 (this volume); each chapter builds upon the previous ones, assuming familiarity with all preceding material. However, if you are using this book as a secondary resource (having already completed another course of study, such as my video series), feel free to treat the book more as a reference guide. In this case, you can directly consult chapters that address specific areas you want to focus on. Appendix A will be particularly useful for this targeted study, as it lists which chapters in which volume address each CCNA exam topic.


  About Cisco CLI commands and output formatting


  This book contains many examples of Cisco command-line interface (CLI) commands and output in examples and in line with normal text. These examples are formatted in a fixed-width font like this to separate it from ordinary text, using the syntax conventions shown in the following table. Code annotations accompany many of the code examples and highlight important concepts. Where necessary, the code has been reformatted to accommodate the available page space, and where code wraps, we've used line-continuation markers (➥).


  Table 1 CLI syntax conventions


  
    
      
      
    

    
      
        	
          Convention

        

        	
          Description

        
      

    

    
      
        	
          Standard text

        

        	
          Command prompts and CLI output not typed by the user.

        
      


      
        	
          Bold text

        

        	
          Commands and keywords as typed by the user.

        
      


      
        	
          Italic text

        

        	
          Arguments in a command for which you supply values.

        
      


      
        	
          [x]

        

        	
          Square brackets indicate optional elements, such as optional keywords.

        
      


      
        	
          . . .

        

        	
          An ellipsis indicates that output has been abbreviated/omitted.

        
      


      
        	
          |

        

        	
          Pipes (vertical bars) are used to separate mutually exclusive elements, as shown in the following two conventions (square brackets and curly braces).

        
      


      
        	
          [x | y]

        

        	
          Optional alternative elements are enclosed in square brackets and separated by pipes.

        
      


      
        	
          {x | y}

        

        	
          Mandatory alternative elements are enclosed in curly braces and separated by pipes.

        
      

    
  


  Each command in this book will be explained as it is introduced, but you can refer to this table as needed for clarification. The following examples demonstrate some of these different syntax conventions:


  
    	
      show ip interface [interface]


      
        	
          You must type show ip interface and then optionally provide a value for the interface argument.

        

      

    


    	
      vtp version {1 | 2 | 3}


      
        	
          You must type vtp mode and then the keyword 1, 2, or 3.

        

      

    


    	
      switchport trunk allowed vlan [add | remove | except] vlans


      
        	
          You must type switchport trunk allowed vlan, optionally specify one of the listed keywords, and then specify a value for the vlans argument.

        

      

    


    	
      R1(config-if)# interface g0/1


      
        	
          The command prompt R1(config-if)# was displayed, and the user typed the command interface g0/1.

        

      

    

  


  liveBook discussion forum


  Purchase of Acing the CCNA Exam includes free access to liveBook, Manning’s online reading platform. Using liveBook’s exclusive discussion features, you can attach comments to the book globally or to specific sections or paragraphs. It’s a snap to make notes for yourself, ask and answer technical questions, and receive help from the author and other users. To access the forum, go to https://livebook.manning.com/book/acing-the-ccna-exam-advanced-networking-and-security/discussion. You can also learn more about Manning’s forums and the rules of conduct at https://livebook.manning.com/discussion.


  Manning’s commitment to our readers is to provide a venue where a meaningful dialogue between individual readers and between readers and the author can take place. It is not a commitment to any specific amount of participation on the part of the author, whose contribution to the forum remains voluntary (and unpaid). We suggest you try asking him some challenging questions lest his interest stray! The forum and the archives of previous discussions will be accessible from the publisher’s website as long as the book is in print.


  Other online resources


  There is no shortage of helpful resources for CCNA students online. I have collected some of my recommended resources (video courses, practice exams, etc.) on my website at https://www.jeremysitlab.com/ccna-resources.


  Another page that every CCNA candidate should have bookmarked is the official exam topics list at https://learningnetwork.cisco.com/s/ccna-exam-topics. This is where you can find what Cisco expects you to know to pass the CCNA exam. 


  Finally, I recommend bookmarking Cisco Certification Roadmaps at https://learningnetwork.cisco.com/s/cisco-certification-roadmaps. This page will give you information about Cisco’s yearly certification review process. If there are any scheduled changes coming to the CCNA exam, they will be listed on this page well in advance.
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  about the cover illustration


  The figure on the cover of Acing the CCNA Exam, titled “Maître d’école,” or “Teacher,” is taken from a book by Louis Curmer published in 1841. Each illustration is finely drawn and colored by hand.


  In those days, it was easy to identify where people lived and what their trade or station in life was just by their dress. Manning celebrates the inventiveness and initiative of the computer business with book covers based on the rich diversity of regional culture centuries ago, brought back to life by pictures from collections such as this one.


  Part 1. Network services


  Part 1 covers a range of essential network services that play pivotal roles in the operation and management of modern networks. We start with Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP) in chapter 1, protocols that enable you to discover how devices are connected to each other, playing a critical role in troubleshooting and network documentation. Chapter 2 introduces Network Time Protocol (NTP), a crucial service for synchronizing the clocks of network devices, ensuring accurate time-stamping for logging, security, and other time-sensitive operations.


  Chapter 3 covers the Domain Name System (DNS)—a cornerstone of the internet that translates domain names into IP addresses. Any time you type a URL like youtube.com to access a website, you can thank DNS for translating that name to the correct IP address. Dynamic Host Configuration Protocol (DHCP)—the topic of chapter 4—simplifies IP address management by automating the assignment process. In chapter 5, we move on to Secure Shell, which provides a secure, encrypted method for remotely accessing the CLI of network devices to configure and manage them.


  Chapters 6 and 7 cover Simple Network Management Protocol (SNMP) and Syslog, respectively. These protocols facilitate network monitoring and event logging, playing crucial roles in the management of networks of all sizes. Chapter 8 covers Trivial File Transfer Protocol (TFTP) and File Transfer Protocol (FTP); as their names imply, these protocols enable file transfers—one of the primary functions of networks since their beginning. Chapter 9 dives into Network Address Translation (NAT), a key tool for enabling hosts in a private network to communicate over the public internet. Finally, chapter 10 covers Quality of Service (QoS), which is essential for prioritizing network traffic to ensure optimal performance for critical applications.


  Part 1, consisting of 10 chapters, is the largest in this book. However, each of these services plays an important role in networks of all sizes and is essential knowledge for the CCNA exam and for any modern network professional.


  1 Cisco Discovery Protocol and Link Layer Discovery Protocol


  This chapter covers


  
    	The purpose of Layer 2 discovery protocols


    	How neighboring Cisco devices use Cisco Discovery Protocol to share information


    	CDP’s industry-standard equivalent: Link Layer Discovery Protocol

  


  In a perfect world, all networks would be perfectly documented, with up-to-date network diagrams and other documents detailing the routers, switches, firewalls, and other devices that make up the network infrastructure, how they are connected, their IP addresses, etc. In reality, that’s often not the case: people cut corners, changes go undocumented, or perhaps the network was never properly documented in the first place.


  In either case, the result is often that the network documentation doesn’t accurately reflect the current state of the network; this is not an ideal state of affairs. Fortunately, Layer 2 discovery protocols—the topic of this chapter—can help you remedy this situation. Layer 2 discovery protocols, such as Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP), enable devices to share information about themselves with their directly connected neighbors. Using this information, you can map out the network by identifying the devices in the network, their hardware models, how they are connected to each other, their IP addresses, and other information.


  Layer 2 discovery protocols are CCNA exam topic 2.3: Configure and verify Layer 2 discovery protocols (Cisco Discovery Protocol and LLDP). This is one of the more straightforward CCNA exam topics. In this chapter, we will primarily examine some show commands that allow you to view the information that devices share with CDP/LLDP, as well as some basic configuration commands to enable, disable, and fine-tune the protocols.


  1.1 Cisco Discovery Protocol


  CDP is a Cisco-proprietary Layer 2 discovery protocol that runs on Cisco network devices such as routers and switches. CDP is enabled by default; unless you want to modify the default settings, you don’t need to do any configuration to use CDP in your network. Using CDP, devices periodically send advertisement messages out of their interfaces, informing directly connected neighbors about various aspects of the local device. They also listen for similar advertisements from those same neighbors. Figure 1.1 illustrates this: R1 and SW1 exchange CDP advertisements with each other.
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    Figure 1.1 Two neighboring Cisco devices share information about themselves via CDP. The shared information includes hostname, capabilities (device type), port ID, IP address, and much more.

  


  CDP messages are sent to the multicast MAC address 0100.0ccc.cccc. However, when a switch receives a CDP message, it does not flood the message like it would with regular multicast frames; the switch receives the frame for itself. Using figure 1.1’s example, SW1 will receive R1’s CDP message and add R1 to its CDP neighbor table.


  Note Most CLI examples in this chapter will be from a router’s CLI. However, CDP (and LLDP) commands and their output are identical on Cisco routers and switches.


  1.1.1 Viewing CDP neighbors


  When using CDP, the show command you are most likely to use is show cdp neighbors; this command lists basic information about each of the device’s CDP neighbors—devices from which it has received CDP messages. In the following example, I use the command on R1:

  R1# show cdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge       ❶
                  S - Switch, H - Host, I - IGMP, r - Repeater, P - Phone,    ❶
                  D - Remote, C - CVTA, M - Two-port Mac Relay                ❶
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
SW1              Gig 0/0           158             R S I  WS-C2960C Gig 0/1   ❷


  ❶ Codes used in the Capability column


  ❷ SW1 is R1’s CDP neighbor.


  After a legend listing the different codes that can appear in the Capability column, there is a table listing the device’s CDP neighbors—neighbors from which the device has received CDP messages. The Device ID column lists the hostname of each neighbor; in our example, R1 has one neighbor: SW1.


  The Local Intrfce column lists the interface on the local device that the neighbor is connected to. The value of Gig 0/0 in this column means that SW1 is connected to R1 G0/0. Don’t confuse this with the final column, Port ID, which lists the interface of the neighboring device. The value of Gig 0/1 here means that R1 is connected to SW1 G0/1.


  The third column is Holdtme, which states the current holdtime—how long until R1 will remove SW1’s entry from the neighbor table. The default timer is 180 seconds; each time the device receives a CDP advertisement from the neighbor, this time is reset to 180 and starts counting down. The value of 158 in this column means that 22 seconds have elapsed since R1 received a CDP message from SW1. If this counts down to 0, R1 will remove SW1’s entry from the CDP neighbor table. We’ll cover this timer more in the next section.


  The fourth column is Capability, which identifies the type of device. S means Switch, as indicated in the Capability Codes at the top of the output; SW1 is a switch. However, it also has the R code (for Router), because it has some Layer 3 capabilities, and I (for IGMP), meaning it supports the Internet Group Management Protocol—a topic beyond the scope of the CCNA exam. 


  The next column is Platform, which indicates the hardware model of the neighbor. WS-C2960C is a model in the Catalyst 2960 series of switches, which is no longer being manufactured (but is a great option if you want a switch for a home lab at a low price).


  Exam Tip Make sure you’re comfortable reading the output of show cdp neighbors. Particularly, remember that Local Intrfce is the port of this device (R1), and Port ID is the port of the neighbor device (SW1).


  However, the output of show cdp neighbors lists only a fraction of the information learned from the neighbor. To view even more information about each neighbor, you can use show cdp neighbors detail. In the following example, I show the output of the command and highlight the same information we saw previously in show cdp neighbors. Take a look through the rest of the output to get an idea of what information is conveyed, but focus on the main information shown at the top of the output:

  R1# show cdp neighbors detail
-------------------------
Device ID: SW1                                    ❶
Entry address(es): 
Platform: cisco WS-C2960C-8PC-L,                  ❷
➥Capabilities: Router Switch IGMP                ❷
Interface: GigabitEthernet0/0,                    ❸
➥Port ID (outgoing port): GigabitEthernet0/1     ❸
Holdtime : 170 sec                                ❹
 
Version :
Cisco IOS Software, C2960C Software (C2960c405-UNIVERSALK9-M), 
➥Version 15.0(2)SE5, RELEASE SOFTWARE (fc1)
Technical Support: http://www.cisco.com/techsupport
Copyright (c) 1986-2013 by Cisco Systems, Inc.
Compiled Fri 25-Oct-13 14:35 by prod_rel_team
 
advertisement version: 2
VTP Management Domain: ''
Native VLAN: 1
Duplex: full
                           
Total cdp entries displayed : 1


  ❶ The neighbor’s hostname


  ❷ The neighbor’s hardware model and capabilities


  ❸ Interface lists the local device’s (R1’s) port, and Port ID lists neighbor’s (SW1’s) port.


  ❹ The current holdtime; 10 seconds have elapsed since R1 received an advertisement from SW1.


  Note You can use the show cdp entry name command (i.e., show cdp entry SW1) to view the same information as show cdp neighbors detail for only the specified neighbor; this is helpful when the device has multiple neighbors.


  1.1.2 Mapping a network with CDP


  As an exercise in reading the CDP neighbor table, let’s practice mapping a network using CDP. This is not just an arbitrary exercise—you may have to do this in the real world at some point. Imagine that you have entered a networking role at an organization with less-than-ideal documentation. Although you don’t have physical access to the devices, you have remote access to the CLI of several devices via Secure Shell—the topic of chapter 5. However, you don’t have access to an up-to-date network diagram. Your task is to fix that, and CDP is a great tool for doing so.


  The following five examples show the output of show cdp neighbors on five devices. Grab a pen or pencil, and try to draw out the network using the information in the Local Intrfce and Port ID columns of this output:

  R1# show cdp neighbors
. . .
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
SW1              Gig 0/2           163             R S I            Gig 0/1
SW2              Gig 0/1           151             R S I            Gig 0/2
R2               Gig 0/0           132              R B             Gig 0/1

R2# show cdp neighbors
. . .
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
SW3              Gig 0/0           160             R S I            Gig 0/1
R1               Gig 0/1           150              R B             Gig 0/0

SW1# show cdp neighbors
. . .
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
SW2              Gig 0/2           168             R S I            Gig 0/1
R1               Gig 0/1           178              R B             Gig 0/2

SW2# show cdp neighbors
. . .
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
SW1              Gig 0/1           124             R S I            Gig 0/2
R1               Gig 0/2           157              R B             Gig 0/1

SW3# show cdp neighbors
. . .
Device ID        Local Intrfce     Holdtme    Capability  Platform  Port ID
R2               Gig 0/1           157              R B             Gig 0/0


  Figure 1.2 shows the network diagram. Don’t worry if the arrangement of the devices in the network you drew is different (i.e., R1 on the right instead of the left); it’s how the devices are connected that matters.
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    Figure 1.2 The network mapped out using show cdp neighbors

  


  1.1.3 Configuring and verifying CDP


  As mentioned previously, CDP is enabled by default. You can confirm that CDP is enabled on the device with show cdp. If it is enabled, you will see output like in the following example:

  R1# show cdp
Global CDP information:
Sending CDP packets every 60 seconds        ❶
Sending a holdtime value of 180 seconds     ❷
Sending CDPv2 advertisements is enabled     ❸


  ❶ The advertisement timer is 1 minute.


  ❷ The default holdtime is 3 minutes.


  ❸ CDPv2 is enabled by default.


  In addition to confirming that CDP is enabled on the device, the output gives us three pieces of information. The line Sending CDP packets every 60 seconds shows the CDP advertisement timer—how often the device sends CDP messages out of each interface—which is 60 seconds by default. 


  The second line, Sending a holdtime value of 180 seconds, indicates the holdtime, which is 180 seconds by default. The CDP holdtime determines how long the neighbor will keep this device (R1) in its CDP neighbor table after ceasing to receive CDP messages from this device. A value of 180 seconds means that R1 is telling SW1, “If you don’t get a CDP message from me for 3 minutes, remove me from your neighbor table.”


  The final line, Sending CDPv2 advertisements is enabled, indicates that R1 is sending CDP version 2 messages. The differences between CDPv1 and CDPv2 are outside of the scope of the CCNA exam, and unless the neighboring device is very old and only supports version 1, you can leave version 2 enabled. Although there is usually no reason to change the advertisement timer, holdtime, and version, in the following example, I demonstrate the commands to modify them:

  R1(config)# cdp timer 30                       ❶
R1(config)# cdp holdtime 120                   ❷
R1(config)# no cdp advertise-v2                ❸
R1(config)# do show cdp
Global CDP information:
Sending CDP packets every 30 seconds           ❹
Sending a holdtime value of 120 seconds        ❹
Sending CDPv2 advertisements is not enabled    ❹


  ❶ Changes the advertisement timer to 30 seconds


  ❷ Changes the holdtime to 120 seconds


  ❸ Disables CDPv2


  ❹ The three settings have changed from their defaults.


  If you wish to disable CDP on the device, you can do so with the no cdp run command in global config mode. In the following example, I use the command on R1; notice how the output of show cdp changes:

  R1(config)# no cdp run       ❶
R1(config)# do show cdp    
% CDP is not enabled         ❷


  ❶ Disables CDP globally on the device


  ❷ CDP is no longer running.


  Note You can use cdp run to reenable CDP after disabling it.


  no cdp run disables CDP globally—on the entire device. However, you can also disable CDP on a per-interface basis with the no cdp enable command. This prevents the specific interface both from sending CDP advertisements and from processing CDP advertisements it receives—it will discard them. In the following example, I reenable CDP on R1, use no cdp enable on one of R1’s interfaces, and confirm with a new command:

  R1(config)# cdp run
R1(config)# interface g0/0                               ❶
R1(config-if)# no cdp enable                             ❶
R1(config-if)# do show cdp interface g0/0                ❷
 CDP is not enabled on interface GigabitEthernet0/0      ❸


  ❶ Disables CDP on R1 G0/0


  ❷ Confirms CDP’s status on G0/0


  ❸ CDP is disabled on G0/0.


  To reenable CDP on the interface, use cdp enable. I do so in the following example and then confirm with show cdp interface g0/0 once again; notice how the output of the command changes:

  R1(config-if)# cdp enable                   ❶
R1(config-if)# do show cdp interface g0/0
  Encapsulation ARPA                        ❷
  Sending CDP packets every 30 seconds      ❷
  Holdtime is 120 seconds                   ❷


  ❶ Reenables CDP on R1 G0/0


  ❷ Information about G0/0’s Layer-2 encapsulation and CDP timers is displayed.


  Note If CDP is disabled globally, CDP won’t be active on any interfaces, regardless of the status of the [no] cdp enable command.


  
    Why disable CDP?


    CDP is quite a useful protocol, so why would you want to disable it globally or on individual interfaces? One reason is that CDP shares a lot of information about the local device, which can be a security concern. A malicious user could, for example, learn the software version of the device, search for known security vulnerabilities of that particular version, and launch targeted attacks to exploit those vulnerabilities. Therefore, it may be advisable to disable CDP either globally (with no cdp run) or on specific interfaces (with no cdp enable) where it is not strictly necessary for network operations.

  


  One final CDP show command that can be helpful is show cdp traffic, which displays statistics about how many CDP messages the device has sent and received. The following example shows the output of the command on R1:

  R1# show cdp traffic 
CDP counters :
        Total packets output: 319, Input: 246                    ❶
        Hdr syntax: 0, Chksum error: 0, Encaps failed: 0
        No memory: 0, Invalid packet: 0, 
        CDP version 1 advertisements output: 164, Input: 4       ❷
        CDP version 2 advertisements output: 155, Input: 242     ❸


  ❶ The total number of CDP messages sent/received


  ❷ The number of CDPv1 messages sent/received


  ❸ The number of CDPv2 messages sent/received


  In sections 1.1.1 and 1.1.2, we’ve covered plenty of CDP configuration and verification commands. Table 1.1 summarizes the verification (show) commands we covered; make sure you’re familiar with how to read the output of these commands.


  Table 1.1 CDP show commands


  
    
      
      
    

    
      
        	
          Command

        

        	
          Information displayed

        
      

    

    
      
        	
          show cdp neighbors

        

        	
          CDP neighbors and basic information about each

        
      


      
        	
          show cdp neighbors detail

        

        	
          More detailed information about CDP neighbors

        
      


      
        	
          show cdp entry name

        

        	
          The same information as show cdp neighbors detail but for the specified neighbor only

        
      


      
        	
          show cdp

        

        	
          Basic information about CDP (timers, version)

        
      


      
        	
          show cdp interface [interface]

        

        	
          Information about CDP-enabled interfaces

        
      


      
        	
          show cdp traffic

        

        	
          The number of CDP messages sent/received

        
      

    
  


  Table 1.2 summarizes the configuration commands. In general, CDP is a fairly hands-off protocol; you can leave it at the default settings in most cases. However, I recommend being familiar with the configuration commands we covered for the CCNA exam.


  Table 1.2 CDP configuration commands


  
    
      
      
    

    
      
        	
          Command

        

        	
          Description

        
      

    

    
      
        	
          R1(config)# cdp timer seconds

        

        	
          Configures the CDP advertisement timer

        
      


      
        	
          R1(config)# cdp holdtime seconds

        

        	
          Configures the CDP holdtime

        
      


      
        	
          R1(config)# [no] cdp advertise-v2

        

        	
          Enables/disables CDP version 2 advertisements

        
      


      
        	
          R1(config)# [no] cdp run

        

        	
          Enables/disables CDP globally

        
      


      
        	
          R1(config-if)# [no] cdp enable

        

        	
          Enables/disables CDP on a specific interface

        
      

    
  


  1.2 Link Layer Discovery Protocol


  The Link Layer Discovery Protocol (LLDP) was developed by the IEEE as a vendor-neutral equivalent to CDP (and other vendor-proprietary Layer 2 discovery protocols). Defined in IEEE 802.1AB, LLDP serves a similar purpose as CDP, but as an industry standard, it can be freely implemented by any vendor. This includes Cisco; Cisco routers and switches support both CDP and LLDP. Figure 1.3 shows a Cisco router and switch sharing information about themselves using LLDP.


  Whereas CDP messages are sent to the multicast MAC address 0100.0ccc.cccc, LLDP messages are sent to the multicast MAC address 0180.c200.000e. However, like a CDP message, when a switch receives an LLDP message, it does not flood the message; the switch receives the frame for itself.
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    Figure 1.3 Two neighboring Cisco devices share information about each other via LLDP. The shared information is similar to that shared via CDP.

  


  
    CDP or LLDP?


    Cisco devices support both CDP and LLDP, so why would you choose one over the other? The main difference is that CDP is Cisco proprietary, whereas LLDP is vendor neutral. If your network uses only Cisco devices, the default CDP is fine. If your network uses a mix of vendors, you should enable LLDP. Note that a device can run both CDP and LLDP at the same time, although it is a bit redundant; they share mostly identical information.

  


  1.2.1 Configuring and verifying LLDP


  Although Cisco network devices support LLDP, it is not enabled by default. For that reason, let’s first look at how to configure LLDP before analyzing the information that devices share via LLDP. In the following example, I use show lldp to confirm that LLDP is disabled on R1, enable LLDP with lldp run, and then confirm that it is enabled:

  R1# show lldp
% LLDP is not enabled                                     ❶
R1# configure terminal
R1(config)# lldp run                                      ❷
R1(config)# do show lldp
Global LLDP Information:
    Status: ACTIVE                                        ❸
    LLDP advertisements are sent every 30 seconds         ❹
    LLDP hold time advertised is 120 seconds              ❹
    LLDP interface reinitialisation delay is 2 seconds    ❹


  ❶ LLDP is disabled by default.


  ❷ Enables LLDP globally


  ❸ LLDP is enabled.


  ❹ The default timers


  After enabling LLDP, show lldp displays similar information about LLDP as show cdp does about CDP. The default LLDP advertisement timer is 30 seconds—half that of CDP. The default holdtime is also shorter: 120 seconds. As with CDP, this is the holdtime that the local device is telling neighbors to use; R1 is telling its neighbor SW1, “If you don’t get an LLDP message from me for 2 minutes, remove me from your neighbor table.” The commands to modify these timers are similar to CDP’s—just replace cdp with lldp: lldp timer seconds and lldp holdtime seconds.


  LLDP has one additional timer shown in the previous output: the reinitialization delay, which is 2 seconds by default. This means that after LLDP is activated on an interface, the device will wait 2 seconds before starting to send LLDP messages. This is beneficial in situations where an interface is bouncing (alternating) between up and down states due to an unstable connection or other problem. This delay provides time for the port to stabilize before sending LLDP messages. You can configure this timer with lldp reinit seconds, but in most cases, the default is fine.


  Like CDP, you can also enable/disable LLDP on a per-interface basis. However, there is a major difference: whereas CDP uses only one command ([no] cdp enable), LLDP uses two commands: [no] lldp transmit and [no] lldp receive. This allows you to control the transmission and reception of LLDP messages separately. For example, an interface with transmission enabled but reception disabled will send LLDP messages but will discard any LLDP messages it receives. Likewise, an interface with transmission disabled but reception enabled will not send LLDP messages but will process any LLDP messages it receives and update the LLDP neighbor table as appropriate.


  Note Disabling only one of either LLDP transmission or reception is rare. One possible use case is that you may want to leave reception enabled to learn about connected devices but disable transmission for security purposes.


  LLDP’s equivalent to show cdp interface is show lldp interface. In the following example, I use the command to view the status of R1 G0/0. If LLDP is globally enabled, LLDP transmission and reception will be enabled on all interfaces by default. If needed, you can then disable them on an interface with no lldp transmit and/or no lldp receive:

  R1# show lldp interface g0/0
GigabitEthernet0/0:
    Tx: enabled                    ❶
    Rx: enabled                    ❶
    Tx state: IDLE                 ❷
    Rx state: WAIT FOR FRAME       ❸


  ❶ Tx (transmission) and Rx (reception) are enabled.


  ❷ G0/0 is not currently transmitting an LLDP message.


  ❸ G0/0 is actively listening for LLDP messages.


  Note As shown in the previous example, Tx is often used as a shorthand for transmission, and Rx is often used as a shorthand for reception.


  The final LLDP verification command we’ll look at in this section is show lldp traffic, which is equivalent to show cdp traffic. It can be handy when troubleshooting to verify whether the device is actually sending and receiving LLDP messages. The following example shows the output of this command:

  R1# show lldp traffic
LLDP traffic statistics:
    Total frames out: 1239           ❶
    Total entries aged: 0
    Total frames in: 413             ❷
    Total frames received in error: 0
    Total frames discarded: 0
    Total TLVs discarded: 0
    Total TLVs unrecognized: 0


  ❶ The number of LLDP messages sent


  ❷ The number of LLDP messages received


  1.2.2 Viewing LLDP neighbors


  Now that we’ve enabled LLDP and checked out some of its settings, here’s the most important part: the LLDP neighbor table. The commands are the same as in CDP, replacing cdp with lldp. The following example shows the output of show lldp neighbors on R1:

  R1# show lldp neighbors
Capability codes:
    (R) Router, (B) Bridge, (T) Telephone, (C) DOCSIS Cable Device     ❶
    (W) WLAN Access Point, (P) Repeater, (S) Station, (O) Other        ❶
Device ID        Local Intf     Hold-time  Capability      Port ID
SW1              Gi0/0          102        B,R             Gi0/1       ❷
Total entries displayed: 1


  ❶ Codes used in the Capability column


  ❷ SW1 is R1’s LLDP neighbor.


  The top of the output shows a legend of the different codes that can be used in the Capability column. The codes B,R in SW1’s entry indicate that it has both routing and switching capabilities—B for Bridge is equivalent to CDP’s S for Switch. The Local Intf and Port ID columns are the same as in show cdp neighbors; this output means that R1’s G0/0 interface is connected to SW1’s G0/1.


  You can view more detailed information about all LLDP neighbors with show lldp neighbors detail. The following example shows the output of that command on R1, highlighting the same information we saw in the previous example. This command shows plenty of additional information, not all of it relevant to the CCNA exam; just make sure you can identify the highlighted information:

  R1# show lldp neighbors detail
------------------------------------------------
Local Intf: Gi0/0                                 ❶
Chassis id: 0cf5.a452.b100
Port id: Gi0/1                                    ❷
Port Description: GigabitEthernet0/1
System Name: SW1                                  ❸
 
System Description: 
Cisco IOS Software, C2960C Software (C2960c405-UNIVERSALK9-M), 
➥Version 15.0(2)SE5, RELEASE SOFTWARE (fc1)
Technical Support: http://www.cisco.com/techsupport
Copyright (c) 1986-2013 by Cisco Systems, Inc.
Compiled Fri 25-Oct-13 14:35 by prod_rel_team
 
Time remaining: 118 seconds                       ❹
System Capabilities: B,R                          ❺
Enabled Capabilities: B,R                         ❺
Management Addresses - not advertised
Auto Negotiation - not supported
Physical media capabilities - not advertised
Media Attachment Unit type - not advertised
Vlan ID: 1
Total entries displayed: 1


  ❶ The interface of the local device (R1)


  ❷ The interface of the neighbor (SW1)


  ❸ The neighbor’s hostname


  ❹ The current holdtime


  ❺ The neighbor’s capabilities


  Note You can use the show lldp entry name command (i.e., show lldp entry SW1) to view the same information as show lldp neighbors detail for only the specified neighbor.


  Table 1.3 summarizes the LLDP show commands we covered in this section. Make sure you can interpret the output of these commands for the CCNA exam.


  Table 1.3 LLDP show commands


  
    
      
      
    

    
      
        	
          Command

        

        	
          Information displayed

        
      

    

    
      
        	
          show lldp neighbors

        

        	
          LLDP neighbors and basic information about each

        
      


      
        	
          show lldp neighbors detail

        

        	
          More detailed information about LLDP neighbors

        
      


      
        	
          show lldp entry name

        

        	
          The same information as show lldp neighbors detail but for the specified neighbor only

        
      


      
        	
          show lldp

        

        	
          Basic information about LLDP (status, timers)

        
      


      
        	
          show lldp interface [interface]

        

        	
          Information about LLDP-enabled interfaces

        
      


      
        	
          show lldp traffic

        

        	
          The number of LLDP messages sent/received

        
      

    
  


  Table 1.4 summarizes the LLDP configuration commands we covered. In most cases, enabling LLDP with lldp run is sufficient, but there are cases in which you might want to fine-tune LLDP with the other commands.


  Table 1.4 LLDP configuration commands


  
    
      
      
    

    
      
        	
          Command

        

        	
          Description

        
      

    

    
      
        	
          R1(config)# lldp timer seconds

        

        	
          Configures the LLDP advertisement timer

        
      


      
        	
          R1(config)# lldp holdtime seconds

        

        	
          Configures the LLDP holdtime

        
      


      
        	
          R1(config)# lldp reinit seconds

        

        	
          Configures the LLDP reinitialization timer

        
      


      
        	
          R1(config)# [no] lldp run

        

        	
          Enables/disables LLDP globally

        
      


      
        	
          R1(config-if)# [no] lldp transmit

        

        	
          Enables/disables LLDP Tx on a specific interface

        
      


      
        	
          R1(config-if)# [no] lldp receive

        

        	
          Enables/disables LLDP Rx on a specific interface

        
      

    
  


  Summary


  
    	
      Layer 2 discovery protocols such as Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol (LLDP) allow devices to share information about themselves with their directly connected neighbors.

    


    	
      The shared information includes hostnames, capabilities (device type), port ID, IP address, and much more.

    


    	
      CDP is Cisco proprietary and runs on Cisco network devices such as routers and switches. It is enabled by default.

    


    	
      CDP-enabled devices periodically send CDP advertisement messages out of their interfaces and listen for CDP advertisements from neighboring devices.

    


    	
      CDP messages are sent to multicast MAC address 0100.0ccc.cccc but are not flooded by switches.

    


    	
      Use show cdp neighbors to view information about CDP neighbors, such as which neighbor is connected to which interface.

    


    	
      Use show cdp neighbors detail to view more detailed information.

    


    	
      Use show cdp entry name to view the same information as show cdp neighbors detail but for just a single neighbor.

    


    	
      Use show cdp to view basic information about CDP such as the advertisement timer, the holdtime, and the advertisement version.

    


    	
      The advertisement timer determines how often the device sends CDP advertisement messages. The default is 60 seconds. Use cdp timer seconds to modify it.

    


    	
      The holdtime tells the neighbor how long to keep this device in its neighbor table after ceasing to receive CDP messages from this device. The default is 180 seconds. Use cdp holdtime seconds to modify it.

    


    	
      There are two versions of CDP: CDPv1 and CDPv2. Modern Cisco devices send CDPv2 advertisements by default, but you can use no cdp advertise-v2 to enable CDPv1 advertisements (e.g., if the device is connected to a very old device).

    


    	
      You can globally disable CDP with no cdp run and use cdp run to reenable it.

    


    	
      You can use [no] cdp enable in interface config mode to enable/disable CDP on individual interfaces. It is enabled on all interfaces by default.

    


    	
      Use show cdp interface [interface] to view the status of CDP on each interface.

    


    	
      Use show cdp traffic to view statistics about CDP messages sent/received.

    


    	
      Link Layer Discovery Protocol (LLDP) is an industry-standard (IEEE 802.1AB) Layer 2 discovery protocol that can be implemented by any vendor, including Cisco.

    


    	
      CDP and LLDP are very similar, as are their commands. In most cases, you can just replace cdp with lldp to get the equivalent command.

    


    	
      LLDP messages are sent to multicast MAC address 0180.c200.000e. Like CDP messages, they are not flooded by switches.

    


    	
      Cisco routers and switches support both CDP and LLDP, but LLDP is disabled by default. You can enable it globally with lldp run.

    


    	
      Use show lldp to view basic LLDP information such as the advertisement timer, holdtime, and reinitialization delay.

    


    	
      The default LLDP advertisement timer is 30 seconds, the default holdtime is 120 seconds, and the reinitialization timer is 2 seconds. You can modify them with lldp timer seconds, lldp holdtime seconds, and lldp reinit seconds.

    


    	
      The LLDP advertisement timer and holdtime function the same as CDP’s timers. The reinitialization timer determines how long an interface will wait to send LLDP messages after LLDP is activated on it (i.e., after the interface is enabled).

    


    	
      LLDP can be enabled/disabled on a per-interface basis. [no] lldp transmit enables/disables LLDP transmission (Tx) on an interface, and [no] lldp receive enables/disables LLDP reception (Rx).

    


    	
      If LLDP is globally enabled, it is enabled on each interface by default. You can then use no lldp transmit and/or no lldp receive to disable Tx and/or Rx.

    


    	
      Use show lldp interface [interface] to view the LLDP status of interfaces.

    


    	
      Use show lldp traffic to view statistics about LLDP messages sent/received.

    


    	
      Use show lldp neighbors to view a list of the device’s LLDP neighbors, such as which interface each neighbor is connected to.

    


    	
      Use show lldp neighbors detail to view more detailed information.

    


    	
      Use show lldp entry name to view the same information as show lldp neighbors detail but for a single neighbor (instead of all neighbors).

    

  


  2 Network Time Protocol


  This chapter covers


  
    	The importance of date and time on network devices


    	Manually setting the date and time on Cisco routers and switches


    	How NTP enables devices to synchronize their clocks over a network


    	Configuring and securing NTP on Cisco routers and switches

  


  When you think of the most important functions of a router or switch, keeping accurate date and time information is probably not among the first things that come to mind. However, timekeeping that is accurate and consistent across all devices is critical for a variety of functions and services in a network, from security protocols to logging. So how can we achieve accurate timekeeping on our network devices?


  The answer is Network Time Protocol (NTP), the topic of this chapter. Using NTP, devices across a network can synchronize their clocks to a common time source. NTP isn’t limited to just network infrastructure devices like routers and switches; it’s used by all kinds of network-connected devices, including smartphones, PCs, and servers. In this chapter, we’ll cover CCNA exam topic 4.2: Configure and verify NTP operating in a client and server mode.


  2.1 Date and time on network devices


  Accurate date and time information on network devices is more important than you might expect. In this section, we’ll look at a few reasons why that is. We’ll also cover how to manually configure the date and time on Cisco IOS devices before covering NTP itself in section 2.2.


  2.1.1 The importance of date and time


  Devices must have accurate date and time information for several reasons. For example, many security protocols (such as Transport Layer Security—TLS) rely on time-based mechanisms to function correctly. From a CCNA perspective, however, the main reason is event logging. When events occur on a network device, the device keeps logs of what happened. Log entries can be created for countless kinds of events, but here are a few examples:


  
    	
      An interface going up or down

    


    	
      An OSPF neighbor moving to the Full state or Down state

    


    	
      A user logging in to the CLI of the device

    

  


  Each log entry is given a timestamp, indicating when the event occurred. You can use show logging to view the log entries saved on the local device. The following example shows a couple of log entries on a Cisco router:

  R1# show logging
. . .
Aug 28 16:34:07.860: %OSPF-5-ADJCHG: Process 1,        ❶
➥Nbr 10.0.0.2 on GigabitEthernet0/0 from LOADING to   ❶
➥FULL, Loading Done                                   ❶
Aug 28 16:35:07.080: %OSPF-5-ADJCHG: Process 1,        ❷
➥Nbr 10.0.0.2 on GigabitEthernet0/0 from FULL to      ❷
➥DOWN, Neighbor Down: Dead timer expired              ❷


  ❶ An OSPF neighbor entered the Full state.


  ❷ The same OSPF neighbor entered the Down state due to an expired dead timer.


  Note We will cover logging in detail in chapter 7, which is about Syslog.


  The first log message shows that, at about 16:34, R1’s OSPF relationship with neighbor 10.0.0.6 moved to the Full state. Then, 1 minute later, the neighbor relationship moved to the Down state due to an expired dead timer. One essential step in identifying the cause of such events is correlating log entries between devices. However, in this case, there is a problem. The following example shows the output of show clock, which displays the current date and time, on the two OSPF neighbors (R1 and R2):

  R1# show clock
*17:10:17.146 UTC Mon Aug 28 2023      ❶

R2# show clock
*09:49:34.199 UTC Tue Aug 8 2023       ❷


  ❶ R1 believes it is 17:10 on August 28, 2023.


  ❷ R2 believes it is 9:49 on August 8, 2023.


  Note The .146 and .199 after the hours, minutes, and seconds indicate milliseconds.


  Because the clocks of the two devices are not synchronized, correlating log entries between them is much more difficult. If the problem involves more than two devices, all with clocks set to different dates and times, you’ll definitely be wishing that you had configured NTP.


  2.1.2 Setting the date and time


  All Cisco routers and switches have an internal software clock for keeping the time; that’s the clock that you can view with the show clock command. By adding the detail keyword to the end, you can also get information about how the device learned the current date and time, as shown in the following example:

  R1# show clock detail
*08:56:18.831 UTC Mon Aug 28 2023      ❶
Time source is hardware calendar       ❷


  ❶ The asterisk (*) indicates that the time is not authoritative.


  ❷ R1 learned the date and time from its hardware calendar.


  Some devices, like R1 in the example, also have a battery-powered hardware clock called the calendar that keeps the time even if the device is shut off. When R1 booted up, its software clock learned the time from the hardware calendar. However, note the asterisk (*) before the time in the previous example, which means that the time is not authoritative—not considered to be accurate; this will disappear after setting the time.


  Setting the clock and calendar


  The command to set the software clock is clock set hh:mm:ss month day year. Note that this command is executed from privileged EXEC mode, not global config mode. In the following example, I set R1’s software clock:

  R1# clock set 18:30:00 August 28 2023
R1# show clock detail
18:30:03.553 UTC Mon Aug 28 2023       ❶
Time source is user configuration      ❷


  ❶ The asterisk has disappeared from the output.


  ❷ The time source has changed to “user configuration.”


  Note The order of the month and day in the clock set command can be reversed—August 28 and 28 August are both valid.


  The hardware calendar can also be viewed and set separately with the show calendar and calendar set commands. In the following example, I set R1’s calendar:

  R1# calendar set 18:35:00 August 28 2023
R1# show calendar
18:35:02 UTC Mon Aug 28 2023


  However, an easier way to ensure that the software clock and the hardware calendar have the same date and time is to use one of the following commands in privileged EXEC mode:


  
    	
      Sync the calendar to the clock’s time—clock update-calendar.

    


    	
      Sync the clock to the calendar’s time—clock read-calendar.

    

  


  Note that both commands perform a one-time synchronization; they don’t ensure that the clock and calendar remain in sync (unless you use the command again).


  Configuring the time zone


  The default time zone on Cisco devices is Coordinated Universal Time (UTC)—you may have noticed the UTC output in previous examples. Actually, UTC is not strictly considered a time zone but rather a time standard—the difference doesn’t matter for our purposes. 


  The command to change the time zone of the device is clock timezone name hours-offset minutes-offset. Note that this command, unlike the previous commands, is configured in global config mode. The hours-offset and minutes-offset arguments refer to the offset relative to UTC. For example, my time zone (Japan Standard Time) is UTC+9—9 hours and 0 minutes ahead of UTC. I configure that in the following example:

  R1(config)# clock timezone JST 9 0      ❶
R1(config)# do show clock
03:50:09.104 JST Tue Aug 29 2023        ❷


  ❶ The JST time zone is 9 hours and 0 minutes ahead of UTC.


  ❷ The time zone has changed to JST.


  Note Changing the time zone will adjust the clock forward or backward according to the specified offsets. If you previously configured the time in UTC, you may have to reconfigure it in the new time zone.


  Configuring daylight saving time/summer time


  Some countries adjust their clocks forward 1 hour in the spring; this is called daylight saving time (DST) or summer time, depending on the country. They then adjust their clocks back in the fall. In a country that observes DST, you should configure your network devices to adjust their clocks to match. 


  The command to configure DST is clock summer-time name recurring start-date-time end-date-time in global config mode. Figure 2.1 shows the specifics of the syntax, using the time zone of my hometown (Toronto) as an example (my current home of Japan doesn’t observe DST). Toronto’s time zone is called Eastern Daylight Time (EDT) while DST is in effect, and it begins at 02:00 on the second Sunday of March and ends at 02:00 on the first Sunday of November.
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    Figure 2.1 The syntax of the clock summer-time command. The example specifies that EDT begins at 02:00 on the second Sunday of March and ends at 02:00 on the first Sunday of November.

  


  2.2 How NTP works


  When it comes to ensuring that all devices in a network operate with synchronized, accurate date and time, manual configuration simply doesn’t cut it. Even if you configure the date and time on all devices, their clocks will drift over time, resulting in inaccurate and inconsistent time. NTP is a much more scalable solution that allows devices to automatically sync their clocks over a network.


  The devices you use in your daily life, such as a PC or smartphone, are almost certainly NTP clients. Windows PCs, for example, sync their time with Microsoft’s NTP servers by default. Using NTP, NTP clients (i.e., Windows PCs) learn the time from NTP servers (i.e., Microsoft’s NTP servers) by sending NTP requests to UDP port 123—memorize that port!


  Note NTP allows accuracy of time within 1 millisecond if the NTP server is in the same LAN as the client or within about 10–100 milliseconds if connecting to the server over a WAN or the internet.


  NTP uses a hierarchical model. At the top are reference clocks—usually these are very accurate timekeeping devices such as atomic clocks or GPS clocks. The “distance” of an NTP server from a reference clock is called stratum—a server with a lower stratum value is closer to a reference clock, and NTP clients will prefer it over a higher-stratum server. “Closer” doesn’t mean physically closer in this case but closer in the NTP hierarchy.


  Figure 2.2 demonstrates the NTP hierarchy. Reference clocks are stratum 0 in the NTP hierarchy, and NTP servers that learn the time directly from a reference clock are stratum 1. Then NTP servers that learn the time from stratum 1 servers are stratum 2, servers that learn the time from stratum 2 servers are stratum 3, etc.
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    Figure 2.2 The NTP hierarchy. Reference clocks (stratum 0) are high-precision timekeeping devices such as atomic clocks. Stratum 1 NTP servers connect directly and sync to reference clocks. Stratum 2 NTP servers sync to stratum 1 NTP servers. Servers can peer with devices at the same stratum.

  


  Note The upper stratum limit is 15. A stratum of 16 indicates a time source that is not considered reliable; devices will not sync to a stratum 16 time source.


  Figure 2.2 also demonstrates a few important points about NTP. First, a device can be both an NTP server and an NTP client at the same time. For example, the stratum 2 servers are clients of the stratum 1 servers but are also capable of providing the time for their own clients (such as stratum 3 NTP servers or end devices like PCs). However, note that stratum 1 servers are not NTP clients of the reference clocks; instead, they directly connect to and sync with these highly accurate time sources via specialized hardware and protocols rather than by using NTP.


  Note An NTP server that gets its time directly from a reference clock is also called a primary server. An NTP server that gets its time from another NTP server is called a secondary server; a secondary server is both an NTP client and an NTP server. 


  Second, a device can be a client of multiple NTP servers—actually, this is recommended. In addition to the redundancy and fault tolerance benefits of having multiple time sources (if one server goes down, the client can still learn the time from another server), the clients use algorithms to analyze and consider the time reports of each server, discard outliers, and select the best time source.


  Third, two NTP servers can form a peer relationship that allows them to exchange time information with each other; these are represented by the bidirectional horizontal arrows. Unlike the typical client–server relationship where the client syncs its time solely based on the time provided by the server, peering allows for a bidirectional exchange between the two peers. 


  Like a client that learns the time from multiple servers, peering provides similar benefits. Each peer can use the other’s time data as an additional reference point, improving the overall accuracy of timekeeping. Furthermore, peering provides an additional layer of redundancy and fault tolerance; if one peer loses connectivity with its servers, it can still sync to its peer.


  2.3 Configuring NTP


  Cisco routers and switches can function as NTP clients, NTP servers, and NTP peers. In this section, we’ll examine how to configure all three of these modes in Cisco IOS, as well as how to secure NTP by configuring authentication.


  2.3.1 NTP client mode


  You can configure a Cisco IOS device to become a client of an NTP server with the command ntp server ip-address [prefer]. In figure 2.3, I configure a Cisco router as an NTP client of two servers: Google’s and Microsoft’s.
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    Figure 2.3 Configuring R1 as an NTP client of two NTP servers: Google’s (216.239.35.0) and Microsoft’s (20.43.94.199). The optional prefer keyword tells the router to favor Google’s server when deciding which server to sync to.

  


  By adding the optional prefer keyword to the end of the command, you can tell the device to favor the specified server when deciding which server to sync to. Note that this doesn’t guarantee that the client will select that server; other factors, like the server’s stratum, are still taken into account (a lower stratum value is typically preferred). In the following example, I configure R1 as a client of Google’s and Microsoft’s NTP servers and then confirm with show ntp associations and show clock detail:

  R1(config)# ntp server 216.239.35.0 prefer                                    ❶
R1(config)# ntp server 20.43.94.199                                           ❶
R1(config)# do show ntp associations
  address       ref clock    st  when  poll reach  delay  offset  disp
*~216.239.35.0  .GOOG.       1   24    64   377 4  0.726  22.840  6.929       ❷
+~20.43.94.199  25.66.230.3  3   25    64   377    9.032  24.786  6.720       ❸
 * sys.peer, # selected, + candidate, - outlyer, x falseticker, ~ configured
R1(config)# do show clock detail
13:44:32.959 JST Tue Aug 29 2023
Time source is NTP                                                            ❹


  ❶ Configures R1 as an NTP client of two servers, marking one as preferred (optional)


  ❷ Google’s server is marked as sys.peer.


  ❸ Microsoft’s server is marked as candidate.


  ❹ R1’s time source is now NTP.


  Note NTP synchronization can be quite slow, sometimes taking up to 15–20 minutes, depending on a variety of factors. One tip to speed up the process is to manually configure the correct time before configuring NTP.


  After configuring R1’s two NTP servers, both appear in the output of show ntp associations. The * next to the Google server, sys.peer, indicates that this is the NTP server R1 is currently synced to. The + next to the Microsoft server, candidate, indicates that R1 considers the server as a reliable time source, but it is not currently being used; this is because R1 has selected Google’s server instead.


  Various columns are shown in the output, but you only need to know the first three: address, ref clock, and st. The address column is self-explanatory; it’s the NTP server’s IP address. ref clock shows the server’s time source. The Google server lists .GOOG.—Google’s own reference clock. The Microsoft server lists 25.66.230.3—another NTP server. So, whereas the Google NTP server in this example gets its time directly from a reference clock (and is, therefore, a primary server), the Microsoft server gets its time from another NTP server (and is, therefore, a secondary server).


  The different time sources are reflected in the next column, st; this indicates the NTP stratum of the server. Because Google’s server gets its time directly from a reference clock (stratum 0), its stratum is 1. Microsoft’s server is stratum 3, meaning that it gets its time from a stratum 2 NTP server.


  Another useful NTP verification command is show ntp status. This command shows a lot of output; for the CCNA, just focus on the top line. In the following example, I use the command on R1. Notice that because R1 is synced to a stratum 1 NTP server, it is now at stratum 2 in the NTP hierarchy:

  R1(config)# do show ntp status
Clock is synchronized, stratum 2, reference is 216.239.35.0        ❶
nominal freq is 1000.0003 Hz, actual freq is 1000.0003 Hz, precision is 2**16
ntp uptime is 7500 (1/100 of seconds), resolution is 1000
reference time is E897F742.5E14162D (13:49:06.367 JST Tue Aug 29 2023)
. . .


  ❶ R1 is synced to a stratum 1 server and is, therefore, stratum 2.


  Note NTP syncs only the software clock by default, not the hardware calendar. You can use ntp update-calendar in global config mode to make NTP periodically update the calendar to ensure that it is accurate.


  2.3.2 NTP server mode


  A Cisco router that is an NTP client doesn’t need any additional configuration to become an NTP server. Now that R1 is a client of the Google and Microsoft NTP servers, other devices can use R1 as their NTP server. Figure 2.4 demonstrates this: R1 gets its time from two NTP servers and provides the time for clients of its own.
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    Figure 2.4 R1, a client of two NTP servers, is an NTP server for clients of its own.

  


  Exam Tip Remember that although the ntp server command makes the device an NTP client, it also makes it an NTP server; this is sometimes called client/server mode. Later in this section, we’ll cover how to make the device an NTP server without it being an NTP client.


  One recommended practice when using a Cisco router as an NTP server is to configure a loopback interface on the router and configure clients to use the IP address of the loopback interface as their NTP server. We covered loopback interfaces in chapter 18 of volume 1; their benefit is that they provide a stable, reliable interface that isn’t dependent on the status of any particular physical port. Figure 2.5 shows how you can configure this.


  
    [image: ]


    Figure 2.5 Using a loopback interface to provide a reliable NTP server address. The ntp source command specifies that R1 should source NTP messages from its Loopback0 interface.

  


  Configuring the IP address of R1’s Loopback0 interface (172.16.1.1) as the NTP server of R2 and R3 causes them to send their NTP requests to that address. If one of R1’s G0/0 or G0/1 ports goes down, R2 and R3 will still be able to sync their clocks to R1 via the loopback interface. The ntp source loopback0 command then makes R1 use the IP address of the Loopback0 interface as the source of its NTP messages—this is optional but recommended. In the following example, I configure NTP on R2 and confirm its status. Note that R2, a client of a stratum 2 server (R1), is now at stratum 3 of the NTP hierarchy:

  R2(config)# ntp server 172.16.1.1
R2(config)# do show ntp associations
  address      ref clock      st  when  poll reach  delay  offset   disp
*~172.16.1.1   216.239.35.0   2   15    64   1      1.494  0.695    187.55     ❶
 * sys.peer, # selected, + candidate, - outlyer, x falseticker, ~ configured
R(config)# do show ntp status
Clock is synchronized, stratum 3, reference is 172.16.1.1                      ❷
. . .


  ❶ R2 is synced to R1.


  ❷ R2 is now a stratum 3 NTP server.


  Although a Cisco router is automatically able to function as an NTP server if it’s a client of another NTP server, you can also use the ntp master command to make the router a primary NTP server with its own internal clock acting as the reference clock—the source of time that the router (and its NTP clients) sync to. This allows the device to act as an NTP server even if it’s not an NTP client of another server.


  However, while the ntp master command allows the router to function as an NTP server, it’s not meant to replace the ntp server command. Instead, the two commands should be used together. The ntp server command should be the first choice for time synchronization because it links your device to external NTP servers that get their time from highly accurate reference clocks. But what happens if those external servers become unavailable?


  In the example network we’ve been using in this chapter, R1 is an NTP client of two external NTP servers, and R2 and R3 are clients of R1. However, if R1 loses connectivity to both external NTP servers, R1 will no longer be able to provide time to R2 and R3. The ntp master command allows R1 to use its own clock as a backup time source in case it loses connectivity to its servers; it can then provide that time to its clients R2 and R3. Although R1’s internal clock isn’t as accurate as an atomic clock, at least the time will be consistent across the devices in the network—this is better than having no time synchronization at all. In the following example, I use the command on R1 and confirm:

  R1(config)# ntp master                                                      ❶
R1(config)# do show ntp associations
  address       ref clock  st  when   poll reach  delay   offset  disp
*~216.239.35.0  .GOOG.     1   22     64   1      43.221  -1.699  437.57
 ~127.127.1.1   .LOCL.     7   15     16   1      0.000   0.000   7937.5    ❷
+~20.43.94.199  25.66.230.5      3     22  64     1  9.397   1.251 437.54
 * sys.peer, # selected, + candidate, - outlyer, x falseticker, ~ configured


  ❶ Configures R1 to use its own clock as an NTP time source


  ❷ 127.127.1.1 is added as a time source with stratum 7.


  Let’s examine a few important points about that output. First, notice that the address column lists 127.127.1.1—an address in the reserved loopback address range (127.0.0.0/8) that represents the local device; R1 is listing itself as a time source. Then the ref clock column lists .LOCL.—the clock of the local device.


  The final point worth covering is 127.127.1.1’s stratum of 7. This means that R1, when using 127.127.1.1 (its local clock) as a time source, will be a stratum 8 NTP server. This is the default value when using the ntp master command and reflects the fact that R1’s internal clock is not a true reference clock like an atomic clock, which would have a stratum of 0. The stratum value of the local clock is purposefully made higher by default so that R1 views it as a less desirable time source than external NTP servers (such as Google’s, which gets its time from a real reference clock). However, you can optionally specify a stratum value at the end of the command. I do that in the following example and confirm:

  R1(config)# ntp master 5                                                    ❶
R1(config)# do show ntp associations
  address       ref clock  st   when  poll reach  delay   offset  disp
*~216.239.35.0  .GOOG.     1    45    64   37     40.890  20.622  2.240
 ~127.127.1.1   .LOCL.     4    3     16   1      0.000   0.000   7937.5    ❷
+~20.43.94.199    25.66.230.5   3     169  512     7  8.585  15.092  4.220


  ❶ Specifies a stratum of 5


  ❷ The stratum of the local clock is 4.


  The output may be a bit different than expected; even though I specified a stratum of 5 in the ntp master command, the stratum of 127.127.1.1 in the output is 4. That’s because the stratum you specify in the command is not the stratum of 127.127.1.1 (the local clock) but rather the stratum of the device when it is synced to that clock. The command ntp master 5 means that R1, when synced to the local clock, will be at stratum 5 of the NTP hierarchy. However, in this case R1 is still synced to the Google server; it will only use its local clock as a backup.


  Note In addition to providing a backup time source, you can use ntp master to make a Cisco IOS device an NTP server when no external server is available, such as in an isolated network without internet access. This is called server mode, as opposed to the client/server mode we configured with the ntp server command. Just keep in mind that the device’s local clock is not a truly accurate time source—it doesn’t keep time accurately like an atomic clock.


  
    Symmetric active mode


    Although not covered in the CCNA exam topics list, in addition to client and server, there is a third mode called symmetric active mode; this is the NTP peering I mentioned in section 2.2. To configure NTP peers in symmetric active mode, use the ntp peer ip-address command on each device, specifying the other device’s IP address. Unlike a client–server relationship, each peer acts as a time source for the other. To summarize, here are the three commands/modes we covered:


    
      	
        ntp server—client/server mode—The device becomes a client of an NTP server and a server for other clients.

      


      	
        ntp master—server mode—The device becomes a primary NTP server, using its local clock as a reference clock.

      


      	
        ntp peer—symmetric active mode—The two devices become NTP peers, each using the other as a time source.

      

    

  


  2.3.3 NTP authentication


  Public NTP servers like Google’s and Microsoft’s are open; any client is free to sync their time to those servers, and there are no security checks on the part of either the clients or the servers. However, in more secure environments with private NTP servers, that approach may not be acceptable. 


  For example, a malicious server could exploit NTP to provide incorrect time data, which could disrupt the operation of time-sensitive applications and protocols. In such an environment, we should ensure that our client devices don’t sync to unauthorized NTP servers. In this section, we’ll look at how to protect our NTP clients with authentication.


  Authentication is the process of verifying someone’s—or something’s—identity. In the context of NTP, that means verifying that a server really is the server that it claims to be—not an attacker using a spoofed (falsified) IP address. Figure 2.6 shows how to configure NTP authentication between an NTP server (R1) and client (R2). 
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    Figure 2.6 Configuring NTP authentication between a server and client. This ensures that R2 will only sync its time to R1 and not to a malicious NTP server.

  


  Let’s walk through the configuration of both devices. In the following example, I configure the server, R1:

  R1(config)# ntp master                                     ❶
R1(config)# ntp authentication-key 42 md5 AcingTheCCNA!    ❷
R1(config)# ntp trusted-key 42                             ❸


  ❶ Makes R1 an NTP server


  ❷ Configures an NTP authentication key


  ❸ Specifies the key as trusted


  After using ntp master to make R1 an NTP server, the first step to configuring authentication is to create an authentication key (password) with the ntp authentication-key key-number md5 key command. The key-number argument is simply a numerical identifier for the key; the key argument is the key itself—the actual password.


  Note Newer versions of IOS support hashing protocols beyond md5, which is no longer considered secure. You can use the IOS context-sensitive help feature (the question mark: ntp authentication-key key-number ?) to view the available protocols on the device you are configuring.


  However, creating an authentication key alone is not enough; you then have to use the ntp trusted-key key-number command to specify that the key is a trusted key. Without this command, the key cannot be used.


  In the following example, I configure the client, R2:

  R2(config)# ntp authentication-key 42 md5 AcingTheCCNA!     ❶
R2(config)# ntp trusted-key 42                              ❷
R2(config)# ntp server 10.0.0.1 key 42                      ❸


  ❶ Configures an NTP authentication key


  ❷ Specifies the key as truste


  ❸ Authenticates R1 using key 42


  First, I create the same authentication key as on R1 and also specify it as a trusted key. Here’s an important point: both the key number (42) and the key itself (AcingTheCCNA!) have to match; it’s not enough for just the key itself to match. Then, in the final command, I configure R2 as a client of R1 (10.0.0.1), specifying that R2 should authenticate R1 using key 42. The command syntax is ntp server ip-address key key-number. 


  The result of this configuration is that R2 will include key 42 in its NTP messages to R1, and R1 will include the same key in its NTP messages to R2. Because the key number and the key itself match, R2 will accept R1’s time and sync to it; if either parameter does not match, R2 will refuse to sync to R1.


  Note You can use a nearly identical configuration to authenticate NTP peers: just replace ntp server ip-address key key-number with ntp peer ip-address key key-number. Make sure to configure it on both peers!


  
    The ntp authenticate command


    You’ll often see the ntp authenticate command included on both the client and the server in NTP authentication configuration examples—this is usually a mistake. Although it’s fine to include this command (it doesn’t do any harm), it’s not necessary when you configure the ntp server ip-address key key-number command on the client.


    The ntp authenticate command is necessary to authenticate servers or peers when using the ntp passive, ntp broadcast client, or ntp multicast client commands on the client—all beyond the scope of the CCNA exam. For all of the scenarios presented in this chapter, the ntp authenticate command is not necessary to achieve authentication.

  


  Summary


  
    	
      Keeping an accurate date and time is very important for network infrastructure devices and network-connected devices. For example, many security protocols rely on time-based mechanisms.

    


    	
      Correlating logs between devices is often an essential step in troubleshooting issues, and accurate timestamps facilitate that process.

    


    	
      A device keeps its time using a software clock. You can view it with show clock. Adding the detail keyword shows additional information about the time source.

    


    	
      Some devices also have a hardware clock called the calendar. You can view its time with show calendar.

    


    	
      You can set the software clock with clock set hh:mm:ss month day year. 

    


    	
      You can set the hardware calendar with calendar set hh:mm:ss month day year. 

    


    	
      The clock update-calendar command syncs the calendar to the clock’s time, and the clock read-calendar syncs the clock to the calendar’s time.

    


    	
      The default time zone is Coordinated Universal Time (UTC). You can change that with clock timezone name hours-offset minutes-offset in global config mode.

    


    	
      You can configure daylight saving time (DST) with clock summer-time name recurring start-date-time end-date-time in global config mode.

    


    	
      Maintaining accurate date and time information is not feasible with manual configuration. Network Time Protocol (NTP) is the solution, allowing devices to automatically sync their time over a network.

    


    	
      NTP clients send NTP requests to UDP port 123 on NTP servers.

    


    	
      NTP uses a hierarchical model. At the top are reference clocks—usually very accurate timekeeping devices such as atomic clocks or GPS clocks.

    


    	
      The “distance” of an NTP server from a reference clock is called its stratum.

    


    	
      An NTP server that learns the time directly from a reference clock is stratum 1—this type of server is called a primary server.

    


    	
      Stratum 2 servers learn the time from stratum 1 servers, stratum 3 servers learn the time from stratum 2 servers, etc. These are called secondary servers—they are NTP clients and NTP servers at the same time.

    


    	
      A device can be a client of multiple NTP servers. This provides improved redundancy and fault tolerance and improves the accuracy of the client’s timekeeping.

    


    	
      Two NTP servers can form a peer relationship that allows them to exchange time information with each other. This provides similar benefits to a client learning the time from multiple servers.

    


    	
      You can configure a Cisco IOS device to be a client of an NTP server with ntp server ip-address [prefer]. The prefer keyword is optional but increases the likelihood that the client will sync its time to the specified server.

    


    	
      The ntp server command puts the device in client/server mode. The device becomes an NTP client of the specified server but can also function as an NTP server for clients of its own.

    


    	
      Use show ntp associations to view information about each of the device’s NTP time sources. Use show ntp status to view information about the device’s NTP status, such as its stratum in the NTP hierarchy.

    


    	
      When a Cisco IOS device is functioning as an NTP server, it is recommended that you configure a loopback interface and specify that address as the client’s NTP server. This provides a stable interface that isn’t dependent on a physical port.

    


    	
      You can use ntp source interface to specify which interface NTP messages should be sourced from.

    


    	
      Use the ntp master [stratum] command to make the device function like an NTP primary server, using its own software clock as a reference clock. This is called server mode, as opposed to client/server mode.

    


    	
      The ntp master command makes the device a stratum 8 NTP server by default, but you can optionally specify the stratum argument to change this behavior.

    


    	
      You can configure symmetric active mode with the ntp peer ip-address command. Configure it on both devices to make them NTP peers.

    


    	
      You can configure NTP authentication to ensure clients only sync to authorized servers. Authentication is the process of verifying someone’s/something’s identity.

    


    	
      On both the client and server, use ntp authentication-key key-number md5 key to create an authentication key. Both the key-number and key arguments must match between the client and server.

    


    	
      On both the client and server, use ntp trusted-key key-number to specify that the key is a trusted key; without this step, the key can’t be used.

    


    	
      On the client, add key key-number to the standard ntp server ip-address command to specify that the server should be authenticated with the key. The complete syntax is ntp server ip-address key key-number.

    


    	
      You can configure authentication between NTP peers by following the same steps, replacing ntp server ip-address key key-number with ntp peer ip-address key key-number. Make sure to configure it on both peers. 

    

  


  3 Domain Name System


  This chapter covers


  
    	How Uniform Resource Locators identify a resource and how to access it


    	The hierarchical structure of the Domain Name System


    	The DNS name resolution process


    	Implementing a DNS on Cisco IOS devices

  


  “What’s in a name?” Ask that to a computer, and you’ll learn that the answer is a number. Although we humans like to use memorable names to refer to the resources we access over a network (i.e., websites), computers use numbers—IP addresses—to identify each other. So when you type a name like “www.google.com” into a web browser’s address bar, how does your computer learn the IP address of the server that hosts Google’s website?


  The answer is the Domain Name System (DNS). Using DNS, your computer resolves—or translates—the name “www.google.com” into the IP address of the appropriate server. DNS is one of the foundational protocols of the internet and is necessary knowledge not just for network engineers but for professionals in nearly any area of IT. DNS is the second half of CCNA exam topic 4.3: Explain the role of DHCP and DNS within the network. In this chapter, we’ll delve into the mechanics of DNS, its significance in network operations, and how to implement it on Cisco IOS.


  3.1 How DNS works


  Before looking at the Cisco-specific details of how to configure and verify DNS in IOS, let’s examine the protocol itself. DNS is an industry-standard protocol that is defined in a series of RFCs, and in this section, we’ll cover the fundamentals of how DNS works.


  3.1.1 Uniform resource locators


  To access a particular website, you can type the website’s address into the address bar of a web browser. For example, you might type https://www.google.com/maps to access Google Maps. An address like this is called a Uniform Resource Identifier (URI) or Uniform Resource Locator (URL); I’ll use the latter term.


  
    URI, URN, and URL


    A Uniform Resource Identifier (URI) is a unique sequence of characters that identifies a resource; that resource could be a file on a computer or a physical object like a book. URIs can be classified into two main types: Uniform Resource Names (URNs) and Uniform Resource Locators (URLs).


    A URN is a unique identifier of a particular resource, without indicating its location or how to access it. An example is a book’s International Standard Book Number (ISBN); ISBN 9781633435780 identifies this volume but doesn’t tell you anything about where to buy it.


    A URL, on the other hand, identifies both the resource itself and how to locate it. A web address like https://www.google.com/maps is an example of a URL; it identifies the resource (the Google Maps website) and tells your computer how to access it.

  


  A URL consists of multiple elements; most URLs you encounter will include a scheme, authority, and path, as shown in figure 3.1. The scheme indicates the protocol that the browser will use to send its request to the web server—HTTPS, in this case. The authority indicates the name of the web server that the browser should send the request to; in this case, it’s Google’s web server at www.google.com. This name is called a domain name—more on domains and their names in section 3.1.3. The final element is the path, which identifies the specific resource on the server; in this case, it’s the /maps web page.


  
    [image: ]


    Figure 3.1 Elements of a URL. The scheme identifies the protocol, and the authority identifies the server’s name; they are separated by “://”. The path identifies the resource on the server.

  


  Typing https://www.google.com/maps into the address bar and pressing Enter instructs the browser to use the HTTPS protocol to request the /maps resource on the www.google.com server. This is where DNS comes into play: your computer now has to translate the www.google.com domain name into an IP address that it can send packets to.


  Note If you don’t specify a URL’s scheme when using a web browser, the browser will assume the default scheme—usually HTTPS. If you don’t specify the resource, you will be shown a default page, such as index.html or index.php. You can try it on my website: https://www.jeremysitlab.com/index.php should show the same page as www.jeremysitlab.com.


  3.1.2 Name resolution


  After you type a URL in a browser’s address bar and press the Enter key, your device will first check its DNS cache for a matching entry; the DNS cache temporarily stores previously resolved names and their corresponding IP addresses. If there is a matching entry in the DNS cache, the process is complete; your device knows the destination IP address, and there is no need to ask a DNS server. 


  Note A device’s DNS cache exists at multiple levels; the operating system (i.e., Windows) maintains its own cache, but many applications like web browsers maintain their own DNS cache as well.


  If there isn’t a matching entry, your device has to send a DNS query to its DNS server asking the server to resolve the name to an IP address. Figure 3.2 shows a high-level overview of this process. PC1 uses DNS to resolve www.google.com to an IP address and then uses HTTPS to access the web server.
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    Figure 3.2 DNS name resolution. (1) PC1 sends a DNS query to its DNS server (8.8.8.8) asking for the IP address of www.google.com. (2) The DNS server replies, informing PC1 of the IP address. (3) PC1 communicates with the web server via HTTPS (for example, to retrieve a web page).

  


  Note A device learns the IP address of its DNS server via either Dynamic Host Configuration Protocol (DHCP)—the next chapter’s topic—or manual configuration.


  After successfully resolving the name www.google.com to an IP address, PC1 stores this mapping in its DNS cache. This means that it doesn’t have to send a new DNS query every time it wants to access the same website; it can use the cached information instead. The following example shows the entry for www.google.com in my PC’s DNS cache; on a Windows PC, you can view the DNS cache with the ipconfig /displaydns command in the Command Prompt:

  C:\Users\jmcdo> ipconfig /displaydns
. . .
    www.google.com
    ----------------------------------------
    Record Name . . . . . : www.google.com
    Record Type . . . . . : 1
    Time To Live  . . . . : 267
    Data Length . . . . . : 4
    Section . . . . . . . : Answer
    A (Host) Record . . . : 142.250.196.100
. . .


  DNS queries are sent to port 53 on the DNS server. However, DNS is different from most other protocols in that it can use both TCP and UDP as its Layer 4 protocol. While UDP is the most common Layer 4 protocol for standard DNS queries and responses (like the one in figure 3.2), TCP is used in certain situations, such as when the server’s response exceeds a certain size.


  Exam Tip Don’t expect questions on the CCNA exam about whether DNS will use TCP or UDP in a particular situation. Just know that DNS can use both TCP and UDP and that DNS servers listen on port 53 in either case.


  
    The hosts file


    Many devices have a file that contains mappings of IP addresses to hostnames; for example, on my Windows 11 PC, the file is located in the C:\Windows\System32\drivers\etc folder and is called hosts. Before sending a DNS request, the device will check the hosts file to see if there is a mapping; this is entirely separate from the DNS resolution process. Before DNS existed, devices relied on this file for name resolution, but the lack of scalability led to the creation of DNS. Although the hosts file is still present on many devices, its use is limited.

  


  3.1.3 The DNS hierarchy


  In the previous section, we took a high-level look at how a host uses DNS to translate a name—such as the authority of a URL—to an IP address. However, within DNS, the name itself also consists of multiple elements, and knowing them is essential to understanding how DNS works.


  DNS is a hierarchical naming system for computers connected to the internet. The DNS hierarchy is organized in a tree-like structure, and a domain is a subtree of that structure, under the administrative control of a particular organization or individual. Figure 3.3 illustrates a small portion of the DNS hierarchy, highlighting Google’s domain under “com.”
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    Figure 3.3 The DNS hierarchy. All domains are under the root domain, represented by “.”. Under the root domain, there are various top-level domains. Under each top-level domain, there are various second-level domains. The “google” domain, a subtree under the “com” top-level domain, is highlighted.

  


  At the top of the DNS hierarchy, there is the root domain, which is usually represented by a single dot (.). Under the root domain, there are various top-level domains (TLDs). The most common TLD is com, but you’re likely familiar with other TLDs such as net and org. Likewise, under each TLD there are various second-level domains (SLDs), such as google or my own jeremysitlab. Then, under each SLD, there can be various third-level domains, fourth-level domains, etc. Each domain is a subdomain of the domains above it in the hierarchy. For example, in figure 3.3, google is a subdomain of com, which is a subdomain of the root domain.


  
    The www domain name


    You might be aware that WWW stands for World Wide Web, a global system that allows computers to share web pages over the internet. Given that meaning, you might expect www to be at the top of the hierarchy, encompassing all of the web. However, in this context, www doesn’t represent the entire web but is just a name that has been conventionally used for the server hosting the main website of an organization. This is not a technical standard, but rather a long-standing conventional practice. Many websites these days do not use www at all.


    You may also notice that some websites can be accessed both through www.example.com and simply example.com. Technically, these could be two different addresses, but most organizations configure their DNS to redirect one to the other, making them effectively the same website for the end user.

  


  A host’s complete name on the internet is called a fully qualified domain name (FQDN); an FQDN is written with a dot separating each part. One example of an FQDN is “www.google.com.”. You may have noticed an extra dot at the end of that FQDN; that represents the root domain. The final dot is often omitted, such as when typing a URL in an address bar—we usually write “www.google.com”. However, strictly speaking, a domain name without the final dot is not an FQDN but a partially qualified domain name (PQDN).


  Note Strictly speaking, the dot at the end of an FQDN doesn’t actually represent the root domain; it’s a delimiting character between the TLD and the root domain, which has no name. For the rest of this chapter, I will omit this final dot.


  The DNS hierarchy is a global system, and the same FQDN can be used to refer to the same host anywhere in the world. However, there are situations in which we refer to a host by a PQDN—a domain name that doesn’t include all of the information about the host’s location in the DNS hierarchy. For example, www could be the hostname of a business’ main web server, and its FQDN might be www.business.com. In the context of DNS, the hostname www is a PQDN—it identifies the www server within its domain business.com but doesn’t provide enough information to identify the host globally; there are countless other servers named www in different domains.


  Note Domain names are not case-sensitive, but all lower-case is standard.


  
    Domain name vs. hostname


    These two familiar terms are frequently confused, and both can refer to different things (or the same thing) depending on the context. Let’s clarify them:


    
      	
        Domain name—This term refers to a region of administrative control within the DNS hierarchy, such as example.com, and includes any subdomains under it, such as www.example.com. Alternatively, this term can also specify a particular node within a domain; srv1.example.com is the domain name of a server within that domain.

        In some cases, the same domain name can have both meanings. For example, google.com refers to Google’s realm of administrative control within the DNS hierarchy but also to a particular web server. If you access google.com in a web browser, your device will be directed to a web server that hosts Google’s website; this server’s domain name is google.com.

      

    


    
      	
        Hostname—This is an identifier for a specific device on the network. It could be a simple name like srv1 or an FQDN like srv1.example.com. Of course, an FQDN is also an example of a domain name (hence the name “fully qualified domain name”). So keep in mind that these terms can have different meanings depending on the context and can often be used interchangeably.

      

    

  


  3.1.4 Recursive and iterative lookups


  Now that you have a basic understanding of the DNS hierarchy, we can dig deeper into the DNS name resolution process by looking at two types of DNS lookups: recursive and iterative. Figure 3.4 shows how a combination of recursive and iterative DNS lookups are used to resolve mail.google.com to an IP address.
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    Figure 3.4 Recursive and iterative DNS requests resolve a domain name. In step 1, PC1 attempts to access mail.google.com. Steps 2 and 9 are a recursive DNS exchange between PC1 and the 8.8.8.8 DNS server. Steps 3 through 8 are iterative DNS exchanges between 8.8.8.8 and other DNS servers. Step 10 is an HTTPS exchange between PC1 and mail.google.com.

  


  In step 1 of the diagram, a user tries to check his Gmail by accessing mail.google.com. In step 2, PC1 sends a recursive DNS query to its configured DNS server: 8.8.8.8 (a public DNS server run by Google). A recursive DNS query asks the DNS server to give the client a definite answer: either the IP address or an error message stating that the domain name could not be resolved. This is where the second type of DNS query comes into play; 8.8.8.8 will now query other DNS servers to find the answer for PC1. To do so, it will start at the top of the DNS hierarchy.


  Note If 8.8.8.8 has a cached entry for mail.google.com, it will reply to PC1 with that information, and the name resolution process will be complete. Caching is used at every step of the name resolution process to reduce the number of DNS queries needed. However, for this demonstration, assume that each device’s cache is empty.


  In step 3, 8.8.8.8 sends an iterative DNS query to a root DNS server—a DNS server at the top of the DNS hierarchy. 8.8.8.8 asks the root DNS server to resolve mail.google.com. However, instead of replying with an IP address, in step 4, the root DNS server replies with a referral to another DNS server. This is how iterative DNS queries work; they can be answered with an IP address or with a referral to another DNS server that might have the answer. Basically, the root DNS server is saying, “I don’t know the IP address of mail.google.com, but I know another server that might.”


  The root DNS server refers 8.8.8.8 to a TLD server—specifically, a server responsible for the com TLD. In step 5, 8.8.8.8 sends an iterative query to the TLD server. The TLD server also doesn’t know mail.google.com’s IP address, so in step 6, the TLD server replies with a referral to another DNS server—the authoritative DNS server for the google.com domain. An authoritative DNS server holds the definitive set of records for a specific domain and, therefore, can give a definite answer in reply to queries about the domain. 


  Note Although 8.8.8.8 is a public DNS server operated by Google, it’s not the authoritative DNS server for the google.com domain. 8.8.8.8 is an example of a recursive resolver—a DNS server that resolves clients’ recursive DNS queries. It does so by sending iterative queries to other DNS servers, which may include root servers, TLD servers, and authoritative servers for the specific domain.


  In step 7, 8.8.8.8 queries the authoritative server and receives a reply in step 8. In step 9, 8.8.8.8 finally replies to PC1’s recursive query, informing PC1 of mail.google.com’s IP address. Then, in step 10, PC1 initiates its HTTPS communication with mail.google.com.


  Exam Tip Remember the general sequence of events in this process: a client sends a recursive query to a DNS server, and the server iteratively queries other DNS servers (starting at the root DNS server) to resolve the query.


  3.1.5 DNS record types


  DNS maps domain names to IP addresses, and each of these mappings is called a DNS record. However, there are various types of DNS records that can contain information other than IP addresses. In this section, we’ll briefly look at some different DNS record types that you should know for the CCNA exam. Table 3.1 summarizes the record types we’ll cover.


  Table 3.1 DNS record types


  
    
      
      
      
    

    
      
        	
          Record type

        

        	
          Description

        

        	
          Example

        
      

    

    
      
        	
          A

        

        	
          Points to an IPv4 address

        

        	
          example.com -> 192.0.2.1

        
      


      
        	
          AAAA

        

        	
          Points to an IPv6 address

        

        	
          example.com -> 2001:db8::1

        
      


      
        	
          CNAME

        

        	
          Points to another domain name

        

        	
          www.example.com -> example.com

        
      


      
        	
          MX

        

        	
          Specifies the domain’s mail server(s)

        

        	
          example.com -> mail1.example.com

        
      


      
        	
          NS

        

        	
          Specifies the domain’s authoritative DNS server(s)

        

        	
          example.com -> ns1.example.com

        
      


      
        	
          PTR

        

        	
          Used for reverse DNS lookups, mapping an IP address back to a domain name

        

        	
          192.0.2.1 -> example.com

        
      


      
        	
          SOA

        

        	
          Provides administrative information such as admin contact details, a serial number, etc.

        

        	
          example.com -> Admin: admin.example.com; Serial: 123456789; etc.

        
      

    
  


  Note You can look up DNS records for different domain names at https://www.whatsmydns.net/dns-lookup. You can view all of the available records or filter by type (A, AAAA, CNAME, etc.).


  A DNS A record (address record) maps a domain name to an IPv4 address. All of the examples in this chapter so far have been A records. For another example, the A record for manning.com points to the IP address 35.166.24.88 (at the time of writing). 


  AAAA records (quad-A records) are similar to A records, except they map a domain name to an IPv6 address, not an IPv4 address. IPv6 addresses are quadruple the length of IPv4 addresses, hence the name.


  A CNAME record (canonical name record) is used to create an alias for a domain name; it maps one domain name to another. One common use is to map www.example.com to example.com. For example, no A record exists for my website www.jeremysitlab.com. Instead, there is a CNAME record pointing to jeremysitlab.com. This means that you will be taken to the same page, regardless of whether you visit www.jeremysitlab.com or jeremysitlab.com. 


  An MX record (mail exchange record) is used to specify the domain’s mail servers. For example, I use Gmail as my email service, so my domain’s MX records point to Google’s email servers.


  An NS record (name server record) is used to specify the domain’s authoritative DNS servers. For example, I use Bluehost to host my website, so my domain’s NS records point to Bluehost’s DNS servers.


  A PTR record (pointer record) is unique; instead of mapping a domain name to an IP address, it maps an IP address to a domain name. This allows for reverse DNS lookups, which allow you to find the domain name that is associated with a particular IP address.


  The final record type we’ll cover is the SOA record (start of authority record). An SOA record stores administrative information about the domain. Some example information stored is the contact information of the person or company responsible for the domain and a serial number that is used to keep track of updates to the domain’s records. The contact information will be listed, like admin.example.com, but the first dot should be replaced with an @ symbol to make an email address, such as admin@example.com.


  Exam Tip You should know these different record types for the CCNA exam. There’s no need to know all the details; the level of depth covered in this section is fine.


  
    DNS propagation delay


    DNS propagation delay is the time it takes for changes to DNS records to be reflected across the internet, generally taking anywhere from a few minutes to 48 to 72 hours. One factor determining this is the time to live (TTL) value of the DNS records. Each record has a TTL value that specifies how long the record should be cached by DNS servers—the lower the value, the more frequently the record will be refreshed. Although the name is the same, this is a different concept than an IPv4 packet’s TTL.


    If you change a DNS record (for example, to reflect your website’s new IP address) without considering propagation delay, visitors might be directed to the old IP address until the update fully propagates, leading to potential downtime or accessibility problems. One option to minimize the effect is to reduce the TTL values for the DNS records you plan to change well in advance of making the changes, allowing enough time for the previous TTL to expire before making the change.

  


  3.2 DNS on Cisco IOS


  You may have noticed something missing from this chapter up to this point—any mention of Cisco routers and switches! That’s because DNS is an exchange between a client and its DNS server; the role of the network infrastructure devices like routers and switches is simply to forward the messages between the communicating hosts.


  Figure 3.5 demonstrates this point. PC1 uses DNS to learn the IP address of youtube.com and then uses HTTPS to access youtube.com. R1’s role in these exchanges is to forward packets between the communicating hosts: PC1 and 8.8.8.8 (the DNS server) and PC1 and youtube.com. SW1’s role is to forward frames between PC1 and R1.


  
    [image: ]


    Figure 3.5 The roles of R1 and SW1 in PC1’s DNS and HTTPS exchanges. R1’s role is to forward packets between the communicating hosts, and SW1’s role is to forward frames.

  


  However, Cisco network devices themselves can be DNS clients and are also capable of functioning as DNS servers. In this section, we’ll take a look at various DNS-related configurations on R1; figure 3.6 shows the configurations we’ll cover.
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    Figure 3.6 DNS configurations on R1, enabling it to function as a DNS client and server and configuring manual name-to-IP-address mappings

  


  3.2.1 Cisco IOS as a DNS client


  For a Cisco IOS device, such as a Cisco router, to function as a DNS client—for it to be able to query a DNS server to resolve domain names to IP addresses—two commands are needed. The first command is ip domain lookup (it can also be configured with a hyphen: ip domain-lookup). This command enables the router to perform DNS queries, whether it is solely as a DNS client or as a DNS server querying other DNS servers. 
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